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1. Introduction

Let dR2. In this paper, we study the simple random walk on the infinite
component of supercritical Bernoulli bond percolation on the lattice Z

d.
Percolation is a classical construction from statistical mechanics to select
random sub-graphs of a fixed graph. Applied to the d-dimensional lattice, the
construction is well known: one successively considers the different edges of the
grid and decides to keep or delete a given edge by tossing a fixed coin. (See below
for a more formal definition.) Call p the probability that an edge is kept. The
shape of the resulting (random) sub-graph thus obtained dramatically depends
on the percolation parameter p: below some critical value, pc, with probability 1,
all the connected components of the percolation graph are finite but, when pOpc,
the percolation graph almost surely has a unique infinite connected component
called the infinite cluster and denoted by C(u). By construction, C(u) is a random
infinite connected sub-graph of the grid Z

d. The exact value of pc is unknown
except in dimension 2, where it equals 0.5.

In statistical mechanics, percolation plays the prominent role of a toy model
for disordered environments, as the title of de Gennes (1976) indicates. Since
its first rigorous formulation by J. M. Hammersley in 1956, percolation gave
rise to a rich mathematical theory, much of which focused on the geometric
properties of the percolation graph. We refer to Kesten (1982) and Grimmett
(1999). In the supercritical regime pOpc, one would expect the geometry of
the infinite cluster to be close to the geometry of the full grid. Indeed, by
construction, the law of C(u) is invariant under translations of Z

d. Note,
however, that, except in the trivial case pZ1, the geometry of C(u) will
undergo fluctuations; for instance, big holes will appear somewhere as well as
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P. Mathieu and A. Piatnitski2288
long linear parts. As a matter of fact, with probability 1, C(u) contains
somewhere a translate of any finite sub-graph of the grid.

Closely connected to a description of the geometry of C(u) are questions related
to potential theory on C(u). In probabilistic terms, one wonders to what extent the
simple random walk on C(u) behaves similarly to the simple random walk on Z

d.
Grimmett et al. (1993) proved that the random walk is recurrent in dimension 2
and transient in larger dimensions. In this paper, we will discuss the extension of
Donsker’s invariance principle to the simple random walk on C(u), namely can we
prove that, after proper rescaling, the law of the random walk converges to the law
of a Brownian motion in R

d? In order to give a more precise meaning to this
question, one should distinguish weak (also called annealed or averaged ) and
strong (also called individual, almost sure or quenched ) forms of the invariance
principle. The annealed form of the invariance principle, stating the convergence
of the law of the walk towards Brownian motion when one averages with respect to
the law of environment, was proved by De Masi et al. (1989) as a special case of a
general theorem on random walks among random conductances. The annealed
invariance principle does not give a complete description of the behaviour of the
random walk for a given realization of the percolation. For instance, after being
averaged over the percolation randomness, the law of the random walk clearly
inherits all the symmetries of the grid Z

d. On the other hand, owing to the
fluctuations caused by randomness in the percolation process, a given realization
of the infinite cluster has no symmetry. Nevertheless, on a large scale, one would
expect symmetries to be restored, and that should reflect on the isotropy of the
limiting behaviour of the random walk. Different recent approaches have been
proposed in order to prove the quenched invariance principle: Sidoravicius &
Sznitman (2004) deduced the quenched invariance principle from the annealed one
through variance estimates in dimensions higher than 4. Here, we shall establish
the quenched invariance principle in any dimension using the construction of a
corrector and the notion of two-scale convergence. Independently of ourwork andat
the same time, Berger & Biskup (in press) recently published the same statement.
Although they also rely on the construction of a corrector, their method to prove the
sub-linear growth of the corrector is quite different from ours.

We now turn to a more precise description of the model and the statement of
our result. Consider supercritical Bernoulli bond percolation in Z

d, dR2. For
x, y2Z

d, we write xwy if x and y are neighbours in the grid Z
d, and let Ed be the

set of non-oriented nearest neighbour pairs (x, y). We identify a sub-graph of Zd

with a functional u:Ed/{0, 1}, writing u(x, y)Z1 if the edge (x, y) is present
in u and u(x, y)Z0 otherwise. Thus, UZf0; 1gEd might be identified with the
set of sub-graphs of Zd. Edges pertaining to u are then called open. Connected
components of such a sub-graph will be called clusters, and the cluster of u
containing a point x2Z

d is denoted by Cx(u).
Now define Q to be the probability measure on f0; 1gEd under which the random

variables (u(e), e2Ed) are Bernoulli independent variables with common parameter
(p) and let

pc Z supfp;Q½02CðuÞ�Z 0g
be the critical probability. It is known that pc2]0,1[ (see Grimmett 1999).
Throughout the paper, we choose a parameter p such that

pOpc: ð1:1Þ
Proc. R. Soc. A (2007)
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Then,Q almost surely (Q.a.s.), the graph u has a unique infinite cluster denoted by
C(u).

We are interested in the behaviour of the simple symmetric random walk on
C0(u): let D(RC,Zd) be the space of càd-làg Z

d-valued functions on RC and X(t),
t2RC, be the coordinate maps from D(RC, Zd) to Z

d. D(RC, Zd) is endowed with
the Skorohod topology. For a given sub-graph u2f0; 1gEd , and for x2Z

d, let Pu
x

be the probability measure on D(RC, Zd) under which the coordinate process
is the Markov chain starting at X(0)Zx and with generator

Luf ðxÞZ 1

nuðxÞ
X
ywx

uðx; yÞðf ðyÞKf ðxÞÞ; ð1:2Þ

where nu(x) is the number of neighbours of x in the cluster Cx(u).
The behaviour of X(t) under Pu

x can be described as follows: starting from point
x, the random walker waits for an exponential time of parameter 1 and then
chooses, uniformly at random, one of its neighbours in Cx(u), say y, andmoves to it.
This procedure is then iterated with independent hoping times. The walker clearly
never leaves the cluster of u it started from. Since edges are not oriented, the
measures with weights nu(x) on the possibly different clusters of u are reversible.

Let Q0 be the conditional measure Q0(.)ZQ(.j02C(u)), and let Q0:P
u
x be the

so-called annealed semi-direct product measure law defined by

Q0:P
u
x ½Fðu;Xð:ÞÞ�Z

ð
Pu
x ½Fðu;Xð:ÞÞ�dQ0ðuÞ:

Note that X(t) is not Markovian anymore under Q0:P
u
x . As already alluded to at

the beginning of this introduction, it was proved by De Masi et al. (1989) that,
under Q0:P

u
0 , the process ðX 3ðtÞZ3Xðt=32Þ; t2RCÞ satisfies an invariance

principle as 3 tends to 0, i.e. it converges in law to a non-degenerate Brownian
motion. The proof is based on the point of view of the particle. It relies on the fact
that the law of the environment u viewed from the current position of the
Markov chain is reversible when considered under the annealed measure. We
shall prove theorem 1.1.

Theorem 1.1. Q almost surely on the event 02C(u), under Pu
0 , the process

(X3(t)Z3X(t/32), t2RC) converges in law as 3 tends to 0 to aBrownianmotionwith
covariance matrix s2Id, where s2 is positive and does not depend on u.

Our strategy of proof follows the classical pattern introduced by Kozlov (1985)
for averaging random walks with random conductances. The method of Kozlov
was successfully used under ellipticity assumptions that are clearly not satisfied
here. We refer in particular to the first part of Sidoravicius & Sznitman (2004), in
which random walks in elliptic environments are considered. The main idea is to
modify the process X(t) by the addition of a corrector in such a way that the sum
is a martingale under Pu

0 and to use a martingale invariance principle. Then one
has to prove that, in the rescaled limit, the corrector can be neglected, or
equivalently that the corrector has sub-linear growth. For this second step, in a
classical elliptic set-up, one would invoke the Poincaré inequality and the
compact embedding of H 1 into L2. For percolation models, a weaker but still
suitable form of the Poincaré inequality was proved by Mathieu & Remy (2004)
(see also Barlow 2004). However, another difficulty arises: our reference measure
is the counting measure on the cluster at the origin. When rescaled, it does
Proc. R. Soc. A (2007)
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converge to the Lebesgue measure on R
d, but for a fixed 3 it is of course singular.

Thus, rather than using classical functional analysis tools, one has to turn to L2

techniques in varying spaces or to two-scale convergence arguments as they have
been recently developed for the theory of homogenization of singular random
structures by Jikov & Piatnitski (2006). An elementary self-contained
construction of the corrector is given in §2b. We also provide an approach to
two-scale convergence avoiding explicit reference to the results of Jikov &
Piatnitski (2006). For background material on homogenization theory in both
periodic and random environments, we refer to Jikov et al. (1994), in which
percolation models are considered in ch. 9.

Note on the constants. Throughout the paper, b and c will denote positive
constants depending only on d and p, whose valuesmight change fromplace to place.
2. Proof of the theorem

Let jxjZmaxjxij. We use the notation x$y for the scalar product of the
two vectors x, y2R

d. We also use the notation Q0(.)ZQ(.j02C(u)).

(a ) Tightness

We start by recalling the Gaussian upper bound obtained by Barlow (2004) for
walks on percolation clusters. A corresponding lower bound also holds, but we
will not need it here. Note that Barlow’s bound is used in the proof of tightness
only. Remember that pOpc, so that, Q.a.s., the percolation sub-graph u contains
a unique infinite cluster denoted by C(u).

Statement from Barlow (2004): Q.a.s., for any x2C(u) there exists a random
variable Sx such that, whenever x and y belong to C(u), if tRjxKyj and tRSx
then

Pu
x ½XðtÞZ y�%ctKd=2exp K

jyKxj2

ct

� �
: ð2:1Þ

Moreover,

Q½x2CðuÞ; SxR t�%c expðKct eðdÞÞ with eðdÞO0: ð2:2Þ
In case t%jxKyj, then the upper bound on Pu

x ½XðtÞZy� is of the form

Pu
x ½XðtÞZ y�%c exp K

jyKxj
c

� �
: ð2:3Þ

Indeed, if t is much smaller than jxKyj, say 2t%jxKyj, then (2.3) is an
easy estimate on the tail on the Poisson distribution. In case t%jxKyj%2t, then
(2.3) follows from the Carne–Varopoulos bound (see appendix C in Mathieu &
Remy (2004)).

Also, observe that the same estimates on the tail on the Poisson distribution
imply that for 2t%jxKyj we have

Pu
x ½ds% t; XðsÞZ y�%c exp K

jyKxj
c

� �
: ð2:4Þ

Let us assume that tRSx. Combining (2.1) and (2.3), it is now an easy exercise
to conclude that

Eu
x ½jXðtÞKxj2�%cðtC1Þ: ð2:5Þ
Proc. R. Soc. A (2007)
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Lemma 2.1. Q almost surely on the event 02C(u), under Pu
0 , the sequence of

processes ðX 3ðtÞZ3Xðt=32Þ; t2RCÞ is tight in the Skorohod topology.

Proof. It is sufficient to check that Q.a.s. on the event 02C(u), for any TO0
one has

lim sup
d/0

lim sup
3/0

sup
t

Eu
0 ½jX 3ðtCdÞKX 3ðtÞj2�Z 0;

where t is any stopping time in the filtration generated by X3 that is bounded by
T (see Ethier & Kurtz 1986, p. 138).

We have

Eu
0 ½jX 3ðtCdÞKX 3ðtÞj2�Z 32Eu

0 X
tCd

32

� �
KX

t

32

� �����
����2

� �

%32Eu
0 X

tCd

32

� �
KX

t

32

� �����
����2; X

t

32

� ���� ���%2
T

32

� �

C32Eu
0 X

tCd

32

� �
KX

t

32

� �����
����2; X

t

32

� ���� ���R2
T

32
; X

tCd

32

� �
KX

t

32

� �����
����R2

d

32

� �

C32Eu
0 X

tCd

32

� �
KX

t

32

� �����
����2; X

t

32

� ���� ���R2
T

32
; X

tCd

32

� �
KX

t

32

� �����
����%2

d

32

� �
:

The third term in this last inequality is bounded by 2dPu
0 ½jXðt=32ÞjR2ðT=32Þ�

and, as follows from the exponential bound (2.4), it tends to 0 as 3 tends to 0.
(Remember that t is bounded by T.) We use the Markov property at time t/32

to bound the second term by 32 supyE
u
y ½jXðd=32ÞKyj2; jXðd=32ÞKyjR2d=32� and

we deduce from (2.3) that it converges to 0 as 3 tends to 0.
We also use the strong Markov property to estimate the first term by

32Eu
0 X

tCd

32

� �
KX

t

32

� �����
����2; X t

32

� ���� ���%2
T

32

� �
%32 sup

y2C0ðuÞ;jyj%2T=32
Eu

y X
d

32

� �
Ky

����
����2

� �
:

Since we are conditioning on the event C0(u)ZC(u), one may replace the
condition y2C0(u) by the condition y2C(u). From (2.5), it then follows
that 32Eu

y ½jXðd=32ÞKyj2� is bounded by cdCc32 provided that d=32R
supy2CðuÞ; jyj%T=32Sy.

To check this last condition, we observe that

lim sup
3/0

32 sup
y2CðuÞ; jyj%T=32

Sy% lim sup
n/N

1

nC1

� �2

sup
y2CðuÞ;jyj%Tn2

Sy:

From (2.2), we get

Q½ sup
y2CðuÞ; jyj%Tn2

SyOdn2�%cTn2expðKcðdn2ÞeðdÞÞ:

It then follows from the Borel–Cantelli lemma that Q.a.s. on the event 02C(u)

lim sup
3/0

32 sup
y2CðuÞ;jyj%T=32

Sy% lim sup
n/N

1

nC1

� �2

sup
y2CðuÞ; jyj%Tn2

Sy Z 0;
Proc. R. Soc. A (2007)
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and we conclude that Q.a.s. on the event 02C(u), we have

lim sup
3/0

sup
t

Eu
0 ½jX 3ðtCdÞKX 3ðtÞj2�%cd:

&

(b ) Construction of the corrector

In this section, we prove the existence of a corrector to the process X, i.e. we
construct a random field c(u, x) such that the process M(t)ZX(t)Cc(u, X(t)) is
a martingale under Pu

0 for Q almost all u s.t. 02C(u). Then, we argue that the
martingale M satisfies an invariance principle by checking the conditions of
theorem 5.1 part a in Helland (1982).

Random fields. We recall that UZ{0, 1}Ed is the set of sub-graphs of Zd. We
shall denote with B the set of neighbours of the origin in Z

d. With some abuse of
notation, we write u(b) instead of u(0, b) when b2B. We use the notation x.u to
denote the natural action of Zd on U by translations. U is equipped with the
product sigma field.

We endow U!B with the measure M defined byð
udM ZQ

X
b2B

uðbÞuðu; bÞ102CðuÞ

" #
:

Note that, if two random fields u and v coincide in L2(U!B,M), then Q.a.s. on
the event 02C(u) it holds u(u, b)Zv(u, b) for any b2B such that u(b)Z1.

We are now going to introduce two subspaces of L2(U!B,M), called L2
pot and

L2
sol. To this end, we first define local functions and their gradients.
A function u:U/R is said to be local if it only depends on a finite number of

coordinates. We associate to u its gradient: VðuÞu : U!B/R defined by

VðuÞuðu; bÞZ uðb:uÞKuðuÞ:

Definition 2.2. The closure in L2(U!B,M) of the set of gradients of local fields
is called L2

pot. The orthogonal complement of L2
pot in L2(U!B, M) is called L2

sol.
Note that ‘pot’ stands for potential and ‘sol’ stands for solenoidal.

From the definition of potential vector fields, it follows that they possess
so-called co-cycle property.

Lemma 2.3. Fields in L2
pot satisfy a co-cycle relation: on the event 02C(u), for

any u2L2
pot and any closed path in C(u) of the form gZ(x0, x1, ., xk) with

xiwxiC1, u(xi , xiC1)Z1 and x0ZxkZ0, then
Pk

iZ1 uðxiK1:u; xiK xiK1ÞZ0.

Let us write down explicitly what it means for a square integrable field v to be
in L2

sol: let u be a local function on U. Then

Q
X
b2B

uðbÞvðu; bÞVðuÞuðu; bÞ102CðuÞ

" #
ZQ

X
b2B

vðu; bÞVðuÞuðu; bÞ102CðuÞ;b2CðuÞ

" #

ZQ
X
b2B

vðu; bÞðuðb:uÞKuðuÞÞ102CðuÞ;b2CðuÞ

" #
:

Proc. R. Soc. A (2007)
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Using the translation invariance of Q and the symmetry of the set B, we then get

Q
X
b2B

vðu; bÞuðb:uÞ102CðuÞ;b2CðuÞ

" #
ZQ

X
b2B

vððKbÞ:b:u; bÞuðb:uÞ102Cðb:uÞ;Kb2Cðb:uÞ

" #

ZQ
X
b2B

vððKbÞ:u; bÞuðuÞ102CðuÞ;Kb2CðuÞ

" #

ZQ
X
b2B

vðb:u;KbÞuðuÞ102CðuÞ;b2CðuÞ

" #

ZQ
X
b2B

uðbÞvðb:u;KbÞuðuÞ102CðuÞ

" #
;

so that

Q
X
b2B

vðu; bÞðuðb:uÞKuðuÞÞ102CðuÞ;b2CðuÞ

" #

ZQ
X
b2B

uðbÞuðuÞðvðb:u;KbÞKvðu; bÞÞ102CðuÞ

" #
:

Thus, we have proved the following integration by parts formula:ð
vVðuÞudM ZKQ nuð0ÞuðVðuÞ�vÞ102CðuÞ

h i
; ð2:6Þ

where

VðuÞ�vðuÞZ 1

nuð0Þ
X
b2B

uðbÞðvðu; bÞKvðb:u;KbÞÞ: ð2:7Þ

Relation (2.6) holds for a square integrable random field v and any local function u.
As a consequence, taking v to be a constant, note that

Ð
VðuÞu dMZ0 for any

local u. By extension, we will also have
Ð
u dMZ0 for any u2L2

pot.

A square integrable random field v is in L2
sol if it satisfies V

ðuÞ�vZ0 Q.a.s. on
the set 02C(u).

Definition of the corrector. Let b2B. Define the random field
b̂ðu; eÞZ1eZbK1eZKb. Let Gb be the unique solution in L2

pot satisfying the
equation

b̂CGbðu; eÞ2L2
sol: ð2:8Þ

(Gb is simply the projection ofKb̂ on L2
pot.)

We define the corrector c :gu2U u; C0ðuÞð Þ/R
d by the equation

cðu; xCeÞ$bKcðu; xÞ$bZGbðx:u; eÞ; ð2:9Þ
for any x2Z

d, b, e2B. (In this equation, c(.)$b stands for the usual scalar
product of the two R

d vectors c(.) and b. Note that there is no ambiguity because
GbZKGKb, as can be seen directly from equation (2.8).) Observe that, unlike
Gb, the corrector c is not a homogeneous field.

The solution to (2.8) being unique in L2
pot, the value of Gb(u, e) is uniquely

determined whenever 02C(u) and e2B satisfy u(e)Z1. Therefore, Gb(x.u, e) is
well defined Q.a.s. on the set 02C(u) for any x and e s.t. x and xCe belong to
Proc. R. Soc. A (2007)
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C(u). Thus, if x belongs to C0(u), then the value of c(u, x)Kc(u, 0) can be
computed by integrating (2.9) along a path in C0(u) from the origin to x. That
this value does not depend on the choice of the path is an immediate consequence
of the co-cycle relation satisfied by Gb. We conclude that c(u, x) is uniquely
determined by equation (2.9) up to an additive constant (which might depend
on u). We summarize these properties in the following statement.

Lemma 2.4. The corrector cZc(u, x) is uniquely defined by (2.9) up to an
additive (random) constant.

The martingale property. Let X(t) be a random walk in Z
d with generator

(1.2), X(0)Z0. Consider the random process

MðtÞZXðtÞCcðu;XðtÞÞ:

Note that since the process X(t), starting from the origin, never leaves C(u)
c(u, X(t)) is well defined on the event {u:02C(u)}.

Proposition 2.5. The process M is a martingale under Pu
0 for Q almost all u

s.t. 02C(u).
Proof. We choose u s.t. 02C(u). Since Gb2L2

pot, the co-cycle relation (see
lemma 2.3) implies that Gb(u,e)CGb(e.u,Ke)Z0 for any e2B s.t. u(e)Z1.
Comparing the expression (1.2) of Lu with the definition (2.7) of VðuÞ�, we then
see that Lucðu; xÞ$bZ1=2VðuÞ�Gbðx:uÞ for any x2C(u).

Let f(x)ZxCc(u, x). Noting that b̂ðu; eÞZe$b and b̂ðe:u;KeÞZKb$e, we see

that VðuÞ�b̂ðuÞZ2=nuð0Þ
P

e2BuðeÞb$e. Therefore,

Lufðu; xÞ$bZ 1

nuðxÞ
X
e2B

uðx; xCeÞe$bCLucðu; xÞ

Z
1

2
VðuÞ�b̂ðx:uÞC 1

2
VðuÞ�Gbðx:uÞZ 0:

This last equality holds for any x2C(u). We have proved the martingale
property.

The invariance principle. Let M(t)ZX(t)Cc(u, X(t)).
In order to prove the convergence of the rescaled martingales M3(t)Z

3M(t/32) towards a Brownian motion, we will use theorem 5.1 part a from
Helland (1982). For the reader’s convenience, we provide here the formulation of
this theorem.

Theorem 2.6 (Helland 1982). Let m3 be a family of martingales with associated
quadratic variation processes hm3i satisfying the following two conditions:

(i ) for any tO0, as 3 tends to 0, then hm3i(t) converges in probability towards s2t,
and

(ii ) for any tO0 and for any hO0, as 3 tends to 0,X
0%s%t

ðm3ðsÞKm3ðsKÞÞ21jm3ðsÞKm3ðsKÞjRh/0;
Proc. R. Soc. A (2007)
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in probability, then, as 3 tends to 0, the sequence of processesm3(.) converges in
law in the Skorohod topology to a Brownian motion with variance s2.

More precisely, for any b2B, we check that, for any tO0, as 3 tends to 0,
(1/t)hM3$bi(t) almost surely converges to some constant, and

Eu
0

X
0%s%t

ðM3ðsÞ$bKM3ðsKÞ$bÞ21jM3ðsÞ$bKM3ðsKÞ$bjRh

" #
/0:

(See (2.11) and (2.12).) Both conditions follow from the computation of the
bracket of the martingale M and the ergodic theorem applied to the Markov
process (X(tK).u) that represents the evolution of the environment u as seen
from the moving particle.

We start computing the bracket of the martingaleM using the representation of
the Markov chain X by Poisson processes: to each pair of neighbouring points
x, y2C0(u), such thatu(x, y)Z1, attach a Poisson process of rate 1/nu(x), sayNx; y

t ,
all of them being independent. LetX be the càd-làg solution of the equationX(0)Z0,

dXðtÞZ
X

ywXðtKÞ
uðXðtKÞ; yÞðyKXðtKÞÞdNXðtKÞ; y

t :

Then the law of the random process (X(t),tR0) is Pu
0 .

Let u be such that 02C(u). Let M(t)ZX(t)Cc(u, X(t)). From the previous
paragraph, we already know that M is a martingale. Its bracket can be
computed using Itô’s formula. We fix a direction b2B. Then
dhM$biðtÞ

Z
1

nuðXðtKÞÞ
X

ywY ðtKÞ
uðXðtKÞ; yÞðy$bCcðu; yÞ$bKXðtKÞ$bKcðu;XðtKÞÞ$bÞ2dt

Z
1

nXðtKÞ:uð0Þ
X
e2B

XðtKÞ:uðeÞðe$bCGbðXðtKÞ:u;eÞÞ2dt: ð2:10Þ

Let ~Q0 be the probability measure

~Q0ðAÞZ
Ð
An

uð0ÞdQ0ðuÞÐ
nuð0ÞdQ0ðuÞ

:

The random process X(tK).u is Markovian under Pu
0 . The measure ~Q0 is

reversible, invariant and ergodic with respect to X(tK).u (see lemma 4.9 in De
Masi et al. (1989)). Observe that ~Q0 is obviously absolutely continuous with
respect to Q0. As a consequence, by Birkhoff’s ergodic theorem we get, Q.a.s. on
the set 02C(u),

hM$biðtÞ
t

/
t/N

~Q0

1

nuð0Þ
X
e2B

uðeÞðe$bCGbðu; eÞÞ2
 !

:

Now let M3(t)Z3M(t/32). We have proved that, for any tO0, as 3 tends to 0,

hM3$biðtÞ/ t ~Q0

1

nuð0Þ
X
e2B

uðeÞðe$bCGbðu; eÞÞ2
 !

: ð2:11Þ
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For any function f:Zd!Z
d/R that vanishes on the diagonal, the process

X
0%s%t

f ðXðsÞ;XðsKÞÞK
ðt
0
ds

1

nXðsKÞ:uð0Þ
X
e2B

XðsKÞ:uðeÞf ðXðsKÞCe;XðsKÞÞ

is a localmartingale. Applying this to f ðx; yÞZðb$ðxCcðu; xÞÞKb$ðyCcðu; yÞÞÞ2
1jb$ðxCcðu;xÞÞKb$ðyCcðu; yÞÞjRh for some direction b and some hO0, we get thatX
0%s%t

ðMðsÞ$bKMðsKÞ$bÞ21jMðsÞ$bKMðsKÞ$bjRh

K

ðt
0
ds

1

nXðsKÞ:uð0Þ
X
e2B

XðsKÞ:uðeÞðe$bCGbðXðsKÞ:u; eÞÞ21je$bCGbðXðsKÞ:u;eÞjRh

is a martingale. Taking expectations and using the ergodic theorem for the
process X(sK).u, we get, on the set 02C(u),

Eu
0

1

t

X
0%s%t

ðMðsÞ$bKMðsKÞ$bÞ21jMðsÞ$bKMðsKÞ$bjRh

" #

Z
1

t

ðt
0
dsEu

0

1

nXðsKÞ:uð0Þ
X
e2B

XðsKÞ:uðeÞðe$bCGbðXðsKÞ:u;eÞÞ21je$bCGbðXðsKÞ:u;eÞjRh

" #

/ ~Q0

1

nuð0Þ
X
e2B

uðeÞðe$bCGbðu;eÞÞ21je$bCGbðu;eÞjRh

 !
!N:

Then, for any tO0,

Eu
0

X
0%s%t

ðM3ðsÞ$bKM3ðsKÞ$bÞ21jM3ðsÞ$bKM3ðsKÞ$bjRh

" #

Z 32Eu
0

X
0%s%t=32

ðMðsÞ$bKMðsKÞ$bÞ21jMðsÞ$bKMðsKÞ$bjRh=3

2
4

3
5/0: ð2:12Þ

From the martingale convergence theorem, theorem 5.1 part a in Helland (1982),
we then deduce that, Q.a.s. on the set 02C(u), the law of the process 3X(./32)C
3c(u, X(./32)) under Pu

0 converges to the law of a Brownian motion with a
deterministic covariance matrix AZs2Id with

s2 Z ~Q0

1

nuð0Þ
X
e2B

uðeÞðe$e1 CGe1ðu; eÞÞ
2

 !
; ð2:13Þ

and e1 being the first coordinate vector. Thus, we proved the following
statement.

Lemma 2.7. Q0.a.s., the family M3(t)Z3X(./32)C3c(u,X(./32)) converges in
law in the Skorohod topology to a Brownian motion with covariance matrix s2Id,
where s2 is defined in (2.13).
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(c ) Convergence of the corrector

We now check that the contribution of the corrector is negligible in the limit.
Let us recall that, by lemmas 2.1 and 2.7, the process 3c(u, X(t/32)) is tight in
the Skorohod topology on any time interval. Therefore, it suffices to prove
that, for all t, 3c(u, X(t/32)) converges to 0 in Pu

0 probability, Q.a.s. on the set
02C(u). In view of (2.1), it is sufficient to show that

lim
3/0

3d
X

y2C0ðuÞ;jyj%1=3

j3cðu; yÞj2 Z 0 Q0:a:s:

We first note that the tightness of the family 3X(t/32) implies the relation

lim
t/0

lim
3/0

Pu
0 3X

t

32

� �����
����RK

� �
Z 0 Q0:a:s:; and for any KO0: ð2:14Þ

Below, we use the Poincaré inequality to prove that there exist some constants
a3(u) such that

lim
3/0

3d
X

y2COðuÞ; jyj%1=3

j3cðu; yÞK a3j2 Z 0 Q0:a:s: ð2:15Þ

As a consequence of (2.1), (2.15) yields

lim
t/0

lim
3/0

Pu
0 3c u;X

t

32

� �� �
K a3

����
����RK

� �
Z 0 Q0:a:s:; and for any KO0:

Indeed,

lim
t/0

lim
3/0

Pu
0 3c u;X

t

32

� �� �
K a3

����
����RK

� 	

Z lim
t/0

lim
3/0

Pu
0 3c u;X

t

32

� �� �
K a3

����
����RK ; X

t

32

� �����
����% 1

3

� 	

C lim
t/0

lim
3/0

Pu
0 3c u;X

t

32

� �� �
K a3

����
����RK ; X

t

32

� �����
����O 1

3

� 	
:

By (2.1) and (2.15), the first limit on the right-hand side is equal to zero. The
second one is zero owing to (2.14).

But the invariance principle for the process 3X(t/32)C3c(u, X(t/32)) implies
that

lim
t/0

lim
3/0

Pu
0 j3X t

32

� �
C3c u;X

t

32

� �� �
jRK

� �
Z 0 Q0:a:s:;

and for any KO0.
Thus, taking the difference, we see that a3 tends to 0 and

lim
3/0

3d
X

y2C0ðuÞ; jyj%1=3

j3cðu; yÞj2 Z 0 Q0:a:s:

It remains to justify (2.15).
Poincaré inequalities. Let us recall that the functionGbZGb(u,e), u2U, e2B, is

defined as a unique solution to problem (2.8) and c(u, x) satisfies (2.9). Since Gb

is square integrable, the spatial ergodic theorem (see Krengel 1985, p. 205) implies
Proc. R. Soc. A (2007)



P. Mathieu and A. Piatnitski2298
that 3d
P

e2B
P

x2C0ðuÞ; jxj%1=3x:uðeÞðGbðx:u; eÞÞ2 has a Q.a.s. finite limit. Therefore,

lim sup
3

3d
X
e2B

X
x2C0ðuÞ; jxj%1=ð1KaÞ3

x:uðeÞðGbðx:u; eÞÞ2!N; ð2:16Þ

Q0.a.s. and for any constant 0!a!1.
We quote fromMathieu & Remy (2004), theorem 1.3. For some 3O0, define C30 to

be theconnectedcomponentof the intersectionofC0(u)with thebox [K1/3,1/3]d that
contains the origin.There exists a constant b such that,Q0.a.s. for small enough 3, for
any function u :C30/R one has

1

#C30

X
x; y2C30

ðuðxÞKuðyÞÞ2%b3K2
X

xwy2C30

uðx; yÞðuðxÞKuðyÞÞ2:

Since #C30 is of order 3Kd for small enough 3 and since C0ðuÞh ½K1=3;1=3�d3
Cð1KaÞ3
0 for some constant a, we therefore have a constant b such that, Q0.a.s. for

small enough 3, for any function u:C0(u)/R

3d
X

x; y2C0ðuÞ; jxj;jyj%1=3

ðuðxÞKuðyÞÞ2%b3K2
X

xwy2Cð1KaÞ3
0

uðx; yÞðuðxÞKuðyÞÞ2:

We use this last inequality for the functions u(x)Zc(u, x)$b to get

3d
X

x; y2C0ðuÞ; jxj;jyj%1=3

jcðu; xÞKcðu; yÞj2

%b3K2
X
b2B

X
e2B

X
x2C0ðuÞ; jxj%1=ð1KaÞ3

x:uðeÞðGbðx:u; eÞÞ2:

By (2.16), we therefore get

lim sup
3

32d
X

x; y2C0ðuÞ; jxj;jyj%1=3

3cðu; xÞK3cðu; yÞj j2!N;

Q0.a.s., and

lim sup
3

32d
X

x; y2C0ðuÞ; jxj;jyj%1=3

nuðxÞnuðyÞ 3cðu; xÞK3cðu; yÞj j2!N:

Indeed, observe that the presence of the bounded factors nu(x) and nu( y) is
harmless. This last inequality is equivalent to

lim sup
3

3d
X

x2C0ðuÞ; jxj%1=3

nuðxÞ 3cðu; xÞK a3j j2!N; ð2:17Þ

Q0.a.s., where

a3 Z
X

x2C0ðuÞ; jxj%1=3

nuðxÞ3cðu; xÞ

is the mean value of 3c(u, x) on the set {x2C0(u); jxj%1/3} with respect to the
measure with weight nu(x).
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Two-scale convergence. We first introduce some notation. Let GZ]K1,1[d. For
u2U and 3O0, we define the measures

mu Z
X

z2CðuÞ
nuðzÞdz ; m3

u Z 3d
X

z2CðuÞ
nuðzÞd3z :

Given a direction e2B, the gradient of a function f:Rd/R is

V3
efðzÞZ

1

3
ðfðzC3eÞKfðzÞÞ:

Let us now choose b02B and let

j3ðu; zÞZ 3c u;
1

3
z

� �
K a3

� �
$b0:

Thus j3 is well defined for z23C0(u). From the definition of c, we have

V3
ej

3ðu; zÞZGb0

1

3
z:u; e

� �
;

for z23C0(u).
Remember that, for z02Z

d, the expression z0.u denotes the graph obtained by
translating u by z0. In particular, for z23Zd, (1/3)z.u(e) is either 0 or 1,
depending on whether the edge (z, zCe) belongs to u or not. We sometimes
prefer the notation (z/3).u(e) in order to avoid possible confusion.

In our new notation, (2.16) and (2.17) now read

C1ðuÞZ sup
e2B

sup
3

ð
G

z

3

� �
:uðeÞðV3

ej
3ðu; zÞÞ2dm3

uðzÞ!N; ð2:18Þ

and

C2ðuÞZ sup
3

ð
G
ðj3ðu; zÞÞ2dm3

uðzÞ!N; ð2:19Þ

for Q0 almost any u. For further reference, let us call U1 the set of u in U such
that 02C(u), C1(u)!N and C2(u)!N and observe that Q0(U1)Z1.

Define the measure

PðAÞZQ 1AðuÞnuð0Þ102CðuÞ

 �

: ð2:20Þ

According to the ergodic theorem, for any smooth function f2CN(G) and any
u2L1(U,P) we haveð

G

fðzÞu 1

3
z:u

� �
dm3

uðzÞ/
ð
G

fðzÞdz
� � ð

U

uðu0ÞdPðu0Þ
� �

; ð2:21Þ

Q0.a.s.
We endow U with its natural (product) topology to turn it into a compact

space. We will use the notation C(U) for continuous real-valued functions defined
on U. Using standard separability arguments, we see that (2.21) holds
simultaneously for any f2CN(G) and u2C(U) on a set of full Q0 measure.
More precisely, let U2 be the set of u in U such that 02C(u), and for any
functions f2CN(G) and u2C(U) one hasð

G

fðzÞu 1

3
z:u

� �
dm3

uðzÞ/
ð
G

fðzÞdz
� � ð

U

uðu0ÞdPðu0Þ
� �

; ð2:22Þ
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and, for any e2B,ð
G
fðzÞ 1

3
z:uðeÞu 1

3
z:u

� �
Gb0

1

3
z:u; e

� �
dm3

uðzÞ

/

ð
G

fðzÞdz
� � ð

U

u0ðeÞuðu0ÞGb0ðu
0; eÞdPðu0Þ

� �
: ð2:23Þ

Then Q0(U2)Z1. Finally, let U0ZU1hU2. In the sequel, a will denote an
element of U0.

Our next goal is to introduce a version of two-scale convergence adapted to the
model studied. To this end, consider the family of linear functionals

L3;aðu;fÞZ
ð
G
fðzÞj3ða; zÞu 1

3
z:a

� �
dm3

aðzÞ:

Using the Cauchy–Schwartz inequality, we get

ðL3;aðu;fÞÞ2%
ð
G

ðj3ða; zÞÞ2dm3
aðzÞ

ð
G

fðzÞ2u 1

3
z:a

� �2

dm3
aðzÞ:

From (2.19) and (2.22), we deduce that for f2CN(G) and u2C(U)

lim sup
3

ðL3;aðu;fÞÞ2%C2ðaÞ
ð
G

fðzÞ2dz
ð
U

uðuÞ2dPðuÞ:

Therefore, applying the diagonal procedure, we conclude that, up to extracting a
sub-sequence, we can assume that, for any smooth f and any continuous
u2C(U), L3,a(u, f) has a limit of say La(u, f), where La is a linear functional
satisfying

ðLaðu;fÞÞ2%C2ðaÞ
ð
G

fðzÞ2dz
ð
U

uðuÞ2dPðuÞ:

Thus, La can be extended as a continuous linear functional on L2(U!G,dP!dx)
and, by Riesz’s theorem, there exists a function va2L2(U!G,dP!dx) such that

Laðu;fÞZ
ð
G

fðzÞdz
ð
U

uðuÞvaðu; zÞdPðuÞ:

Let us summarize the preceding discussion: we have proved that, up to
extracting a sub-sequence, for f2CN(G) and u2C(U),ð

G

fðzÞj3ða; zÞu 1

3
z:a

� �
dm3

aðzÞ/
ð
G

fðzÞdz
ð
U

uðuÞvaðu; zÞdPðuÞ: ð2:24Þ

We will prove lemma 2.8.

Lemma 2.8. For any a2U0, v
a(u, z)Z0 for Lebesgue almost any z2G and P

almost any u.

As a consequence of this lemma, we have that for Q0 almost any a, for any
function f2CN(G), ð

G

fðzÞj3ða; zÞdm3
aðzÞ/0:
Proc. R. Soc. A (2007)



2301Quenched invariance principles
Since we also have uniform bounds on the L2 norm of j3 (see (2.19)), we
deduce that, for any rectangle A3G,ð

A
j3ða; zÞdm3

aðzÞ/0:

We conclude that, for any rectangle A3[K1,1]d, Q0.a.s.

3d
X

x2CðuÞ; 3x2A

nuðxÞð3cðu; xÞK a3Þ/0: ð2:25Þ

Remark 2.9. The content of this part of the paper, including the proof of
lemma 2.8 below, should be compared with the results of Jikov & Piatnitski
(2006). The convergence in (2.24) is known as ‘two-scale convergence’. The only
difference between our setting and that of Jikov & Piatnitski (2006) is the
discrete nature of the grid; continuous diffusions are considered in Jikov &
Piatnitski (2006).

It is also possible to directly apply the results of Jikov & Piatnitski (2006) to
justify lemma 2.8. We refer the interested reader to the first version of the present
paper on the arXiv e-print archive for details. Here, we preferred to give a more
self-contained approach, but most of the arguments are mere copies of the proofs in
Jikov & Piatnitski (2006) with some minor simplifications owing to the fact that,
for instance, the Palm measure P is explicit and absolutely continuous w.r.t. Q.

Proof of lemma 2.8. The proof is in three steps. Throughout the following
proof, f is always assumed to be in CN

o ðGÞ, the space of smooth functions with
compact support in G.

Step 1. We check the integration by parts formulað
G
fðzÞVðuÞ�u

1

3
z:a

� �
dm3

aðzÞZK3

ð
G

1

na 1
3
z

� 

!
X
e2B

u
1

3
z:a; e

� �
z

3

� �
:aðeÞV3

efðzÞdm3
aðzÞ; ð2:26Þ

where u is any function defined on U!B and 3 is small enough (depending on the
support of f),ð

G
fðzÞVðuÞ�u

1

3
z:a

� �
dm3

aðzÞZ 3d
X

x2CðaÞ
fð3xÞVðuÞ�uðx:aÞnaðxÞ

Z 3d
X

x2CðaÞ
fð3xÞ

X
e2B

x:aðeÞðuðx:a; eÞ

Kuðx:e:a;KeÞÞnaðxÞ:

But X
x2CðaÞ

fð3xÞ
X
e2B

x:aðeÞuðx:e:a;KeÞnaðxÞ

Z
X

x 02CðaÞ

X
e 02B

x 0:aðe 0Þuðx 0:a; e 0Þfð3x 0C3e 0Þnaðx 0Þ;
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with the change of variables x0ZxCe and e 0ZKe. Combining the last two
equalities, one gets (2.26). Observe that boundary terms vanish because f has
compact support and 3 is small enough.

Step 2. We prove that va(u, z) does not depend on u, i.e. that Q0.a.s.

vaðu; zÞZ
Ð
vaðu0; zÞdPðu0ÞÐ

dPðu0Þ Z vaðzÞ: ð2:27Þ

Indeed, let u be continuous on U!B and f2CN
o ðGÞ and use (2.24) and the

integration by parts formula (2.26) to getð
G
fðzÞdz

ð
U
vaðu; zÞVðuÞ�uðuÞdPðuÞZ lim

3

ð
G
fðzÞj3ða; zÞVðuÞ�u

1

3
z:a

� �
dm3

aðzÞ

Z lim
3
K3

ð
G

1

na 1
3
z

� 
 X
e2B

u
1

3
z:a; e

� �
z

3

� �
:aðeÞV3

eðj3ða; :ÞfÞðzÞdm3
aðzÞ:

Since u is continuous, it is bounded. Note that (z/3).a(e)%na((1/3)z). Besides,

lim sup
3

ð
G

z

3

� �
:aðeÞðV3

eðj3ða; :ÞfÞðzÞÞ2dm3
aðzÞ%2C1ðaÞkfk2NC2C2ðaÞkVfk2N!N:

We conclude that, as 3 tends to 0, the expressionð
G

1

na 1
3
z

� 
 u 1

3
z:a; e

� �
z

3

� �
:aðeÞV3

eðj3ða; :ÞfÞðzÞdm3
aðzÞ;

remains bounded and therefore

lim
3
K3

ð
G

1

na 1
3
z

� 
 X
e2B

u
1

3
z:a; e

� �
z

3

� �
:aðeÞV3

eðj3ða; :ÞfÞðzÞdm3
aðzÞZ 0;

and ð
G
fðzÞdz

ð
U
vaðu; zÞVðuÞ�uðuÞdPðuÞZ 0:

By (2.6), we also haveð
U

vaðu; zÞVðuÞ�uðuÞdPðuÞZ
ð
U

vaðu; zÞVðuÞ�uðuÞnuð0Þ102CðuÞdQðuÞ

ZK

ð
uVðuÞvað:; zÞdM :

Thus, we have proved thatð
G

fðzÞdz
ð
uVðuÞvað:; zÞdM Z 0;

for any f2CN
o ðGÞ and continuous u. We deduce that Q0.a.s. for any b2B such

that u(b)Z1 and for Lebesgue almost any z then va(b.u, z)Zva(u, z). Integrating
this equality on a path between 0 and x2C0(u), we then get that Q0.a.s. for any
Proc. R. Soc. A (2007)
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x2C(u) and for Lebesgue almost any z then va(u, z)Zva(x.u, z). Therefore, since
m3
u charges only C(u), the ergodic theorem yields

vaðu; zÞZ
Ð
Gv

a 1
3
z 0:u; z

� 

dm3

uðz 0ÞÐ
Gdm

3
uðz 0Þ

/
3/0

Ð
vaðu0; zÞdPðu0ÞÐ

dPðu0Þ Z vaðzÞ;

Q0.a.s in u and for Lebesgue almost any z2G.
Step 3. We now prove that va(z) does not depend on z. To this end, we first

prove that, for any smooth f2CN
o ðGÞ and any continuous u2L2

sol, we have

X
e2B

ð
G

dz vaðzÞVfðzÞ$e
� � ð

U

~uðu; eÞdPðuÞ
� �

Z 0; ð2:28Þ

where

~uðu; eÞZ uðeÞ
nuð0Þ uðu; eÞ: ð2:29Þ

We have ð
G
dz vaðzÞVfðzÞ$e

� � ð
U

~uðu; eÞdPðuÞ
� �

Z lim
3

ð
G

ðVfðzÞ$eÞj3ða; zÞ~u 1

3
z:a; e

� �
dm3

aðzÞ

Z lim
3

ð
G
V3
efðzÞj3ða; zÞ~u 1

3
z:a; e

� �
dm3

aðzÞ

Z lim
3

ð
G

V3
eðfj3ða; :ÞÞðzÞ~u 1

3
z:a; e

� �
dm3

aðzÞ

Klim
3

ð
G
fðzÞV3

eðj3ða; :ÞÞðzÞ~u 1

3
z:a; e

� �
dm3

aðzÞ; ð2:30Þ

where we used (2.24) in the first equality and the regularity of f for the
second and third equalities. Using integration by parts and the definition of ~u,
we get

X
e2B

ð
G
V3
eðfj3ða; :ÞÞðzÞ~u 1

3
z:a; e

� �
dm3

aðzÞ

Z
X
e2B

ð
G
V3
eðfj3ða; :ÞÞðzÞ

z
3

� 

:aðeÞ

na 1
3
z

� 
 u
1

3
z:a; e

� �
dm3

aðzÞ

ZK
1

3

ð
G

fðzÞj3ða; zÞVðuÞ�u
1

3
z:a

� �
dm3

aðzÞZ 0;

since u2L2
sol and therefore VðuÞ�uZ0.
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We now turn to the second term in (2.30). Remember that V3
eðj3ða; :ÞÞðzÞZ

Gb0
1
3
z:a; e

� 

. Thus, as an application of (2.23),

lim
3

ð
G
fðzÞV3

eðj3ða; :ÞÞðzÞ~u 1

3
z:a; e

� �
dm3

aðzÞ

Z lim
3

ð
G
fðzÞV3

eðj3ða; :ÞÞðzÞ
z
3

� 

:aðeÞ

na 1
3
z

� 
 u
1

3
z:a; e

� �
dm3

aðzÞ

Z

ð
G
fðzÞdz

� � ð
U
Gb0ðu; eÞ~uðu; eÞdPðuÞ

� �
:

Replacing ~u and P by their definitions in (2.29) and (2.20), respectively, we
also haveX

e2B

ð
U

Gb0ðu; eÞ~uðu; eÞdPðuÞZ
X
e2B

ð
U

Gb0ðu; eÞuðeÞuðu; eÞ102CðuÞdQðuÞ

Z

ð
Gb0udM Z 0;

since Gb0 2L2
pot and u2L2

sol. We conclude that (2.28) holds.

Equation (2.28) was proved for any continuous u2L2
sol. By density, it also

holds for any u2L2
sol.

It remains to check the following fact.
Lemma 2.9. For any direction e2B, there exists u2L2

sol such that
Ð
U~uðu; eÞ

dPðuÞs0 with ~u defined in (2.29).

Proof. Indeed, first of all note that, by definition of ~u,ð
U

~uðu; eÞdPðuÞZ
ð
02CðuÞ

uðeÞuðu; eÞdQðuÞ:

Define the random field ~e by ~eðu; bÞZ1bZe (e is kept fixed.) Let G be the
orthogonal projection ofK~e on L2

pot and let uZGC ~e2L2
sol. We write that u and

uK ~eZG are orthogonal,ð
02CðuÞ

uðeÞuðu; eÞdQðuÞZ
ð
u~edM Z

ð
u2dMs0;

because ~e;L2
sol and us0. &

Conclusion of the proof of lemma 2.8. We deduce from (2.28) and lemma 2.9
that ð

G

dz vaðzÞVfðzÞ$eZ 0;

for any smooth f and any direction e. Therefore, va is Lebesgue almost surely
constant.

The mean of j3 w.r.t. the measure m3
u on G vanishes; remember, this is the way

we chose a3. Therefore, v
a also has a vanishing mean w.r.t. the Lebesgue measure

on G. And since, by steps 2 and 3, va is almost surely constant, we must have that
Q0.a.s. and for Lebesgue almost any z, va(u,z)Z0.
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Scaling and strong L2 convergence of c. To conclude the proof of the theorem,
we still have to prove the strong L2 convergence in (2.15). It will be a consequence
of the weak convergence (2.25) and of a scaling argument.

We choose a parameter dO0. We chop the box [K1,1]d into smaller boxes of
side length of order d: for z2dZd s.t. jzj%1, let Bz (resp. Cz) be the box of centre z
and side length Md (resp. side length d). M is a constant whose value will be
chosen later. For 3O0, we use the notation Bz(3)Z((1/3)Bz)hZ

d and Cz(3)Z
((1/3)Cz)hZ

d.
The following version of the Poincaré inequality was proved by Barlow (2004),

see definition 1.7, theorem 2.18, lemma 2.13 and proposition 2.17 in that paper:
there exist constants MO1 and b such that Q0.a.s. for any dO0, for small enough
3, for any z2dZd s.t. jzj%1 and for any function u:Zd/R, one has

1

#Czð3Þ
X

x; y2CðuÞhCzð3Þ
ðuðxÞKuðyÞÞ2%bd23K2

X
xwy2CðuÞhBzð3Þ

uðx; yÞðuðxÞKuðyÞÞ2:

We use this inequality for the function 3c to get

1

#Czð3Þ
X

x; y2CðuÞhCzð3Þ
j3cðu; xÞK3cðu; yÞj2

%bd2
X

x2CðuÞhBzð3Þ

X
b2B

X
e2B

uðx; xCeÞðGbðx:u; eÞÞ2:

This last inequality is equivalent to

1

#Czð3Þ
X

x; y2CðuÞhCzð3Þ
nuðxÞnuðyÞj3cðu; xÞK3cðu; yÞj2

%bd2
X

x2CðuÞhBzð3Þ

X
b2B

X
e2B

uðx; xCeÞðGbðx:u; eÞÞ2:

Denoting with a3(z) the mean value of 3c(u,.) on the set C(u)hCz(3) and with
respect to the measure with weights nu(x), we get that, for all z,X

x2CðuÞhCzð3Þ
nuðxÞj3cðu; xÞK a3ðzÞj2

%bd2
X

x2CðuÞhBzð3Þ

X
b2B

X
e2B

uðx; xCeÞðGbðx:u; eÞÞ2;

and summing over all values of z,X
z

X
x2CðuÞhCzð3Þ

nuðxÞj3cðu; xÞK a3ðzÞj2

%bd2
X

x2CðuÞ;jxj%1=3

X
b2B

X
e2B

uðx; xCeÞðGbðx:u; eÞÞ2:

(Remember that the value of b is allowed to change from line to line.)
Multiplying by 3d and applying the spatial ergodic theorem as before, we get

lim sup
3

X
z

3d
X

x2CðuÞhCzð3Þ
nuðxÞj3cðu; xÞK a3ðzÞj2%bd2

X
b2B

ð
ðGbÞ2 dM :
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On the other hand, it follows from (2.25) that, for any z, a3(z)Ka3 converges to 0.
Therefore, we must also have

lim sup
3

3d
X
z

X
x2CðuÞhCzð3Þ

nuðxÞð3cðu; xÞK a3Þ2%bd2
X
b2B

ð
ðGbÞ2 dM ;

and

lim sup
3

3d
X

x2CðuÞ; jxj%1=3

nuðxÞð3cðu; xÞK a3Þ2%bd2
X
b2B

ð
ðGbÞ2 dM ;

and, since this holds for any dO0, we deduce that

3d
X

x2CðuÞ; jxj%1=3

nuðxÞð3cðu; xÞK a3Þ2/0;

Q0.a.s.
Since nu(x)R1 for x2C(u), we conclude that (2.15) holds.
Conclusion of the proof of the theorem. As pointed out at the beginning of §2c,

(2.15) implies that, for any tO0, the random variables 3c(u, X(t/32)) converge
to 0 in Pu

0 probability, Q.a.s. on the set 02C(u). Therefore, the asymptotics of
the finite-dimensional marginals of the two processes (X3(t), t2RC) and
(M 3(t)ZX 3(t)C3c(u, X(t/32)), t2RC) coincide, and, since we already
proved that M3 satisfies the invariance principle (see the conclusion of §2b),
we deduce that the processes (X3(t),t2RC) converge in the sense of finite-
dimensional distributions towards a Brownian motion with deterministic
covariance matrix A. Combined with the tightness result of lemma 2.1, it
gives the convergence of X3 in the Skorohod topology.

That A is diagonal was proved by De Masi et al. (1989), theorem 4.7, 3. One
can argue that A is positive as a consequence of the Gaussian lower bounds
obtained by Barlow (2004), but the original proof was given by Grimmett &
Marstrand (1990). &
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