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ABSTRACT. – This paper deals with existence and uniqueness of solutions $(c, u)$ of reaction-convection-diffusion equations mainly derived from combustion models and set in infinite cylinders $\Sigma = \{(x_1, y) \in \mathbb{R} \times \omega\}$

$$\begin{cases}
a(x_1, y, u, \nabla u)\Delta u - (c + \alpha(y))\partial_1 u + \tilde{q}(x_1, y, u, \nabla u) \cdot \nabla u \\
+ f(u) + g(x_1, y, u, \nabla u) = 0 \text{ in } \Sigma \\
\partial_n u = 0 \text{ on } \partial \Sigma \\
u(-\infty, \cdot) = 0, \quad u(+\infty, \cdot) = 1
\end{cases}$$

The functions $a, \alpha, \tilde{q}, f$ and $g$ are given. The section $\omega$ is a bounded smooth domain with outward unit normal $\nu$. The existence of $(c, u)$ is proved under various normalization conditions when the perturbative terms $a, \tilde{q}, g$ are close to $(1, 0, 0)$, and a continuity result as $(a, \tilde{q}, g) \to (1, 0, 0)$ is stated.
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RÉSUMÉ. – Cet article traite de l’existence et de l’unicité de solutions $(c, u)$ d’équations de réaction-convection-diffusion provenant essentiellement de modèles de combustion et posées dans des cylindres
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infinis $\Sigma = \{(x_1, y) \in \mathbb{R} \times \omega \}$

$$
\begin{align*}
\left\{ \begin{array}{l}
 a(x_1, y, u, \nabla u)\Delta u - (c + \alpha(y))\partial_1 u + \tilde{q}(x_1, y, u, \nabla u) \cdot \nabla u \\
 + f(u) + g(x_1, y, u, \nabla u) = 0 \text{ dans } \Sigma \\
 \partial_\nu u = 0 \text{ sur } \partial \Sigma \\
 u(-\infty, \cdot) = 0, \quad u(+\infty, \cdot) = 1
\end{array} \right.
\end{align*}
$$

Les fonctions $a$, $\alpha$, $\tilde{q}$, $f$ et $g$ sont données. La section $\omega$ est un domaine borné régulier de normale extérieure unitaire $\nu$. L'existence de $(c, u)$ est prouvée pour différentes conditions de normalisation quand les termes perturbatifs $a$, $\tilde{q}$, $g$ sont proches de $(1, 0, 0)$, et on énonce un résultat de continuité quand $(a, \tilde{q}, g) \rightarrow (1, 0, 0)$.

---

1. INTRODUCTION

The paper deals with existence and uniqueness of solutions $(c, u)$ of semilinear reaction-convection-diffusion equations

$$
\begin{align*}
a(x_1, y, u, \nabla u)\Delta u - (c + \alpha(y))\partial_1 u + \tilde{q}(x_1, y, u, \nabla u) \cdot \nabla u \\
+ f(u) + g(x_1, y, u, \nabla u) = 0
\end{align*}
$$

set in infinite cylinders $\Sigma = \{(x_1, y) \in \mathbb{R} \times \omega \}$. Homogenous Neumann boundary conditions are imposed on $\partial \Sigma$ as well as uniform Dirichlet conditions $u(-\infty, \cdot) = 0$, $u(+\infty, \cdot) = 1$ as $x_1 \rightarrow \pm \infty$. The given heterogeneous and nonlinear diffusion term $a(x_1, y, u, \nabla u)\Delta u$ is close to the uniform isotropic diffusion $\Delta u$. The given flow is the sum of a main divergence free, monodirectional flow $(\alpha(y), 0, \cdots, 0)$ and a small heterogeneous nonlinear multidirectional flow $\tilde{q}(x_1, y, u, \nabla u)$. In the same way, the reaction term is the sum of a main source term $f(u)$ and a small heterogeneous one $g(x_1, y, u, \nabla u)$.

The unknowns of this problem are firstly the stationnary function $u$, only depending on the space variables $(x_1, y)$ and not on the time $t$, which goes from $0$ as $x_1 \rightarrow -\infty$ (the left) and $1$ at $+\infty$ (the right). This means that there is steady transformation between two given states $0$ and $1$. The second unknown is the real $c$, a speed, which is added to the velocity field $(\alpha(y), 0, \cdots, 0) + \tilde{q}$ and makes possible this steady transformation.

When $a \equiv 1$, $\tilde{q} \equiv 0$, $g \equiv 0$, this problem is now well-known. The goal of this work is to set existence and uniqueness results for the equation (1) for
general and non uniform coefficients \( a, \bar{q}, g \) depending on \( (x_1, y, u, \nabla u) \), but close to \( (1, \bar{0}, 0) \): they are called "small perturbations".

The nonlinear function \( f \), which is the reaction or source term is assumed to have one the following two profiles on \([0, 1]\) which are currently mentioned in the literature:

- first case: \( \exists \theta \in (0, 1), \ f \equiv 0 \) on \([0, \theta]\) \cup \{1\}, \( f > 0 \) on \((\theta, 1)\) (ignition temperature case),

- second case \( \exists \theta \in (0, 1), \ f(0) = f(\theta) = f(1) = 0, \ f < 0 \) on \((0, \theta)\), \( f > 0 \) on \((\theta, 1)\) (bistable case).

These nonlinear reaction terms have two different physical meanings and correspond to two different physical motivations.

In the first case, equation (1) is motivated by combustion theory. Roughly speaking, the starting point is the thermo-diffusive model for curved deflagration flame in an infinite tube where a simple chemical reaction \( \mathcal{A} \rightarrow \mathcal{B} \) takes place between two premixed gases \( \mathcal{A} \) and \( \mathcal{B} \), the Lewis number of the reactant \( \mathcal{A} \) being equal to 1. The function \( u \) is the renormalized temperature of the mixture and \( 1 - u \) is the renormalized concentration of the reactant \( \mathcal{A} \) (see the synthetic works of Berestycki, Buckmaster, Larrouturou, Ludford, Sivashinsky and Williams for instance [4], [11], [26], [28]).

In this model of one single stationary, i.e. time-independent equation, the small perturbations \( a - 1, \bar{q}, g \) may take into account the basic physical phenomena of turbulence or may be due to small changes of density (cf. [10]). When there is no source term \( f(u) + g(x_1, y, u, \nabla u) \), the medium has the velocity field \( (\alpha(y), 0, \cdots, 0) + \bar{q} \). The profile of the unknown function \( u \) solution of (1) represents a stationary and stabilized flame in the flow \( (c + \alpha(y), 0, \cdots, 0) + \bar{q} \). The real \( c \) may thus be viewed as a flame speed.

More explicitly, in models of combustion, the real \( \theta \) represents an ignition temperature below which no reaction happens. The source term \( f \) takes into account the mass action law and Arrhenius's law. The boundary condition \( \partial_{\nu} u = 0 \) on \( \partial \Sigma \) means that there is no flow across the walls of the cylinder. The limits \( u(-\infty, \cdot) = 0 \) and \( u(+\infty, \cdot) = 1 \) mean that the fresh mixture is on the left and the burnt gases on the right.

The second case of profile \( f \), called "bistable", comes from the study of growth of populations, gene developments or nerve propagation (cf. [2], [12]).

In dimension 1, with \( (a, \alpha, \bar{q}, g) = (1, 0, \bar{0}, 0) \), equation (1) reduces to \( u'' - cu' + f(u) = 0 \). There are many results initiated by the works of Kolmogorov-Petrovsky-Piskunov, Zeldovic-Frank-Kamenetskii and Kanel' (cf. [12], [18], [19], [33]).
The multidimensional case with \((a, \vec{q}, g) = (1, \vec{0}, 0)\) corresponds to non planar solutions. It was especially studied by Berestycki, Larrouturou, Lions, Nirenberg and Vega (cf. [5], [6], [9], [27]). These authors proved that there exists a solution \((c_0, u_0)\). With additional smoothness assumptions on \(f\), the real \(c_0\) is unique and the function \(u_0\) is unique up to translation in \(x_1\)-direction. Such results are highly related to the invariance of the equation by translation with respect to \(x_1\), one of the main tools being the sliding method.

In case \((a, \vec{q}, g) = (1, \vec{0}, 0)\), a system of two reaction-convection-diffusion equations of type (1) set in infinite cylinders \(\Sigma\) was studied in [7] for Lewis numbers close to 1. In one of these two equations, the diffusion term has the form \(\Delta u\) and in the other one, it is \(d\Delta v\) where \(d \approx 1\). Existence and uniqueness results were proved. But the structure of the solutions is exactly the same as in the case of one single equation, due especially to the invariance in \(x_1\) of the investigated system.

Similar problems were studied in the works of Xin and Papanicolaou (cf. [22], [29], [30], [31]) in periodic media \(\mathbb{R} \times T\), where \(T\) is the unit torus in \(\mathbb{R}^{N-1}\). The problem reads

\[
(\nabla_y + \vec{k}\partial_s)(A(y)(\nabla_y + \vec{k}\partial_s)U) + \vec{b}(y) \\
\cdot (\nabla_y + \vec{k}\partial_s)U + c\partial_s U + f(U) = 0 \text{ in } \mathbb{R} \times T
\]

where the unknowns are the real \(c\), which is a speed in the given direction \(\vec{k}\), and the function \(U(s, y)\) in \(\mathbb{R} \times T\), periodic in \(y \in T\). When \(f\) is of ignition temperature type, for free divergence velocity field \(\vec{b}\) and for symmetric positive matrices \(A(y)\), there is existence and uniqueness of \((c, U)\) and monotonicity properties for \(U\). This is proved by a very interesting continuation method. But, as above, the results are related to the invariance of this problem with respect to \(s\). In the bistable case, results are obtained only for \(\vec{b}(y) = (w(y), 0, \cdots, 0)\), \(w\) small and \(a(y) \approx 1d\) by the use of Fourier transforms and the implicit function theorem.

At the end, let us notice some onedimensional works of Barrow-Bates and Hagan when the nonlinear terms \(f\) are perturbed [3], [13].

With respect to the above works, one the main interests of the present paper is the study of equations (1) in which the coefficients depend on the main space variable \(x_1\). This seems to be the first study of such multidimensional reaction-convection-diffusion problems. In other words, we loose the very important property of invariance by translation in the \(x_1\)-direction, which implied uniqueness and monotonicity properties for the profiles solutions. If \((c, u)\) is a solution of (1) and \(x_0 \in \mathbb{R}\), then the
pair \((c, (x_1, y) \mapsto u(x_1 + x_0, y))\) is a priori not a solution. Besides, all the coefficients are perturbed, the diffusion term \(a\), the multidimensional convection term \(\tilde{q}\), which is multidirectional and not of divergence free, and lastly the reaction term \(f + g\). At the end, these coefficients also depend on \(u\) and \(\nabla u\), this introduces new nonlinear phenomena. Various existence and uniqueness results are nevertheless proved for small perturbations \((a, \tilde{q}, g)\) of \((1, \bar{0}, 0)\).

We mention that an equation similar to (1) is studied in [14] where \(\tilde{q} = (\beta(x_1), 0, \cdots, 0)\) and \(f + g = f(x_1, u)\), and \(\beta\) and \(f\) are increasing in \(x_1\). The new phenomenon is that the set of the speeds \(c\) solutions is an interval and not a single point.

Lastly, some weaker results than those presented in this paper were announced in [15] and proved in [16]. In this paper, the proofs are completely different and the results are more general than those of [16]. The author thanks Professor J.-M. Roquejoffre for his suggestions in the advance of this work.

2. SETTING OF THE RESULTS

2.1. Some useful results and notations

We first set some results and introduce some notations which will be useful in the sequel.

Let \(\Sigma = \mathbb{R} \times \omega = \{(x_1, y), x_1 \in \mathbb{R}, y \in \omega\}\) be an infinite cylinder in \(\mathbb{R}^N\) whose section \(\omega\) is a bounded and smooth connected domain with outward unit normal \(\nu\). The variable \(y\) can also be denoted by \(y = (x_2, \cdots, x_N)\). We set \(\Sigma_\pm = \mathbb{R}_\pm \times \omega\). Let \(\alpha(y)\) be a function defined in \(\overline{\omega}\), of class \(C^{2,6}\) for some \(\delta > 0\).

Let \(f\) be a \(C^3\) function defined in \([0, 1]\). We assume one of the following assumptions:

\(\exists \theta \in (0, 1), f \equiv 0 \text{ on } [0, \theta) \cup \{1\}, f > 0 \text{ on } (\theta, 1), f'(1) < 0\) \hspace{1cm} (2)

\(\exists \theta \in (0, 1), f(0) = f(\theta) = f(1) = 0, f < 0 \text{ on } (0, \theta), f > 0 \text{ on } (\theta, 1), f'(0), f'(1) < 0 \text{ and } \omega \text{ is convex}\) \hspace{1cm} (3)

The first case is called "ignition temperature" case and the second one is called the "bistable" case. Besides, in each of these cases, \(f\) is extended
outside \([0, 1]\) by:
\[
\begin{aligned}
&f(s) = f'(0)s \text{ on } (-\infty, 0] \\
&f(s) = f'(1)(s - 1) \text{ on } [1, +\infty[.
\end{aligned}
\]

If \(f\) satisfies (2) or (3), from results of Berestycki, Larrouturou, Lions, Nirenberg (cf. [5], [6], [9]), there exists a solution \((c_0, u_0) \in \mathbb{R} \times C^{2,\delta}_{loc}(\Sigma)\) of the problem
\[
\begin{aligned}
\Delta u_0 - (c_0 + \alpha(y))\partial_1 u_0 + f(u_0) &= 0 \text{ in } \Sigma \\
\partial_\nu u_0 &= 0 \text{ on } \partial \Sigma \\
u_0(-\infty, \cdot) &= 0, \quad u_0(+\infty, \cdot) = 1 
\end{aligned}
\]
(4)
where \(\partial_1\) and \(\partial_\nu\) are the partial derivatives with respect to \(x_1\) and \(\nu\). In this paper, the limits as \(x_1 \to \pm \infty\) are always uniform in \(y \in \overline{\Sigma}\). Besides, we have \(0 < u_0 < 1\) and \(\partial_1 u_0 > 0\) in \(\Sigma\). The speed \(c_0\) is unique and the function \(u_0\) is unique up to any translation in the \(x_1\)-direction, that is if \((c, \nu)\) is solution of (4), then \(c = c_0\) and \(v(x_1, y) = u_0(x_1 + \rho, y)\) in \(\Sigma\) for some \(\rho \in \mathbb{R}\). The function \(u_0\) has exponential behaviours as \(x_1 \to \pm \infty\):
\[
\begin{aligned}
u_0(x_1, y) &= e^{\lambda x_1} \phi(y) + o(e^{\lambda x_1}) \text{ as } x_1 \to -\infty \\
\nabla \nu_0(x_1, y) &= \nabla(e^{\lambda x_1} \phi(y)) + o(e^{\lambda x_1}) \text{ as } x_1 \to -\infty \\
u_0(x_1, y) &= 1 - e^{\mu x_1} \psi(y) + o(e^{\mu x_1}) \text{ as } x_1 \to +\infty \\
\nabla \nu_0(x_1, y) &= -\nabla(e^{\mu x_1} \psi(y)) + o(e^{\mu x_1}) \text{ as } x_1 \to +\infty
\end{aligned}
\]
(5)
where the reals \(\lambda > 0\) and \(\mu < 0\) are unique and the continuous and positive functions \(\phi\) and \(\psi\) on \(\overline{\Sigma}\) are unique modulo normalization. They are solutions of
\[
\begin{aligned}
\Delta \phi - \lambda(c_0 + \alpha(y))\phi + f'(0)\phi + \lambda^2 \phi &= 0 \text{ in } \overline{\Sigma} \\
\partial_\nu \phi &= 0 \text{ on } \partial \overline{\Sigma} \\
\Delta \psi - \mu(c_0 + \alpha(y))\psi + f'(1)\psi + \mu^2 \psi &= 0 \text{ in } \overline{\Sigma} \\
\partial_\nu \psi &= 0 \text{ on } \partial \overline{\Sigma}
\end{aligned}
\]
These behaviours are based on general results of Agmon-Nirenberg and Pazy ([1], [23]).

Hence, the integral \(\int_{\Sigma_\rho} u_0(x_1, y) \, dx_1 dy\) is well defined and the function
\[
\rho \mapsto \int_{\Sigma_\rho} u_0(x_1 + \rho, y) \, dx_1 dy
\]
is continuous, increasing, goes to \(0\) as \(\rho \to -\infty\) and \(+\infty\) as \(\rho \to +\infty\). Thus, for any \(\tau \in \mathbb{R}_+\), there exists a unique real \(\rho(\tau)\) such that the function \(u_0(x_1 + \rho(\tau), y)\), which we note \(u_{0, \tau}\) or \(u_{\rho(\tau)}^0\) satisfies
\[
\int_{\Sigma_\tau} u_{0, \tau} = \int_{\Sigma_\tau} u^0_{\rho(\tau)} = \tau
\]

\textit{Annales de l'Institut Henri Poincaré - Analyse non linéaire}
Besides, the function $\rho(\tau)$ is of class $C^2(\mathbb{R}^+_\tau)$ and we have in particular

$$\rho'(\tau) = \frac{1}{\int_\omega u_0(\rho(\tau), y)dy} > 0.$$  

**Some notations**

We note $UC(\overline{\Sigma}, \mathbb{R}^k)$ the set of bounded and uniformly continuous functions defined in $\overline{\Sigma}$ with range in $\mathbb{R}^k$ (we often omit $\mathbb{R}^k$ by simplicity when there is no possible confusion), and $UC_0(\overline{\Sigma}, \mathbb{R}^k)$ the set of functions $v$ of $UC(\overline{\Sigma}, \mathbb{R}^k)$ such that $\|v\| \to 0$ as $x_1 \to -\infty$.

Let now $r > 0$ fixed once for all in $(0, \lambda/2)$. For any $\rho \in \mathbb{R}$, we set

$$w^\rho(x_1, y) = 1 + e^{-r(x_1 + \rho)},$$

$$B^\rho = \{u \in UC_0(\overline{\Sigma}), w^\rho u \in UC_0(\overline{\Sigma})\}$$

and

$$D^\rho = \{u \in B^\rho, \Delta u \in B^\rho, \partial_\nu u = 0 \text{ on } \partial\Sigma\}$$

Actually, $D^\rho = D^0$ and $B^\rho = B^0$ for any $\rho \in \mathbb{R}$. The space $B^\rho$ is a Banach space endowed with the norm

$$\|u\|_{B^\rho} = \|w^\rho u\|_\infty$$

It is easy to check that, for any $\rho, \rho' \in \mathbb{R}$, the norms in $B^\rho$ and $B^{\rho'}$ are equivalent and

$$\forall u \in B^\rho = B^{\rho'}, \quad \|u\|_{B^{\rho'}} \leq e^{c(\rho' - \rho)} \|u\|_{B^\rho} \quad (6)$$

where $x_+ = \max(x, 0)$ for any $x \in \mathbb{R}$.

From (5), by the choice of $r$ and the standard elliptic estimates up to the boundary, we remark that

$$\forall \rho \in \mathbb{R}, \forall \tau \in \mathbb{R}^+_\tau, \quad u_{0,\tau}, \nabla u_{0,\tau}, \partial_{ij} u_{0,\tau} \in B^\rho \quad (7)$$

The set of solutions $(c, u)$ of (4) is the $C^2$ manifold $\{(c_0, u_{0,\tau}), \tau \in \mathbb{R}^+_\tau\}$ in $\mathbb{R} \times B^\rho$, for any $\rho \in \mathbb{R}$.

For any $\tau \in \mathbb{R}^+_\tau$, we define the operator $L^\tau$ in $B^{\rho(\tau)}$ by its domain $D^{\rho(\tau)}$ and its expression

$$L^\tau u = -\Delta u + (c_0 + \alpha(y))\partial_1 u - f'(u_{0,\tau})u$$

The operator $L^\tau$ is unbounded and closed. The space $D^{\rho(\tau)}$ is a Banach space with the norm

$$\|u\|_{D^{\rho(\tau)}} = \|u\|_{B^{\rho(\tau)}} + \|L^\tau u\|_{B^{\rho(\tau)}}$$
We remark that the spaces $D^{\rho(\tau)}$ do not depend of $\tau$, but their norms actually depend on $\tau$. But, if $\tau, \tau' \in \mathbb{R}_+$, the norms in $D^{\rho(\tau)}$ and $D^{\rho(\tau')}$ are actually equivalent. Indeed, for any $u \in D^{\rho(\tau)} = D^{\rho(\tau')}$, we have
\[
L^\tau u = L^{\tau'} u + (f'(u_0^{\rho(\tau)}) - f'(u_0^{\rho(\tau')})) u
\]
Hence,
\[
\|L^\tau u\|_{B^{\rho(\tau)}} \leq \|L^{\tau'} u\|_{B^{\rho(\tau')}} + 2\|f'\|_{\infty}\|u\|_{B^{\rho(\tau)}} \\
\leq e^{\tau(\rho(\tau') - \rho(\tau))} (\|L^{\tau'} u\|_{B^{\rho(\tau')}} + 2\|f'\|_{\infty}\|u\|_{B^{\rho(\tau')}})
\]
At the end,
\[
\|u\|_{D^{\rho(\tau)}} \leq 2e^{\tau(\rho(\tau') - \rho(\tau))} (1 + \|f'\|_{\infty})\|u\|_{D^{\rho(\tau')}}
\]
(8)
Besides, from standard elliptic estimates, there exists a constant $C_0$ such that if $u \in D^{\rho(\tau)}$, then
\[
\|\nabla u\|_{B^{\rho(\tau)}} \leq C_0\|u\|_{D^{\rho(\tau)}}, \quad \|\Delta u\|_{B^{\rho(\tau)}} \leq C_0\|u\|_{D^{\rho(\tau)}}
\]
(9)
Lastly, we note
\[
Y^{\rho(\tau)} = \mathbb{R} \times D^{\rho(\tau)}
\]
We now define the suitably chosen spaces for the small perturbations $a, \tilde{q}$ and $g$. Let us set
\[
A = \{u = u(x_1, y, s, p) \in UC(\overline{\Sigma} \times \mathbb{R} \times \mathbb{R}^N, \mathbb{R}), \\
\partial_{(s,p)} u \in UC(\overline{\Sigma} \times \mathbb{R} \times \mathbb{R}^N, \mathcal{L}(\mathbb{R} \times \mathbb{R}^N, \mathbb{R}))\}, \\
Q = A^N,
\]
and
\[
G = \{g \in A, \quad g(x_1, y, 0, p) = g(x_1, y, 1, p) = 0 \quad \forall (x_1, y, p) \in \overline{\Sigma} \times \mathbb{R}^N\}
\]
We define $X = A \times Q \times G$ and the norm
\[
\|(a, \tilde{q}, g)\|_X = \|a\|_A + \|\tilde{q}\|_Q + \|g\|_G
\]
where
\[
\|u\|_A = \|u\|_G = \|u\|_{L^\infty(\overline{\Sigma} \times \mathbb{R} \times \mathbb{R}^N)} + \|\partial_s u\|_{L^\infty(\overline{\Sigma} \times \mathbb{R} \times \mathbb{R}^N)} \\
+ \|\partial_p u\|_{L^\infty(\overline{\Sigma} \times \mathbb{R} \times \mathbb{R}^N, \mathcal{L}(\mathbb{R}^N, \mathbb{R}))} \\
\|\tilde{q}\|_Q = \|q_1\|_A + \cdots + \|q_N\|_A
\]
The space $X$ is a Banach space, as well as the product $X \times Y^\rho(\tau)$ endowed with the norm

$$\|(a, \tilde{q}, g, c, v)\|_{X \times Y^\rho(\tau)} = \|(a, \tilde{q}, g)\|_X + |c| + \|v\|_{Y^\rho(\tau)}$$

### 2.2. Theorems

#### 2.2.1. “Local” existence for small perturbations of the coefficients and the solutions

**Theorem 1.** Let $f$ of class $C^3([0,1])$ satisfying (2) or (3), and \(\{(c_0, u_{0,\tau})\}, \tau \in \mathbb{R}^*_+\) be the set of solutions of (4). Let $\rho_0 \in \mathbb{R}$, and $\tau_0 \in \mathbb{R}^*_+$ be the unique real such that $\rho(\tau_0) = \rho_0$.

Let $I$ a bounded interval in $\mathbb{R}^*_+$ such that $\inf I > 0$. There exist $\delta, \eta > 0$ such that, for any $\tau \in I$, if $\|(a - 1, \tilde{q}, g)\|_X < \delta$, there exists a unique pair $(c, u)$ in $Y^\rho_0$ solution of

$$\begin{cases}
a(x_1, y, u, \nabla u)\Delta u - (c + \alpha(y))\partial_1 u + \tilde{q}(x_1, y, u, \nabla u) \cdot \nabla u \\
\quad + f(u) + g(x_1, y, u, \nabla u) = 0 \text{ in } \Sigma \\
\partial_\nu u = 0 \text{ on } \partial \Sigma \\
u(-\infty, \cdot) = 0, \quad u(+\infty, \cdot) = 1
\end{cases} \quad (10)$$

and

$$\int_{\Sigma_-} u \, dx \, dy = \tau \quad (\text{normalization condition}) \quad (11)$$

such that $\|(c - c_0, u - u_{0,\tau})\|_{Y^\rho_0} < \eta$.

Furthermore, the map

$$\Psi_I : I \times B_X((1, \tilde{0}, 0, \delta)) \to B_{Y^\rho_0}((c_0, 0), \eta)$$

$$(\tau, a, \tilde{q}, g) \mapsto (c, u - u_{0,\tau})$$

is of class $C^1$.

In a general way, $B_E(x, r)$ denotes the open ball with center $x$ and radius $r > 0$ in the Banach space $E$. The term “local” in the title of this theorem means that the normalization condition (11) is required only for bounded values of $\tau$.

An example of application of this theorem is the existence of solutions $(c, u)$ of equations of type (4), that is the existence of travelling waves $v(t, x_1, y) = u(x_1 + ct, y)$ of the reaction-diffusion equation

$$\partial_t v = \Delta v - \alpha(y)\partial_1 v + \tilde{f}(v)$$

when the nonlinear terms $\tilde{f}$ are small perturbations of ignition temperature or bistable nonlinearities. For instance, $\tilde{f}$ may be a function close to 0.
on $[0, \theta]$, but which oscillates near 0. This is new with respect to the results of [9].

These theorems also prove the existence of travelling waves solutions of reaction-convection-diffusion equations

$$
\partial_t v = (1 + e^{\beta} h(y, v, \nabla v)) \Delta v - \alpha(y) \partial_1 v + e^{\gamma} q(y, v, \nabla v) \cdot \nabla v + f(v)
$$

for $\epsilon > 0$ small enough ($\beta, \gamma > 0$). Here, the diffusion and convection terms may take into account models of turbulence with different scales.

For equation (4), we know that for any $h \in (0, 1)$, there exists a unique solution $(c, u)$ such that

$$
\max_{\Sigma} u(0, \cdot) = h
$$

This function $u$ is of the form $u(x_1, y) = u_0^{\mu(h)}(x_1, y) = u_0(x_1 + \mu(h), y)$. A corollary of theorem 2 is the following theorem, where the normalization condition (11) is replaced by another of “max” type.

**Theorem 2.** Let $f$ satisfying the same assumptions as in theorem 1. For any $0 < a < b < 1$, there exist $\delta, \eta_1 > 0$ such that for any $h \in [a, b]$, if $\|(a - 1, \tilde{q}, g)\|_X < \delta$, then there exists a pair $(c, u)$ in $Y^{\mu(h)}$ solution of (10) and the normalization condition

$$
\max_{\Sigma} u(0, \cdot) = h
$$

such that $\|(c - c_0, u - u_0^{\mu(h)})\|_{Y^{\mu(h)}} < \eta_1$.

**Remark 2.1.** The same result holds if the normalization condition $\max_{\Sigma} u(0, \cdot)$ is replaced by $\max_{\Sigma^-} u$.

**Remark 2.2.** Whereas theorem 1 dealt with local existence and uniqueness for small perturbations of the coefficients and of the solutions, theorem 2 only ensures the existence of such solutions with this new normalization. A uniqueness result for this “max” normalization seems to be more difficult.

### 2.2.2. “Global” existence for small perturbations of the coefficients

**Theorem 3.** Let $f$ as in theorem 1 and assume moreover $g(x_1, y, s, p) \geq 0$ for $s \leq 0$ in the ignition temperature case. There exist $\delta, \eta > 0$ such that, for any $\tau \in \mathbb{R}_+$, if $\|(a - 1, \tilde{q}, g)\|_X < \delta$, then there exists a solution $(c, u)$ of (10) in $\mathbb{R} \times D^0$ such that $\int_{\Sigma^-} u = \tau$ (11) and $|c - c_0| < \eta$. 
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The term "global" means that the normalization condition (11) may take any value \( \tau \in \mathbb{R}_+^* \). On the other hand, we lose the uniqueness properties of the solutions \( u \) and the uniform bounds for \( u \). But the bounds for \( c \) are kept.

### 2.2.3. Uniqueness results for small perturbations of the coefficients

From the previous theorems, we know the existence of solutions \((c, u)\) of (10) for small perturbations of the coefficients. Besides, with suitable normalization conditions, the solutions are constructed to be closed to the solutions of equation (4). The aim of the following theorem is to show that, for suitable and small enough perturbations of the coefficients, all the solutions of (10) with suitable normalization condition are closed to the ones of (4).

**Theorem 4.** Let \( f \) be a Lipschitz-continuous function defined in \([0, 1]\), but not necessarily \( C^3 \).

Let \( a^n_{ij}(x_1, y, s, p) \) (\( 1 \leq i, j \leq N \)), \( \bar{q}^n(x_1, y, s, p) \) and \( g^n(x_1, y, s, p) \) be bounded, continuous and of class \( C^{0, \alpha} \) functions defined in \( \Sigma \times \mathbb{R} \times \mathbb{R}^N \) (for some \( \alpha > 0 \)). The functions \( a^n_{11}, q^n_1 \) and \( g^n \) are lipschitz continuous in \( s \) and \( p \). Assume \( \| a^n_{ij}(x_1, y, s, p) - \delta_{ij} \|_\infty, \| \bar{q}^n(x_1, y, s, p) \|_\infty, \| g^n(x_1, y, s, p) \|_\infty \to 0 \) as \( n \to +\infty \) and assume that, for any \( n \in \mathbb{N} \), there exists a solution \((c^n, u^n)\) of

\[
\begin{aligned}
& a^n_{ij}(x_1, y, u^n, \nabla u^n) \partial_{ij} u^n - (c^n + \alpha(y)) \partial_1 u^n \\
& + \bar{q}^n(x_1, y, u^n, \nabla u^n) \cdot \nabla u^n + f(u^n) + g^n(x_1, y, u^n, \nabla u^n) = 0 \text{ in } \Sigma \\
& \partial_\nu u^n = 0 \text{ on } \partial \Sigma \\
& u^n(-\infty, \cdot) = 0, \quad u^n(+\infty, \cdot) = 1.
\end{aligned}
\]

a) If \( f \) satisfies (2), is of class \( C^{1, \delta} \) near 1 and if there exists \( \mu > 0 \) such that

\[
\forall n, \forall s \leq \mu, \forall (x_1, y, p) \in \bar{\Sigma} \times \mathbb{R}^N, s g^n(x_1, y, s, p) \leq 0, \quad (14)
\]

then

\[
c^n \to c_0 \text{ as } n \to \infty.
\]

If \( f \) satisfies (3) and is of class \( C^{1, \delta}([0, 1]) \) for some \( \delta > 0 \), then the same result holds.

b) Let \( f \) satisfy (2) and assume that there exists \( \mu > 0 \) such that

\[
\forall n, \forall s \leq \mu, \forall (x_1, y, p) \in \bar{\Sigma} \times \mathbb{R}^N, g^n(x_1, y, s, p) = 0, \quad (15)
\]
If
\[ \int_{\Sigma^-} u^n = \tau^n \to \tau \in \mathbb{R}^*_+ \text{ as } n \to \infty, \] (16)
then
\[ u^n \to u_{0,\tau} = u_{0}^{\rho(\tau)} \text{ in } D^{\rho(\tau)} \text{ and } W^{2,p}_{\text{loc}}(\Sigma) \text{ for any } p > 1. \]

c) With the assumptions of b), if \( \max_{\Sigma^-} u^n = h^n \to h \in (0,1) \) as \( n \to \infty, \)
then
\[ u^n \to u_{0}^{\mu(h)} \text{ in } D^{\mu(h)} \text{ and } W^{2,p}_{\text{loc}}(\Sigma) \text{ for any } p > 1. \]

Remark 2.3. – For results b) and c) on convergence of the functions \( u^n \) to some solution of (4), the normalization conditions of type \( \int_{\Sigma^-} u^n \) or \( \max_{\Sigma^-} u^n \) are necessary. Otherwise, we could have \( u^n \to 0 \) or \( u^n \to 1 \): take for instance \( a^n_{ij} = \delta_{ij}, \bar{Q}^n = 0, g^n = 0 \) and \( (e^n, u^n) = (c_0, u_0(x_1 \pm n, y)) \). Besides, for technical reasons, these results b) and c) do not hold clearly for a bistable function \( f \).

Remark 2.4. – We are not able to get a priori monotonicity properties for the solutions \( u^n \) of (13). But, when \( \|(a^n_{ij} - \delta_{ij}, \bar{Q}^n, g^n)\|_\infty \) is small enough, the solutions \( u^n \) are close enough to some fixed solution of (4) in \( C^{1,\delta}_{\text{loc}}(\Sigma) \) (with some suitable normalization condition for \( u^n \)). Hence, for any compact \( K \) in \( \Sigma \), the solutions \( u^n \) are increasing in \( x_1 \) in \( K \) for \( n \) large enough.

2.3. Comparison between existence and uniqueness results

From theorems 1 and 4, we conclude that if \( f \) satisfies (2) and
\[ a^n_{ij} = \delta_{ij} a^n(x_1, y, s, p), (a^n, \bar{Q}^n, g^n) \in X, \| (a^n - 1, \bar{Q}^n, g^n) \|_X \to 0, \]
then there exist solutions \( (e^n, u^n) \) of (13) and (16) (theorem 1). If (15) holds, then these solutions are the only ones (theorem 4 and formula (8)).

In theorems 1-3, we only consider matrices \((a_{ij})\) of the form \( a \delta_{ij} \) because of the definition of the spaces \( D^{\rho(\tau)} \) for which the useful properties of the operators \( L^\tau \) are available.

2.4. Methods and structure of the paper

Existence theorem 1 is based on the uniform contraction mapping theorem, or a uniform implicit function theorem. We linearize equation (10) near \((c_0, u_{0,r})\) and have to use spectral properties of some operators taking \( L^\tau \) into account, and especially their invertibility when \( \int_{\Sigma^-} v \) is fixed. We apply some results of Roquejoffre and Sattinger similar to the ones of Krein-Rutman (cf. [20], [24], [25]). The same properties, joined with the
application of an implicit function theorem, was used by Roquejoffre for
the analysis of the nonlinear stability of the solutions of (4) [24]. Theorem 2
is a direct consequence of theorem 1 by a continuity argument. Theorem 3
comes from the study of equation (10) translated in \( x_1 \) by any step \( \rho \).

The uniqueness results of theorem 4 are proved in a very different way.
The boundedness of the speeds \( c^n \) is a consequence of comparison of \( u^n \) to
onedimensional fixed functions, and the convergence of \( c^n \) to \( c_0 \) comes from
comparison of \( u^n \) with travelling waves solutions of (4) for nonlinearities
\( f_c \) close to \( f \). These comparisons can be made by a sliding method and the
essential tools are the maximum principle and the Hopf lemma. By a study
of the exponential decay of the function \( u^n \) as \( x_1 \to -\infty \) when \( \int_{\Sigma_-} u^n \) is
bounded, we conclude to the convergence of \( u^n \) to some solution of (4).

The next two sections are respectively devoted to the proofs of existence
theorems 1-3, and uniqueness theorem 4. The last section presents some
open questions related to this work.

3. EXISTENCE RESULTS FOR SMALL
PERTURBATIONS OF THE COEFFICIENTS

3.1. Local existence and uniqueness when \( \int_{\Sigma_-} u \) is bounded

This section is devoted to the proof of theorem 1. Let \( f \) be of class
\( C^3([0,1]) \) and \( C^1(\mathbb{R}) \) satisfying (1) or (2). Let \( \rho_0 \in \mathbb{R} \). From section 2,
\( \rho_0 \) is of the form \( \rho_0 = \rho(\tau_0) \). Let \( I \) be a bounded intervall in \( \mathbb{R}_+ \)
such that \( \inf I > 0 \).

For \( a - 1, \bar{q}, g \) small enough in \( X \) and for any \( \tau \in I \), we look for
solutions \((c, u) \) of (10) in \( Y^{\rho_0} \). Setting \( u = u_{0,\tau} + v \), this is equivalent to
solve the following equations:

\[
F_1(\tau, a, \bar{q}, g, c, v) := \Delta v - (c_0 + \alpha(y)) \partial_1 v + f(u_{0,\tau} + v) - f(u_{0,\tau}) \\
+ (a(x_1, y, u_{0,\tau} + v, \nabla(u_{0,\tau} + v)) - 1) \Delta(u_{0,\tau} + v) \\
-(c - c_0) \partial_1(u_{0,\tau} + v) + \bar{q}(x_1, y, u_{0,\tau} + v, \nabla(u_{0,\tau} + v)) \cdot \nabla(u_{0,\tau} + v) \\
+ g(x_1, y, u_{0,\tau} + v, \nabla(u_{0,\tau} + v)) = 0 \text{ in } \Sigma, \\
\partial_\nu v = 0 \text{ on } \partial \Sigma, \\
v(-\infty, \cdot) = v(+\infty, \cdot) = 0
\]

and

\[
F_2(\tau, a, \bar{q}, g, c, v) := \int_{\Sigma_-} v = 0
\]
In the following lemma, we actually prove that in order to solve the previous problem for \((c, v) \in Y^{p_0}\), it is enough to solve \(F_1 = 0\) and \(F_2 = 0\) when \(a - 1, g\) and \(v\) are small enough in \(A, G\) and \(D^{p_0}\). In other words, conditions \(v(\pm \infty, \cdot) = 0\) and \(\partial_\nu v = 0\) are redundant.

**Lemma 3.1.** Let \(g \in G\) and \(a \in A\) such that \(\|g\|_G \leq 1/2, |f'(1)|\) and \(\|a - 1\|_A \leq 1/2\). There exists \(\eta_0 > 0\) such that, if \(v \in D^{p_0}\) satisfies \(F_1(\tau, a, \vec{q}, g, c, v) = 0\) and \(\|v\|_\infty < \eta_0\), then \(v(\pm \infty, \cdot) = \partial_\nu v = 0\) on \(\partial \Sigma\).

**Proof.** The conditions \(v(-\infty, \cdot) = 0\) and \(\partial_\nu v = 0\) are actually included in the definition of \(D^{p_0}\). It only remains to prove \(u(+\infty, \cdot) = 1\) where \(u = u_{0, \tau} + v\) is solution of

\[
\alpha \Delta u - (c + \alpha(y))\partial_1 u + \vec{q} \cdot \nabla u + f(u) + g(x_1, y, u, \nabla u) = 0 \text{ in } \Sigma
\]

We first remark that if \(\|a - 1\|_A \leq 1/2\), then \(\|a - 1\|_\infty \leq 1/2\), whence \(\alpha \in [1/2, 3/2]\). Since \(f\) is \(C^1(\mathbb{R})\), \(\|\partial_\nu g\|_\infty \leq 1/2, |f'(1)|\) and \(f'(1) < 0\), there exists \(\eta_0 > 0\) such that

\[
\begin{align*}
2f'(1) &< \partial_\nu g(x_1, y, s, p) + f'(s) < 1/4 f'(1), \\
\forall s \in [1 - \eta_0, 1 + \eta_0], \quad (x_1, y, p) &\in \Sigma \times \mathbb{R}^N
\end{align*}
\]

(17)

Let now \(v = u - u_{0, \tau}\) such that \(\|v\|_{D^{p_0}} < \eta_0\). This yields \(\|v\|_\infty < \eta_0\), hence \(-\eta_0 < u < u + \eta_0\) in \(\Sigma\) and

\[
1 - \eta_0 < \liminf_{x_1 \to +\infty} u \leq \limsup_{x_1 \to +\infty} u < 1 + \eta_0
\]

(18)

Let us suppose that \(l = \limsup_{x_1 \to +\infty} u > 1\). Then there exist points \((x_n, y_n) \in \Sigma, x_n \to +\infty\), such that \(u(x_n, y_n) \to l \in (1, 1 + \eta_0)\). In the compact \(K = [-1, 1] \times \Sigma\), we define \(u_n(x_1, y) = u(x_1 + x_n, y)\). This function is solution of

\[
\begin{align*}
\alpha(x_1 + x_n, y, u_n(x_1, y), \nabla u_n(x_1, y)) &\Delta u_n(x_1, y) - (c + \alpha(y))\partial_1 u_n(x_1, y) \\
\vec{q}(x_1 + x_n, y, u_n(x_1, y), \nabla u_n(x_1, y)) &\cdot \nabla u_n(x_1, y) \\
+ f(u_n(x_1, y)) &+ g(x_1 + x_n, y, u_n(x_1, y), \nabla u_n(x_1, y)) = 0 \quad \text{in } K
\end{align*}
\]

Since \(1/2 \leq \alpha \leq 3/2\), \(\vec{q}\) is bounded, \(u_n\) is bounded in \([-\eta_0, 1 + \eta_0]\), \(f\) is continuous, \(g(x_1, y, s, p)\) is lipschitz continuous in \(s\) and vanishes for \(s = 0\) or \(1\), we deduce from the standard elliptic estimates that the \((u_n)'s\) are bounded in \(W^{2,p}(K)\) for any \(1 < p < \infty\). From the Sobolev injections, it
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comes that for some subsequence that we rename \((n)\), we have \(u_n \to u_\infty\) in \(C^{1,\alpha}(K)\) for any \(\alpha \in (0,1)\).

On the other side, since \(a\) and \(\bar{q}\) are bounded and uniformly continuous in \(\Sigma \times \mathbb{R} \times \mathbb{R}^N\), the functions
\[
a_n(x_1, y) = a(x_1 + x_n, y, u_n(x_1, y), \nabla u_n(x_1, y))
\]
and
\[
\bar{q}_n(x_1, y) = \bar{q}(x_1 + x_n, y, u_n(x_1, y), \nabla u_n(x_1, y))
\]
are bounded and uniformly equicontinuous in the compact \(K\). From Ascoli’s theorem, up to extraction of some subsequence, they converge in \(L^\infty(K)\) to some continuous functions \(a_\infty(x_1, y)\) and \(\bar{q}_\infty(x_1, y)\). We obviously have \(a_\infty \in [1/2, 3/2]\).

For \(n\) large enough, we have \(1 - \eta_0 < u_n(x_1, y) < 1 + \eta_0\) in \(K\) from (18). The term \(f(u_n) + g(x_1 + x_n, y, u_n, \nabla u_n)\) can be written
\[
f(u_n) + g(x_1 + x_n, y, u_n, \nabla u_n)
\]
\[
= \int_1^{u_n(x_1, y)} \left[ \partial_s g(x_1 + x_n, y, s, \nabla u_n(x_1, y)) + f'(s) \right] ds
\]
Since \(f'\) is uniformly continuous on the compact \([1 - \eta_0, 1 + \eta_0]\) and \(\partial_s g\) is uniformly continuous, the sequence of functions \(c_n : K \times [1 - \eta_0, 1 + \eta_0] \to \mathbb{R}, (x_1, y, s) \mapsto \partial_s g(x_1 + x_n, y, s, \nabla u_n(x_1, y)) + f'(s)\) converge, up to extraction of some subsequence, in \(L^\infty(K \times [1 - \eta_0, 1 + \eta_0])\) to some function \(c(x_1, y, s)\) continuous such that \(2f'(1) \leq c(x_1, y, s) \leq 1/4f'(1)\) from (17). Hence, the function \(K \to \mathbb{R}, (x_1, y) \mapsto f(u_n(x_1, y)) + g(x_1 + x_n, y, u_n(x_1, y), \nabla u_n(x_1, y))\) converge in \(L^\infty(K)\) to a function \(c_\infty(x_1, y)(u_\infty(x_1, y) - 1)\) where \(2f'(1) \leq c_\infty(x_1, y) \leq 1/4f'(1)\).

At the end, the function \(u_\infty(x_1, y) \in W^{2,p}(K)\) satisfies
\[
a_\infty(x_1, y) \Delta u_\infty - (c + c(y)) \partial_1 u_\infty + \bar{q}_\infty(x_1, y)
\]
\[
\cdot \nabla u_\infty + c_\infty(x_1, y)(u_\infty - 1) = 0 \quad \text{in } K
\]
and \(u_\infty(0, \bar{y}) = l = \max_K u_\infty\) for some \(\bar{y} \in \bar{\omega}\). From the previous equation and the Sobolev injections, we have \(\Delta u_\infty\) is continuous. Since \(1 < l\) and \(c \leq 0\), it comes from the strong maximum principle that \(u_\infty \equiv l\) in \(K\).

This is impossible since \(c_\infty \leq 1/4f'(1) < 0\) in \(K\).

We then conclude that \(\limsup_{x_1 \to +\infty} u \leq 1\). With the same arguments, we have \(\liminf_{x_1 \to -\infty} u \geq 1\). Finally, we get
\[
u(+\infty, \cdot) = 1
\]

This achieves the proof of lemma 3.1.
Definition and properties of the map $F = (F_1, F_2)$

Let $Z^p_0 = B^p_0 \times \mathbb{R}$, this is a Banach space with the product norm. Let $F$ defined as follows:

$$F : I \times X \times Y^p_0 \to Z^p_0$$

$$(\tau, a, \bar{q}, g, c, v) \mapsto (F_1(\tau, a, \bar{q}, g, c, v), F_2(\tau, a, \bar{q}, g, c, v))$$

This map is well defined. Indeed, firstly, for any $v \in D^{p_0}$, we have $v = o(e^{\tau x_1})$ as $x_1 \to -\infty$, whence $\int_{\Sigma_\tau} v$ converges. Moreover, from (7) and (9) and since $a$ and $\bar{q}$ are bounded and uniformly continuous in all their arguments, each of the terms $\Delta u$, $(c_0 + \alpha(y))\partial_1 v$, $a(x_1, y, u_0, v, \nabla(u_0, v))\Delta(u_0, v)$, $(c - c_0)\partial_1(u_0, v)$, $\bar{q}(x_1, y, u_0, v, \nabla(u_0, v)) \cdot \nabla(u_0, v)$ is in $B^{p_0}$. Lastly, the functions $(x_1, y) \mapsto f((u_0, v)(x_1, y))$, $f(u_0, v(x_1, y))$, $g(x_1, y, u_0, v, \nabla(u_0, v))$ are uniformly continuous and bounded on $\Sigma$ (the function $g$ is bounded and uniformly continuous in all its arguments). Since $f(0) = 0$, $g(x_1, y, 0, p) = 0$ $\forall (x_1, y, p) \in \Sigma \times \mathbb{R}^N$, since $f'$ and $\partial_s g$ are bounded and $u_0, v = o(e^{\tau x_1})$ as $x_1 \to -\infty$, we conclude that $f(u_0, v)$, $f'(u_0, v)$, $g(x_1, y, u_0, v, \nabla(u_0, v))$ are in $B^{p_0}$.

A very clear but tedious calculation shows that the function $F$ is of class $C^1$ in all its arguments: this uses in particular the facts that $f'$ is uniformly continuous in $\mathbb{R}$ from its definition outside $[0, 1]$, that $a$, $q$, $g$ are $C^1$ with respect to $(s, p)$ and their derivatives $\partial_s$ and $\partial_p$ are bounded and uniformly continuous functions in $L^\infty(\Sigma \times \mathbb{R} \times \mathbb{R}^N, \mathbb{R})$ and $L^\infty(\Sigma \times \mathbb{R} \times \mathbb{R}^N, \mathcal{L}(\mathbb{R}^N, \mathbb{R}))$. For the $C^1$ dependence in $\tau$, we need that $\Delta \partial_1 u_0, \tau \in B^{p_0}$ (this comes from Schauder’s standard elliptic estimates since $L^\tau \partial_1 u_0, \tau = 0$ and $\partial_1 u_0 \in B^{p_0}$) and we have already written that $\rho(\tau)$ is of class $C^1$.

We observe that $F(\tau, 1, 0, 0, 0, 0) = (0, 0)$ in $Z_0^p$ for any $\tau \in I$. In order to prove the existence of solution $(c, v)$ close to $(0, 0)$ of $F(\tau, a, \bar{q}, g, c, v) = (0, 0)$, for $(a, \bar{q}, g)$ close to $(1, 0, 0)$ and for any $\tau \in I$, we apply a uniform mapping theorem. To do this we have to study the operator $\partial_{(c, v)} F(\tau, 1, 0, 0, 0, 0)$.

**Lemma 3.2.** For any $\tau \in \mathbb{R}_+^*$, the operator $\mathcal{F} = \partial_{(c, v)} F(\tau, 1, 0, 0, 0, 0) \in \mathcal{L}(Y^p_0, Z^p_0)$ is an isomorphism and

$$\|\mathcal{F}^{-1}(\tau)\|_{\mathcal{L}(Z^p_0, Y^p_0)} \leq A(\tau)$$

where the function $A$ remains bounded as $\tau$ and $\tau^{-1}$ are bounded, and $A \to +\infty$ as $\tau \to 0$ or $+\infty$. 
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Proof. – Let \( \tau \in \mathbb{R}_+^\ast \). From the definition of \( F \), we have

\[
\mathcal{F}^\tau : Y^{\rho_0} \to Z^{\rho_0}
\]

\[
(c, v) \mapsto \left( -L^\tau v - c\partial_1 u_{0, \tau}, \int_{\Sigma^-} v \right)
\]

where \( L^\tau \) was defined in section 2 by its domain \( D^{\rho(\tau)} \) and its expression

\[
L^\tau : B^{\rho(\tau)} \to B^{\rho(\tau)}
\]

\[
v \mapsto -\Delta v + (c_0 + \alpha(y))\partial_1 v - f'(u_{0, \tau})v
\]

Let \((w, \gamma) \in Z^{\rho_0}\). We have to solve the following system with unknowns \((c, v)\):

\[
\begin{align*}
-L^\tau v - c\partial_1 u_{0, \tau} &= w \\
\int_{\Sigma^-} v &= \gamma
\end{align*}
\tag{19}
\tag{20}
\]

Here, we use some important properties of the operator \( L^\tau \). We need in particular the assumption \( 0 < r < \lambda/2 \) where \( w^{\rho} = 1 + e^{-r(x_1 + \rho)} \). The following assertions are proved in [8] and [24] in this multidimensional situation, and previously in the onedimensional case by Sattinger and Henry [25], [17].

\( a \) The kernel \( N(L^\tau) \) is onedimensional and spanned by \( \partial_1 u_{0, \tau} \). This property is the analogous to the Krein-Rutman theorem for elliptic operators in bounded domains (cf. [20]).

\( b \) The decomposition

\[
B^{\rho(\tau)} = N(L^\tau) \oplus R(L^\tau)
\]

holds in algebraic and topological sense, where \( R(L^\tau) \) is the range of \( L^\tau \).

\( c \) The kernel \( N((L^\tau)^*) \) of the adjoint of \( L^\tau \) is onedimensional, spanned by a linear form \( e^{r\ast} \in B^{\rho(\tau)}' \) (the dual of \( B^{\rho(\tau)} \)). We may take \( e^{r\ast} \) such that

\[
< e^{r\ast}, \partial_1 u_{0, \tau} >_{(B^{\rho(\tau)}'), (B^{\rho(\tau)})} = 1
\]

\( d \) The restriction \( M^\tau \) of \( L^\tau \) to \( R(L^\tau) \) is an isomorphism between the Banach spaces \( D^{\rho(\tau)} \cap R(L^\tau) \) and \( R(L^\tau) \) endowed with the norm \( \| \cdot \|_{B^{\rho(\tau)}} \).

Hence, equation (19) has a solution \( v \) if and only if \( < e^{r\ast}, w + c\partial_1 u_{0, \tau} > = 0 \), that is \( c = - < e^{r\ast}, w > \). The set of solutions \( v \) of (19) is then

\[
\{ -(M^\tau)^{-1}(w - < e^{r\ast}, w > \partial_1 u_{0, \tau}) + \nu \partial_1 u_{0, \tau}, \nu \in \mathbb{R} \}
\]
Equation (20) determines $\nu$ in a unique way:

$$\nu = \frac{\gamma + \int_{\Sigma_-} (M^\tau)^{-1}(w - <e^{\tau*}, w > \partial_1 u_{0,\tau})}{\int_{\Sigma_-} \partial_1 u_{0,\tau}}$$

To summarize, $\mathcal{F}^\tau$ is a bijection and

$$(\mathcal{F}^\tau)^{-1}(w, \gamma) = \begin{cases} \gamma + \int_{\Sigma_-} (M^\tau)^{-1}(w - <e^{\tau*}, w > \partial_1 u_{0,\tau}) \\ \partial_1 u_{0,\tau} \end{cases}$$

(21)

We now have to evaluate the norm of $(\mathcal{F}^\tau)^{-1}$ in $\mathcal{L}(Z^0, Y^\rho)$. Firstly, from the definition of $e^{\tau*}$, we have

$$\|e^{\tau*}\|_{B^\rho(\tau)^*} = \sup_{w \in B^\rho(\tau) \setminus \{0\}} \frac{|<e^{\tau*}, w>|}{\|w\|_{B^\rho(\tau)}}$$

$$= \frac{1}{\|\partial_1 u_{0,\rho(\tau)}\|_{B^\rho(\tau)}} = \frac{1}{\|\partial_1 u_{0}\|_{B^\rho}}$$

(22)

Secondly, we prove that the norms of the operators $(M^\tau)^{-1}$ in $\mathcal{L}(B^\rho(\tau))$ are independent of $\tau$.

**Lemma 3.3.** For any $\tau \in \mathbb{R}^*_+$, we have

$$\|(M^\tau)^{-1}\|_{\mathcal{L}(B^\rho(\tau))} = \|(M^\tau_0)^{-1}\|_{\mathcal{L}(B^\rho(0))} = a,$$

where $\rho(\tau_0) = \rho_0$.

**Proof of lemma 3.3.** From assertion d) above, we know that $M^\tau$, the restriction of $L^\tau$ to $R(L^\tau)$, is an isomorphism from $D^\rho(\tau) \cap R(L^\tau)$ to $R(L^\tau)$. For any $\rho \in \mathbb{R}$ and for any function $u$ defined in $\overline{\Sigma}$, we note $u^\rho$ the function $u^\rho(x_1, y) = u(x_1 + \rho, y)$.

Since $u_{0,\tau} = u_{0,\rho(\tau)}$, we have, for any $v \in D^\rho(\tau) = D^\rho_0$,

$$L^\tau v = -\Delta v + (c_0 + \alpha(y))\partial_1 v - f'(u_0(x_1 + \rho(\tau), y))v$$

But $u_0(x_1 + \rho(\tau), y) = u_{0,\tau_0}(x_1 + \rho(\tau) - \rho_0, y)$. Hence, we have

$$L^\tau_0(v) = [L^\tau_0(u_{\rho(\tau) - \rho_0})]_{\rho(\tau) - \rho_0}$$

(23)
Let now $w \in R(L^\tau)$. There exists $u \in D^{\rho(\tau)}$ such that $w = L^\tau u$, whence $w = [L^{\tau_0}(u^{\rho_0-\rho(\tau)})]^{\rho(\tau)-\rho_0}$. The function $w^{\rho_0-\rho(\tau)} = L^{\tau_0}(u^{\rho_0-\rho(\tau)})$ in $R(L^{\tau_0})$. From assertion $d)$ above applied to $\tau_0$, let
\[
v_0 = (M^{\tau_0})^{-1}(L^{\tau_0}(u^{\rho_0-\rho(\tau)})) = (M^{\tau_0})^{-1}(u^{\rho_0-\rho(\tau)}) \in R(L^{\tau_0})
\]
This function $v_0$ is of the form $v_0 = L^{\tau_0}z$ where $z \in D^{\rho_0}$. Thus,
\[
w = (L^{\tau_0}v_0)^{\rho(\tau)-\rho_0} = (L^{\tau_0}(L^{\tau_0}z))^{\rho(\tau)-\rho_0}
\]
\[= L^{\tau}(L^{\tau_0}(z^{\rho(\tau)-\rho_0})) = L^{\tau}(L^{\tau}(z^{\rho(\tau)-\rho_0}))
\]
from (23) applied two times. From the definition of $M^\tau$, we have
\[
(M^{\tau})^{-1}w = L^{\tau}(z^{\rho(\tau)-\rho_0}) = (L^{\tau_0}z)^{\rho(\tau)-\rho_0} = \rho_0^{\rho(\tau)-\rho_0}
\]
\[= [(M^{\tau_0})^{-1}(u^{\rho_0-\rho(\tau)})]^{\rho(\tau)-\rho_0}
\]
Finally, with elementary arguments, we conclude
\[
\|(M^{\tau})^{-1}w\|_{B^{\rho_0}} = \|(M^{\tau_0})^{-1}(u^{\rho_0-\rho(\tau)})\|_{B^{\rho_0}},
\]
\[
\|(M^{\tau})^{-1}\|_{\mathcal{L}(R(L^\tau),B^{\rho(\tau)})} = \sup_{w \neq 0, \in R(L^\tau)} \frac{\|(M^{\tau_0})^{-1}(u^{\rho_0-\rho(\tau)})\|_{B^{\rho_0}}}{\|w\|_{B^{\rho(\tau)}}}
\]
\[= \sup_{w \neq 0, \in R(L^\tau)} \frac{\|(M^{\tau_0})^{-1}(u^{\rho_0-\rho(\tau)})\|_{B^{\rho_0}}}{\|u^{\rho_0-\rho(\tau)}\|_{B^{\rho_0}}}
\]
\[= \|(M^{\tau_0})^{-1}\|_{\mathcal{L}(R(L^{\tau_0}),B^{\rho_0})}
\]
since $R(L^\tau)^{\rho_0-\rho(\tau)} = R(L^{\tau_0})$ from (23).

End of the proof of Lemma 3.2. – We are now able to evaluate the norm of $(\mathcal{F}^\tau)^{-1}$, i.e. $\|\mathcal{F}^\tau)^{-1}(w, \gamma)\|_{R \times D^{\rho_0}}$ given by (21). From (22) and Lemma 3.3, we have
\[
| < e^{\tau}, w > | \leq \frac{1}{\|\partial_1 u_0\|_{B^0}} \|w\|_{B^{\rho(\tau)}}
\]
\[\leq \frac{1}{\|\partial_1 u_0\|_{B^0}} e^{r(\rho_0-\rho(\tau))_+} \|w\|_{B^{\rho_0}}, \tag{24}
\]
\[
\|(M^\tau)^{-1}(w - < e^{\tau}, w > \partial_1 u_{0,\tau})\|_{B^{\rho(\tau)}} \leq 2a \|w\|_{B^{\rho_0}} \leq 2ae^{r(\rho_0-\rho(\tau))_+} \|w\|_{B^{\rho_0}}, \tag{25}
\]

\[(M^\tau)^{-1}(w - e^{\tau^*}, w > \partial_1 u_{0, \tau})\|B^{\rho_0} \leq 2a \, e^{-\mu_0 (\rho(\tau) - \rho_0)} \|w\|_{B^{\rho_0}}.\]

Besides,

\[L^{\tau_0} ((M^\tau)^{-1}(w - e^{\tau^*}, w > \partial_1 u_{0, \tau}))
\]
\[= w - e^{\tau^*}, w > \partial_1 u_{0, \tau}
\]
\[+ (f'(u_0^{\rho(\tau)}) - f'(u_0^{\rho_0}))(M^\tau)^{-1}(w - e^{\tau^*}, w > \partial_1 u_{0, \tau})\]

From (24) and the previous inequality, we get

\[\|L^{\tau_0} ((M^\tau)^{-1}(w - e^{\tau^*}, w > \partial_1 u_{0, \tau}))\|_{B^{\rho_0}}
\]
\[\leq [1 + \frac{e^{r(\rho_0 - \rho(\tau))}}{r}] + 4a \|f'||_{\infty} e^{-r(\rho(\tau) - \rho_0)} \|w\|_{B^{\rho_0}}\]

Let us now get an upper bound in \(D^{\rho_0}\) for the last term of (21): \(\nu \partial_1 u_{0, \tau}\).

First of all, we have

\[\int_{\Sigma} \partial_1 u_{0, \tau} = \int_{\omega} u_0(\rho(\tau), y)dy \geq |\omega| \min_{\omega} u_0(\rho(\tau), \cdot).\]

From (25), it comes

\[\int_{\Sigma} (M^\tau)^{-1}(w - e^{\tau^*}, w > \partial_1 u_{0, \tau})
\]
\[\leq 2a \, e^{r(\rho_0 - \rho(\tau))} \|w\|_{B^{\rho_0}} |\omega| \int_{-\infty}^{0} \frac{1}{1 + e^{-r(x_1 + \rho(\tau))}} dx_1
\]
\[= 2a |\omega| \frac{\ln(1 + e^{r(\rho_0)}}{r} e^{r(\rho_0 - \rho(\tau))} \|w\|_{B^{\rho_0}}\]

Thus,

\[|\nu| \leq \frac{1}{|\omega| \min_{\Sigma} u_0(\rho(\tau), \cdot)} \left[|\gamma| + 2a |\omega| \frac{\ln(1 + e^{r(\rho(\tau))}}{r} e^{r(\rho_0 - \rho(\tau))} \|w\|_{B^{\rho_0}}\right],\]

\[\|\partial_1 u_{0, \tau}\|_{B^{\rho_0}} \leq e^{r(\rho(\tau) - \rho_0)} \|\partial_1 u_0\|_{B^0},\]

and

\[L^{\tau_0} \partial_1 u_{0, \tau} = (f'(u_0^{\tau_0}) - f'(u_0^{\rho_0}))(\partial_1 u_{0, \tau}),\]

hence

\[\|L^{\tau_0} \partial_1 u_{0, \tau}\|_{B^{\rho_0}} \leq 2 \|f'||_{\infty} e^{r(\rho(\tau) - \rho_0)} \|\partial_1 u_0\|_{B^0}.\]

Summarizing all the previous inequalities in the definition (21) of \((F^\tau)^{-1}\), we get after a straightforward calculation:

\[\|(F^\tau)^{-1}\|_{\mathcal{L}(Z^{\rho_0}, Y^{\rho_0})} \leq A(\tau)\]
where

\[
A(\tau) = 1 + \left(1 + \frac{1}{\|\partial_1 u_0\|_{B^{\rho_0}}} \right) e^{r(\rho_0 - \rho(\tau))_+} \\
+ \frac{1}{\omega \min_{\omega} u_0(\rho(\tau), \cdot)} (1 + 2\|f'\|_{\infty}) \|\partial_1 u_0\|_{B^{0}} e^{r(\rho(\tau) - \rho_0)_+} \\
+ \left[2a + 4\|f'\|_{\infty} + \frac{2a(1 + 2\|f'\|_{\infty})}{\min_{\omega} u_0(\rho(\tau), \cdot)} \|\partial_1 u_0\|_{B^{0}} \ln(1 + e^{r(\rho(\tau))}) \right] \\
\times e^{r(\rho(\tau) - \rho_0)}
\]

It is clear that \(A\) is a continuous function of \(\tau\) and that \(A(\tau)\) remains bounded as \(\tau\) and \(\tau^{-1}\) remain bounded in \(\mathbb{R}_+^*\). Furthermore, since \(u_0(-\infty, \cdot) = 0\), \(\rho(0^+) = -\infty\) and \(\rho(+\infty) = +\infty\), we conclude

\[A(\tau) \to +\infty\text{ as } \tau \to 0^+\text{ or } +\infty\]

This achieves the proof of lemma 3.2.

In order to apply a uniform contraction mapping theorem, we set

\[G : \mathbb{R}_+^* \times X \times Y^{\rho_0} \to Y^{\rho_0}\]

\[(\tau, a, \vec{q}, g, c, v) \mapsto (c, v) - (\mathcal{F}^{-1}) F(\tau, a, \vec{q}, g, c + c_0, v)\]

The operators \(\mathcal{F}^{-1}\) are actually of class \(C^1\) with respect to \(\tau\) in \(\mathcal{L}(Y^{\rho_0}, Z^{\rho_0})\). This is easy to check and uses the fact that \(\rho(\tau)\) is of class \(C^2\) and \(f\) is of class \(C^3([0, 1])\). Hence, from the result of lemma 3.2 and straightforward arguments, the operators \((\mathcal{F}^{-1})^{-1}\) are also of class \(C^1\) of \(\tau\) in \(\mathcal{L}(Z^{\rho_0}, Y^{\rho_0})\). Finally, since \(F\) is of class \(C^3\), we get that the map \(G\) is of class \(C^1\) from \(\mathbb{R}_+^* \times X \times Y^{\rho_0}\) to \(Y^{\rho_0}\).

Moreover, we have

\[G(\tau, 1, \vec{0}, 0, 0, 0) = (0, 0)\]

and \(\partial_{(c, v)} G(\tau, 1, \vec{0}, 0, 0, 0) = 0_{\mathcal{L}(Y^{\rho_0})}\)

for any \(\tau \in \mathbb{R}_+^*\).

Hence, with the notations of lemma 3.1, in order to achieve the proof of theorem 1, is is enough to prove the existence of reals \(\delta, \eta > 0\), \(\delta \in (0, \min(1/2, 1/2|f'(1)|))\) and \(\eta \in (0, \eta_0)\) such that, if \(\tau \in I\), \(\|(a - 1, \vec{q}, g)\|_X < \delta\), \(\|(c, v)\|_{Y^{\rho_0}} < \eta\), then

\[\|\partial_{(c, v)} G(\tau, a, \vec{q}, g, c, v)\|_{\mathcal{L}(Y^{\rho_0})} \leq 1/2,\]  \(\quad (26)\)

\[\|\partial_{(a, \vec{q}, g)} G(\tau, a, \vec{q}, g, c, v)\|_{\mathcal{L}(X, Y^{\rho_0})} \leq C,\]  \(\quad (27)\)

and \(C\delta < 1/2 \eta\).
Once the previous inequalities are proved, from the uniform contraction mapping theorem, for any \((\tau, a, \vec{q}, g)\) in \(I \times B_X((1, 0, 0), \delta)\), there exists a unique pair \((c, v)\) in \(B_{Y^{p_0}}((0, 0), \eta)\) solution of \(G(\tau, a, \vec{q}, g, c, v) = (0, 0)\), i.e. \(F(\tau, a, \vec{q}, g, c + c_0, v) = (0, 0)\) in \(Z^{p_0}\). In other words, \((c + c_0, a + a_0, r)\) is solution of (10) with the normalization condition (11).

\[\textit{Proof of (26).} \quad \text{We have}
\]
\[\partial_{(c,v)} G(\tau, a, \vec{q}, g, c, v) : Y^{p_0} \rightarrow Y^{p_0},
\]
\[(\gamma, w) \mapsto (\gamma, w) - (F^*)^{-1} \partial_{(c,v)} F(\tau, a, \vec{q}, g, c + c_0, v) \cdot (\gamma, w)
\]
\[= (F^*)^{-1} [\partial_{(c,v)} F(\tau, 1, \vec{0}, 0, c_0, 0) - \partial_{(c,v)} F(\tau, a, \vec{q}, g, c + c_0, v)] \cdot (\gamma, w)
\]

It is easy to check that

\[
\begin{align*}
[\partial_{(c,v)} F(\tau, 1, \vec{0}, 0, c_0, 0) - \partial_{(c,v)} F(\tau, a, \vec{q}, g, c + c_0, v)] \cdot (\gamma, w) \\
= (c\partial_2 w - \gamma \partial_1 v - [\partial_s a(x_1, y, u_0, r + v, \nabla(u_0, r + v)]w \\
+ \partial_p a(x_1, y, u_0, r + v, \nabla(u_0, r + v)) \cdot \nabla w] \Delta(u_0, r + v) \\
- (a(x_1, y, u_0, r + v, \nabla(u_0, r + v)) - 1) \Delta w \\
- [\partial_s \vec{q}(x_1, y, u_0, r + v, \nabla(u_0, r + v)]w \\
+ \partial_p \vec{q}(x_1, y, u_0, r + v, \nabla(u_0, r + v)) \cdot \nabla w \cdot \nabla(u_0, r + v) \\
- \vec{q}(x_1, y, u_0, r + v, \nabla(u_0, r + v)) \cdot \nabla w \\
- \partial_s g(x_1, y, u_0, r + v, \nabla(u_0, r + v)]w \\
- \partial_p g(x_1, y, u_0, r + v, \nabla(u_0, r + v)) \cdot \nabla w, 0)
\end{align*}
\]

From lemma 3.2 and (9), we conclude that

\[
\|\partial_{(c,v)} G(\tau, a, \vec{q}, g, c, v)\|_{L(Y^{p_0})} \\
\leq A(\tau)[C_0|c| + C_0|v| + D^{p_0} + (\|\partial_s a\|_{\infty} + C_0\|v\|_{D^{p_0}}) \\
\times (\|\Delta u_0\|_{\infty} + C_0\|v\|_{D^{p_0}}) + C_0\|a - 1\|_{\infty} \\
+ (\|\partial_s \vec{q}\|_{\infty} + C_0\|\partial_p \vec{q}\|_{\infty})(\|\nabla u_0\|_{\infty} + C_0\|v\|_{D^{p_0}}) \\
+ C_0\|\vec{q}\|_{\infty} + \|\partial_s g\|_{\infty} + C_0\|v\|_{D^{p_0}}] \\
\cdot
\]

From the definition of the norm in \(X\), assertion (26) is now clear.

\textit{Remark 3.1.} – From the properties of the function \(A\), the positive reals \(\delta\) and \(\eta\) constructed by this method go to \(0\) as \(\tau \rightarrow 0^+\) or \(+\infty\).

\textit{Proof of (27).} – We have

\[
\partial_{(a, \vec{q}, g)} G(\tau, a, \vec{q}, g, c, v) : X \rightarrow Y^{p_0}
\]
\((\hat{a}, \hat{q}, \hat{g}) \mapsto (\mathcal{F}^\tau)^{-1}(\hat{a}(x_1, y, u_{0,\tau} + v, \nabla(u_{0,\tau} + v))\Delta(u_{0,\tau} + v) + \hat{q}(x_1, y, u_{0,\tau} + v, \nabla(u_{0,\tau} + v)) \cdot \nabla(u_{0,\tau} + v) + \hat{g}(x_1, y, u_{0,\tau} + v, \nabla(u_{0,\tau} + v)), 0)\)

Thus, by lemma (3.2) and formula (9), and since \(\hat{g}(x_1, y, 0, p) = 0\) \(\forall (x_1, y, p) \in \Sigma \times \mathbb{R}^N\), we get

\[
\partial(a, \hat{g}, g) \in \mathcal{G}(\tau, a, \hat{q}, g, c, v) \cdot \partial(\hat{a}, \hat{q}, \hat{g}) \\
\leq A(\tau)\left[\|\hat{a}\|_\infty(\|\Delta u_0\|_{B^{0}e^{r(\rho(\tau)-\rho_0)+}} + C_0\|v\|_{D^{\rho_0}}) + \|\hat{q}\|_\infty(\|\nabla u_0\|_{B^{0}e^{r(\rho(\tau)-\rho_0)+}} + C_0\|v\|_{D^{\rho_0}}) + \|\partial_v \hat{g}\|_\infty(\|u_0\|_{B^{0}e^{r(\rho(\tau)-\rho_0)+}} + \|v\|_{D^{\rho_0}})\right]
\]

Hence, if \(\tau \in I\), \(\|(a - 1, \hat{q}, g)\|_\infty < \delta, \|v\|_{D^{\rho_0}} < \eta\),

\[\|\partial(a, \hat{q}, g) \in \mathcal{G}(\tau, a, \hat{q}, g, c, v)\|_{\mathcal{L}(X, X^{\rho_0})} \leq C\]

Lastly, we can choose \(\delta > 0\) small enough such that \(C \delta < 1/2\eta\). This achieves the proof of theorem 1.

**Remark 3.2.** – The smoothness assumption \(f \in C^3([0, 1])\) was crucial in the proof. The linearized operator \(L^{\rho_0}\) takes \(f'\) into account, and a continuous dependence of \(\|(M^{\tau_0})^{-1}\|\) with respect to \(f'\) does not seem to be clear.

**Remark 3.3.** – Since the functions \(u_{0,\tau}\) are of class \(C^1\) in \(D^{\rho_0}\) with respect to \(\tau\), we infer that for any \((a, \hat{q}, g) \in B_X((1, \tilde{0}, 0), \delta)\), the set of solutions \((c, u)\) of (10) contains the \(C^1\) manifold \(\{\Psi_I(\tau, a, \hat{q}, g) + (0, u_{0,\tau}), \tau \in I\}\). Unfortunately, since \(A(\tau) \to +\infty\) as \(\tau \to 0^+\) or \(+\infty\), this result cannot be extended with the same method to the intervall \(I = \mathbb{R}^{+}_\ast\).

### 3.2. Local existence when \(\max_{\Sigma} u(0, \cdot)\) is bounded: proof of theorem 2

Let \(0 < a < b < 1\) and \(\rho_0 \in \mathbb{R}\). We recall that for any \(h \in (0, 1)\), \(\mu(h)\) is defined by \(\max_{\Sigma} u_0(\mu(h), \cdot) = h\). In other words, \(u_0^{\mu(h)} = u_0(\cdot + \mu(h), \cdot)\) satisfies \(\max_{\Sigma} u_0^{\mu(h)}(0, \cdot) = h\).

Let \(a' = a/2\) and \(b' = (1 + b)/2\) and \(I = \rho^{-1}(\mu([a', b'])) = [\tau_{\min}, \tau_{\max}] \subset \mathbb{R}^+_\ast\). From theorem 1, there exist \(\delta, \eta > 0\) such that if \((\tau, a, \hat{q}, g) \in I \times B_X((1, \tilde{0}, 0), \delta)\), there exists a unique solution \((c, u)\) of (10) such that \((c, u - u_{0,\tau}) \in B_{\mathbb{R} \times D^{\rho_0}}((c_0, 0), \eta)\). From the proof of the
previous section, we can choose \( \delta \) and \( \eta \) small enough in such a way that 
\( \eta < \min(a - a', b' - b) \).

Let now \( \|(a - 1, \tilde{q}, g)\|_{X} < \delta \). The function

\[
M : I \to B_{R \times D^{\rho_{0}}}((0,0), \eta) \to \mathbb{R}
\]

\[
\tau \mapsto \Psi_{I}(\tau, a, \tilde{q}, g) = (c(\tau), v(\tau)) \mapsto \max_{\omega} (u_{0, \tau} + v(\tau))(0, \cdot)
\]
is continuous on the intervall \( I \). We have \( \|v(\tau)\|_{\infty} \leq \|v(\tau)\|_{D^{\rho_{0}}} < \eta < a - a' \) and

\[
\max_{\omega} u_{0, \tau_{m, a}}(0, \cdot) = \max_{\omega} u_{0}^{\mu}(a', 0, \cdot) = a',
\]

whence \( M(\tau_{\text{min}}) < a \). In the same way, \( M(\tau_{\text{max}}) > b \). Hence, for any \( h \in [a, b] \), there exists \( \tau \in I \) such that \( M(\tau) = h \). In other words, there exists a pair \((c, u) = (c(\tau), u_{0, \tau} + v(\tau))\) solution of (10) such that

\[
\max_{\omega} u(0, \cdot) = h, \quad |c - c_{0}| < \eta
\]

and

\[
\|u - u_{0, \tau}\|_{D^{\rho_{0}}} < \eta
\]

Thus, \( \max_{\omega} u_{0}^{\mu(h - \eta)} = h - \eta < \max_{\omega} u_{0}^{\mu(\tau)} < h + \eta = \max_{\omega} u_{0}^{\mu(h + \eta)}, \)

that is to say

\[
\mu(h - \eta) < \rho(\tau) < \mu(h + \eta)
\]

Since \( \mu \) is lipschitz-continuous and \( \|\mu\|_{lip} \leq \|\partial_{1} u_{0}\|_{\infty} \), we have

\[
|\mu(h) - \rho(\tau)| \leq \|\partial_{1} u_{0}\|_{\infty} \eta
\]

From (28), it comes

\[
\|u - u_{0}^{\mu(h)}\|_{D^{\rho_{0}}} < \eta + \|u_{0}^{\mu(h)} - u_{0}^{\rho(\tau)}\|_{D^{\rho_{0}}}
\]

\[
\leq \eta + \|\eta \partial_{1} u_{0}\|_{\infty} \|\partial_{1} u_{0}\|_{D^{\rho_{0}}} e^{\max((\mu(h) - \rho_{0})_{+}, (\rho(\tau) - \rho_{0})_{+})}
\]

\[
+ \eta \|\partial_{1} u_{0}\|_{\infty} (2C_{0} + \|f\|_{\infty}) \|\partial_{1} u_{0}\|_{D^{\rho_{0}}} e^{\max((\mu(h) - \rho_{0})_{+}, (\rho(\tau) - \rho_{0})_{+})}
\]

Since \( \rho(\tau) \), and thus \( \mu(h) \) are bounded, the right hand side is bounded by a constant only depending on \( a \) and \( b \). Besides, the norms in \( D^{\rho_{0}} \) and \( D^{\mu(h)} \) are uniformly equivalent from (8) because \( \mu(h) \) remains bounded. Finally, this gives the existence of a real \( \eta_{1} \) in the assertion of theorem 2.

Remark 3.4. – The same arguments also hold for other normalization conditions like \( \max_{\omega} u = h \) or when the max is replaced by the min.
3.3. Global existence for small perturbations of the coefficients

Let $I_0$ be a fixed interval in $\mathbb{R}^*_+$ such that $\inf I_0 > 0$ and the interior of $I_0$ is not empty. Let $\rho_0 = 0$. By theorem 1, there exist $\delta, \eta > 0$ such that if $\|(a - 1, \bar{q}, g)\|_X < \delta$ and $\tau \in I_0$, then there exists a solution $(c, u)$ of (10) in $\mathbb{R} \times D^0$ such that $\int_{\Sigma^-} u = \tau$ and $\|(c - c_0, u - u_{0, \tau})\|_{\mathbb{R} \times D^u} < \eta$. Besides, the map

$$\Phi : (\tau, a, \bar{q}, g) \mapsto (c, u)$$

is of class $C^1$.

Let $\tau_0$ in the interior of $I_0$ and $\tau \in \mathbb{R}^*_+$. Let $(a, \bar{q}, g) \in B_X((1, \bar{0}, 0), \delta)$. For any $t \in \mathbb{R}$, we note $a^t(x_1, y, s, p) = a(x_1 + t, y, s, p)$ and in the same way $\bar{q}^t$ and $g^t$. We obviously have $(a^t, \bar{q}^t, g^t) \in B_X((1, \bar{0}, 0, \delta)$, hence we can set $(c_t, u_t) = \Phi(\tau_0, a^t, \bar{q}^t, g^t)$.

In the proof of theorem 1, we chose $\delta > 0$ small enough such that $\|a - 1\|_{\infty} \leq 1/2$ and, in the case where $f$ satisfies (3) (bistable case), $\|\partial_s g\|_{\infty} \leq 1/2|f'(0)|$. In the case where $f$ satisfies (2) (ignition temperature), we only consider functions $g$ such that $g(x_1, y, s, p) \geq 0$ if $s \leq 0$. Hence, we always have $f(s) + g(x_1, y, s, p) \geq 0$ if $s \leq 0$. Since $u_t \to 0$ and $1$ as $x_1 \to \pm \infty$, it comes from the strong maximum principle and the Hopf lemma that $u_t > 0$ in $\Sigma$. Besides, we can choose $(\delta, \eta)$ small enough such that $\eta < 1/2 \|\omega\|$.

Since $u_t = o(e^{\nu x_1})$ as $x_1 \to -\infty$ and $u_t \to 1$ as $x_1 \to +\infty$, in the same way as for $u_0$, the function $k : \nu \mapsto \int_{\Sigma^-} u_t(x_1 + \nu, y)$ is an increasing and continuous bijection from $\mathbb{R}$ to $\mathbb{R}^*_+$. Hence, there exists a unique real $\nu(t)$ such that

$$\int_{\Sigma^-} u_t(x_1 + \nu(t), y) \, dx_1 dy = \tau$$

We note $u_t^{\nu(t)} = u_t(x_1 + \nu(t), y)$. The pair $(c_t, u_t^{\nu(t)})$ is solution of

$$\begin{cases}
\begin{array}{l}
\begin{array}{l}
a_t^{\nu(t)}(x_1, y, u_t^{\nu(t)}, \nabla u_t^{\nu(t)}) \Delta u_t^{\nu(t)} - (c_t + \alpha(y)) \frac{\partial_t u_t^{\nu(t)}}{\partial x_1} \\
+ \bar{q}^{t+\nu(t)}(x_1, y, u_t^{\nu(t)}, \nabla u_t^{\nu(t)}) \cdot \nabla u_t^{\nu(t)} \\
+ f(u_t^{\nu(t)}) + g^{t+\nu(t)}(x_1, y, u_t^{\nu(t)}, \nabla u_t^{\nu(t)}) = 0 \quad \text{in } \Sigma,
\end{array}
\end{array}
\end{cases} \quad (29)
$$

$$\begin{cases}
\begin{array}{l}
\begin{array}{l}
\partial_{\nu} u_t^{\nu(t)} = 0 \text{ on } \partial \Sigma,
\end{array}
\end{array}
\end{cases}$$

$$\begin{cases}
\begin{array}{l}
\begin{array}{l}
u(t)(-\infty, \cdot) = 0, \quad u_t^{\nu(t)}(+\infty, \cdot) = 1
\end{array}
\end{array}
\end{cases}$$

$$\int_{\Sigma^-} u_t^{\nu(t)} = \tau$$

In order to achieve the proof of theorem 3, it is enough to show the existence of $t \in \mathbb{R}$ such that $t + \nu(t) = 0$, indeed the pair $(c_t, u_t^{\nu(t)})$ will
then be solution of (10) and \( \int_{\Sigma} u_t^{\nu(t)} = \tau \), with \( |c_t - c_0| < \eta \). To do this, we prove the following lemma:

**Lemma 3.4.** The function \( \mathbb{R} \rightarrow \mathbb{R}, \quad t \mapsto \nu(t) \) is continuous and bounded.

**Proof.** The function \( \mathbb{R} \rightarrow X, \quad t \mapsto (a^t, \bar{q}^t, g^t) \) is continuous since \( a, \bar{q}, g \) are uniformly continuous as well as their derivatives with respect to \( s \) and \( p \). Besides, when if \( f \) is of ignition temperature type, \( f \) satisfies (2), the property \( g(x_1, y, s, p) \leq 0 \) for \( s \leq 0 \) is preserved for \( g^t \). In the same way, \( \| \partial_s g \|_{\infty} \leq 1/2 |f'(0)| \) is preserved for \( g^t \) (for the bistable case).

From theorem 1, the function \( t \mapsto (c_t, u_t) \) solution of (10) and \( \int_{\Sigma} u^t = \tau_0 \) with \( (a^t, \bar{q}^t, g^t) \) is then continuous from \( \mathbb{R} \) to \( \mathbb{R} \times D^0 \). For the continuity of the function \( \nu \), it only remains to prove that the function \( D^0' = \{ u \in D^0 : u > 0 \text{ in } \Sigma \} \rightarrow \mathbb{R} \)

\[ u \mapsto \mu(u), \]

where \( \mu(u) \) is the unique real such that \( \int_{\Sigma} u^{\mu(u)} = \tau \), is continuous. Let \( u_n \rightarrow u \) in \( D^0 \) as \( n \rightarrow \infty \) such that \( u_n \in D^0' \) and \( u \in D^0' \). There exists a sequence \( \epsilon_n \rightarrow 0 \) such that, for any \( n \),

\[ -\frac{\epsilon_n}{1 + e^{-p x_1}} + u \leq u_n \leq u + \frac{\epsilon_n}{1 + e^{-p x_1}} \text{ in } \Sigma \]

Let \( \epsilon > 0 \). We have

\[ -\frac{\epsilon_n}{1 + e^{-p(x_1 + \mu(u) - \epsilon)}} + u^{\mu(u) - \epsilon} \leq u_n^{\mu(u) - \epsilon} \leq u^{\mu(u) - \epsilon} + \frac{\epsilon_n}{1 + e^{-p(x_1 + \mu(u) - \epsilon)}} \]

This yields

\[ -\frac{\epsilon_n \ln(1 + e^{r(\mu(u) - \epsilon)})}{r} + \int_{\Sigma} u^{\mu(u) - \epsilon} \]

\[ \leq \int_{\Sigma} u_n^{\mu(u) - \epsilon} \leq \int_{\Sigma} u^{\mu(u) - \epsilon} + \frac{\epsilon_n \ln(1 + e^{r(\mu(u) - \epsilon)})}{r} \]

The right hand side of these inequalities goes to \( \int_{\Sigma} u^{\mu(u) - \epsilon} < \tau \) as \( n \rightarrow +\infty \). Hence, for \( n \) large enough, we have

\[ \mu(u) - \epsilon < \mu(u_n) \]

In the same way, we have, for \( n \) large enough:

\[ \mu(u) + \epsilon > \mu(u_n) \]
This proves that the function \( \mu \) is continuous, so the function \( t \mapsto \nu(t) \) is continuous.

Let us now prove that this function \( \nu \) is bounded. We know that for any \( t \in \mathbb{R} \), \( \| u_t - u_{0,\tau} \|_{D^\nu} < \eta \). Hence,

\[
- \frac{\eta}{1 + e^{-r\tau}} + u_{0,\tau_0} < u_t < u_{0,\tau_0} + \frac{\eta}{1 + e^{-r\tau}}
\]

This gives

\[
- \frac{\eta \ln(1 + e^{r\nu(t)})}{r} + \int_{\Sigma_{-}} u_{0,\tau_0} < \tau
= \int_{\Sigma_{-}} u_{t}^{\nu(t)} < \int_{\Sigma_{-}} u_{0,\tau_0} + \frac{\eta \ln(1 + e^{r\nu(t)})}{r}
\]  

(30)

The right hand side goes to 0 as \( \nu(t) \to -\infty \). Since \( \tau > 0 \), there exists a constant \( A(\tau, \eta) \) such that

\[
\forall t \in \mathbb{R}, \quad \nu(t) \geq A(\tau, \eta)
\]

Since \( u_{0,\tau}(+\infty, \cdot) = 1 \), the integral \( \int_{\Sigma_{-}} u_{0,\tau_0}^{\nu(t)} \) is greater than \( 1/2|\omega|\nu(t) \) if \( \nu(t) \) is large enough. But we chose \( \eta \) small enough such that \( \eta < 1/2|\omega| \). Hence the left hand side of (30) goes to \( +\infty \) as \( \nu(t) \to +\infty \), so there exists a constant \( B(\tau, \eta) \) such that

\[
\forall t \in \mathbb{R}, \quad \nu(t) \leq B(\tau, \eta)
\]

This achieves the proof of lemma 3.4. The function \( t \mapsto t + \nu(t) \) is then continuous and its range is \( \mathbb{R} \) since \( \nu \) is bounded. Thus, there exists \( t_0 \in \mathbb{R} \) such that \( t_0 + \nu(t_0) = 0 \). From (29), the pair \((\bar{r}_0, u_{0}^{\nu(t_0)})\) is solution of (10) and \( \int_{\Sigma_{-}} u_{t_0}^{\nu(t_0)} = \tau \) for the perturbation \((a, \bar{q}, g)\). Moreover, \(|\bar{r}_0 - c| < \eta\).

**Remark 3.5.** Let \( a = 1/2|f'(0)| \) if \( f \) satisfies (3) and \( +\infty \) if \( f \) satisfies (2). If we note \((b_1, \eta_1)\) the pair \((\delta, \eta)\) constructed in theorem 1 for any interval \( I \subset \mathbb{R}_+^* \) such that \( \inf I > 0 \), then theorem 3 actually holds for \( \delta = \min(\sup_I, \delta_I, a) \).

4. **UNIQUENESS OF SOLUTIONS \((c, u)\) FOR SMALL PERTURBATIONS OF THE COEFFICIENTS:**

**PROOF OF THEOREM 4**

In this part, we assume that \( f \) is a lipschitz-continuous function defined on \([0,1]\), of class \( C^{1,\delta} \) near 0 and 1, and such that \( f(0) = f(1) = 0 \).
This function is extended outside $[0, 1]$ as in section 2. Let $a_{ij}^n(x_1, y, s, p), \tilde{q}_1^n(x_1, y, s, p), g^n(x_1, y, s, p)$ be bounded, continuous functions defined on $\overline{\Sigma} \times \mathbb{R} \times \mathbb{R}^N$. Besides, they are assumed to be of class $C^{0,\delta}$ with respect to $(x_1, y)$ and $a_{11}^n, q_1^n$ and $g^n$ are assumed to be Lipschitz-continuous with respect to $(s, p)$. We assume that $\|a_{ij}^n - \delta_{ij}\|_{\infty}, \|\tilde{q}_1^n\|_{\infty}, \|g^n\|_{\infty} \to 0$ as $n \to \infty$. Assume there exists a solution $(c^n, u^n)$ of (13) for any $n$. For $n$ large enough, the matrices $(a_{ij}^n)_{1 \leq i, j \leq N}$ are elliptic; by the smoothness assumptions and the standard elliptic estimates, it comes that the $u^n$'s are in $W^{2, p}_loc(\Sigma)$ and even in $C^{2, \alpha}(\overline{\Sigma})$. We always assume in the sequel that $n$ is large enough in such a way that the previous properties are satisfied.

4.1. Convergence of the speeds $c^n$ to $c_0$

**Lemma 4.1.** There exists a real $K$ such that $\forall \, n, \quad |c^n| \leq K$

**Proof.** Let $1 + \eta^n$ be the unique real $\geq 1$ such that $f(1 + \eta^n) = -\|g^n\|_{\infty}$. We have $\eta^n \to 0$ as $n \to \infty$, and

$$f(s) + g^n(x_1, y, s, p) < 0 \quad \forall s > 1 + \eta^n, \quad \forall(x_1, y, p) \in \overline{\Sigma} \times \mathbb{R}^N$$

In the same way, if $f$ satisfies (3) (bistable nonlinearity), there exists $c^n \geq 0, \to 0^+$, such that $f(s) + g^n(x_1, y, s, p) > 0 \quad \forall s < -c^n, \quad \forall(x_1, y, p) \in \overline{\Sigma} \times \mathbb{R}^N$. If $f$ satisfies (2) (ignition temperature case), then $f(s) + g^n(x_1, y, s, p) \geq 0 \quad \forall s \leq 0, \quad \forall(x_1, y, p) \in \overline{\Sigma} \times \mathbb{R}^N$ by (14). From the maximum principle and the Hopf lemma, we get

$$\begin{cases}
0 \leq u^n \leq 1 + \eta^n \text{ if } f \text{ satisfies (2)} \\
-\epsilon^n \leq u^n \leq 1 + \eta^n \text{ if } f \text{ satisfies (3)}
\end{cases} \quad (31)$$

We now define a fixed function $\tilde{f} \geq f$ on an interval $[\epsilon, 1 + \epsilon]$ for $\epsilon$ small enough. If $f$ satisfies (2), let $0 < \epsilon < 1/2 \min(\mu, \theta)$. We set

$$\tilde{f} = \begin{cases}
0 \text{ on } [\epsilon, 2\epsilon] \\
(f + (u - 2\epsilon)(1 + \epsilon - u)) \text{ on } [2\epsilon, 1] \\
(u - 2\epsilon)(1 + \epsilon - u) \text{ on } [1, 1 + \epsilon]
\end{cases}$$

If $f$ satisfies (3), let $0 < \epsilon < 1/2 \theta$. We set

$$\tilde{f} = \begin{cases}
0 \text{ on } [\epsilon, 2\epsilon] \\
(u - 2\epsilon)(1 + \epsilon - u) \text{ on } [2\epsilon, \theta] \\
f + (u - 2\epsilon)(1 + \epsilon - u) \text{ on } [\theta, 1] \\
(u - 2\epsilon)(1 + \epsilon - u) \text{ on } [1, 1 + \epsilon]
\end{cases}$$
In each of these cases, the function $\tilde{f}$ is of ignition temperature type. Hence, there exists a unique pair $(k, v)$ solution of

$$\begin{cases} v'' - kv' + \tilde{f}(v) = 0 \text{ in } \mathbb{R} \\ v(-\infty) = \epsilon, \quad v(+\infty) = 1 + \epsilon \end{cases} \quad (32)$$

The real $k$ is positive. The function $v$ is unique up to translation, and $v' > 0$ in $\mathbb{R}$.

Since $\|a_{ij}^n - \delta_{ij}\|_\infty$ and $\|g^n\|_\infty \to 0$ as $n \to \infty$, we then infer that, for $n$ large enough, we have $\min_{\Sigma \times \mathbb{R} \times \mathbb{R}^N} a_{11}^n > 0$ and

$$\frac{f(s) + g^n(x_1, y, s, p)}{a_{11}^n(x_1, y, s, p)} \leq \tilde{f}(s) \quad \forall s \in [\epsilon, 1 + \epsilon], \forall (x_1, y, p) \in \Sigma \times \mathbb{R}^N \quad (33)$$

For any $\rho \in \mathbb{R}$, the function $v^\rho(x_1, y) := v(x_1 + \rho)$ satisfies

$$Av^\rho := a_{ij}^n \partial_{ij} v^\rho - (c^n + \alpha(y)) \partial_1 v^\rho + q^n \cdot \nabla v^\rho + f(v^\rho) + g(x_1, y, v^\rho, \nabla v^\rho)$$

$$= a_{11}^n(x_1, y, v^\rho, \nabla v^\rho) \left[ v^{\rho''} - \frac{c^n + \alpha(y) - q^n_1}{a_{11}^n} v^{\rho'} + \frac{f(v^\rho) + g^n}{a_{11}^n} \right]$$

Let us now assume that

$$\frac{c^n + \min_{\Sigma} \alpha - \max_{\Sigma \times \mathbb{R} \times \mathbb{R}^N} q^n_1}{\max_{\Sigma \times \mathbb{R} \times \mathbb{R}^N} a_{11}^n} \geq k > 0.$$ 

Since $v' \geq 0$, $a_{11}^n > 0$, and from (32) and (33), we infer that for $n$ large enough,

$$\forall \rho \in \mathbb{R}, \quad Av^\rho \leq a_{11}^n(x_1, y, v^\rho, \nabla v^\rho)[v^{\rho''} - k v^{\rho'} + \tilde{f}(v^\rho)] = 0 \text{ in } \Sigma \quad (34)$$

On the other side, let $n$ large enough such that $\eta^n < \epsilon$ and the previous inequalities hold. From the limits of $u^n$ and $v$ as $x_1 \to \pm \infty$, there exists a real $\rho_1$ such that $v^{\rho_1} > u^n$ in $\Sigma$. Sliding $v^{\rho_1}$ to the right, there exists a real $\rho$ such that

$$v^\rho \geq u^n \text{ in } \Sigma \text{ with equality somewhere}$$

Let $z = v^\rho - u^n$. From (34) and (13), we have

$$0 \geq Av^\rho - Av^n$$

$$= a_{ij}^n(x_1, y, v^\rho, \nabla v^\rho) \partial_{ij} v^\rho - a_{ij}^n(x_1, y, u^n, \nabla u^n) \partial_{ij} u^n$$

$$- (c^n + \alpha(y)) \partial_1 z + q^n(x_1, y, v^\rho, \nabla v^\rho) \cdot \nabla v^\rho$$

$$- q^n(x_1, y, u^n, \nabla u^n) \cdot \nabla u^n$$

$$+ f(v^\rho) - f(u^n) + g^n(x_1, y, v^\rho, \nabla v^\rho) - g^n(x_1, y, u^n, \nabla u^n)$$
The first term \( B = a^n_{ij}(x_1, y, v^p, \nabla v^p) \partial_{ij} v^p - a^n_{ij}(x_1, y, u^n, \nabla u^n) \partial_{ij} u^n \) is of the form \( B = B_1 + B_2 + B_3 \) where

\[
B_1 = a^n_{ij}(x_1, y, u^n, \nabla u^n) \partial_{ij} z
\]

\[
B_2 = v^p \partial_{jj}[a^n_{11}(x_1, y, v^p, \nabla v^p) - a^n_{11}(x_1, y, u^n, \nabla u^n)]
\]

\[
B_3 = v^p \partial_{jj}[a^n_{11}(x_1, y, u^n, \nabla u^n) - a^n_{11}(x_1, y, u^n, \nabla u^n)]
\]

Since \( v^p \) is bounded and \( a^n_{11} \) is lipschitz-continuous with respect to \( s \) and \( p \), there exist bounded functions \( b_2 \) and \( b_3 \) such that

\[
B = a^n_{ij}(x_1, y, u^n, \nabla u^n) \partial_{ij} z + b_3(x_1, y) \cdot \nabla z + b_2(x_1, y) z \text{ in } \Sigma
\]

The other terms of \( Av^p - Au^n \) are treated in the same way. Finally, there exist bounded functions \( b(x_1, y) \) and \( c(x_1, y) \) such that

\[
0 \geq a^n_{ij}(x_1, y, u^n, \nabla u^n) \partial_{ij} z + b(x_1, y) \cdot \nabla z + c(x_1, y) z \text{ in } \Sigma
\]

From the strong maximum principle and the Hopf lemma, we conclude that \( z \equiv 0 \) in \( \Sigma \). This is clearly impossible because of the behaviours of \( u^n \) and \( v \) as \( x_1 \to \pm \infty \).

Hence, this proves that \( \frac{c^n + \min_{\Sigma} \alpha - \max_{\Sigma \times \mathbb{R}^N} q^n_1}{\max_{\Sigma \times \mathbb{R}^N} a^n_{11}} < k \). In other words,

\[
c^n \leq K_1
\]

for \( n \) large enough, where \( K_1 \) is independant of \( n \).

In the same way, we can define, for \( \epsilon > 0 \) fixed and small enough, a function \( f \) on \([-\epsilon, 1 - \epsilon]\) such that \( f = 0 \) on \([-\epsilon] \cup [1 - 2\epsilon, 1 - \epsilon]\), \( f < 0 \) on \((-\epsilon, 1 - 2\epsilon)\), and such that the inequality

\[
\frac{f(s) + g^n(x_1, y, s, p)}{a^n_{11}(x_1, y, s, p)} \geq f(s) \quad \forall s \in [-\epsilon, 1 - \epsilon], \forall (x_1, y, p) \in \overline{\Sigma} \times \mathbb{R}^N
\]

holds for \( n \) large enough. With the same arguments as above, we conclude the existence of \( K_2 \) independant of \( n \) such that \( c^n \geq -K_2 \). This achieves the proof of lemma 4.1.

End of the proof of the convergence of \( c^n \) to \( c_0 \).

We argue in several steps.
a) From lemma 4.1, there exists a subsequence that we rename \((n)\) and a real \(c\) such that
\[ c^n \rightarrow c \text{ as } n \rightarrow +\infty \]

b) Let \(\mu^n = ||g^n||_\infty \rightarrow 0\) as \(n \rightarrow \infty\), and \(\eta^n > 0\) such that \(u^n \leq 1 + \eta^n\) in \(\overline{\Sigma}\). From the beginning of the proof of lemma 4.1, we can choose \(\eta^n\) in such a way that \(\eta^n \rightarrow 0\) as \(n \rightarrow \infty\). From the profile of \(f\) near 1, there exists \(\alpha > 0\), fixed once for all small enough such that
\[
\begin{cases}
  f(s) \geq f'(1)/2 \ (1 - s) & \forall 1 - \alpha \leq s \leq 1 \\
  f(s) \geq -3/2 f'(1) \ (s - 1) & \forall 1 \leq s \leq 1 + \alpha
\end{cases}
\]
For \(n\) large enough, we have \(\eta^n \leq \alpha\) and \(0 \leq \alpha^n := 2\eta^n - 2/f'(1) \mu^n \leq \alpha\).
It is easy to check that
\[ f(s) - \mu^n \geq -f'(1)/2 \ (1 - \alpha^n - s) \quad \forall 1 - \alpha \leq s \leq 1 + \eta^n \quad (35) \]

c) Since \(u^n(-\infty, \cdot) = 0\), \(u^n(+\infty, \cdot) = 1\) and \(0 < 1 - \alpha < 1\), there exists a unique real \(\tau^n\) such that
\[ \min_{\overline{\Sigma}} u^n(\cdot + \tau^n, \cdot) = \min_{\overline{\Sigma}} u^n(\tau^n, \cdot) = 1 - \alpha \]
We set \(v^n = u^n(x_1 + \tau^n, y)\). The functions \((v^n)\)'s satisfy the equations:
\[
\begin{align*}
\alpha_{ij}^{\prime}(x_1 + \tau^n, y, v^n, \nabla v^n) & \partial_{ij} v^n - (c^n + \alpha(y)) \partial_1 v^n \\
+ \bar{q}^{\prime}(x_1 + \tau^n, y, v^n, \nabla v^n) & \cdot \nabla v^n \\
+ f(v^n) + g(x_1 + \tau^n, y, v^n, \nabla v^n) & = 0 \text{ in } \Sigma
\end{align*}
\]
Since \(\|\alpha_{ij} - \delta_{ij}\|_\infty, \|\bar{q}^{\prime}\|_\infty, \|g^n\|_\infty \rightarrow 0\) as \(n \rightarrow \infty\) and since the speed \((c^n)\)'s are bounded and the \((v^n)\)'s remain in \([-1/2, 3/2]\) for \(n\) large enough, we conclude from the standard elliptic estimates that, up to extraction of some subsequence, we have \(v^n \rightarrow v\) in \(W^{2,p}_{loc}(\Sigma) \ (\forall p > 1)\) and \(v\) is solution of
\[
\begin{cases}
\Delta v - (c + \alpha(y)) \partial_1 v + f(v) = 0 \text{ in } \Sigma \\
\partial_1 v = 0 \text{ on } \partial \Sigma \\
\min_{\overline{\Sigma}} v(0, \cdot) = 1 - \alpha = \min_{\overline{\Sigma}} v \\
0 < v < 1 \text{ in } \overline{\Sigma} \text{ (from the strong maximum principle)}
\end{cases}
\]  
(36)

d) We note \(L^n\) the elliptic operator (for \(n\) large enough):
\[
\begin{align*}
L^n u = & \alpha_{ij}^{\prime}(x_1 + \tau^n, y, v^n, \nabla v^n) \partial_{ij} u - (c^n + \alpha(y)) \partial_1 u \\
& + \bar{q}^{\prime}(x_1 + \tau^n, y, v^n, \nabla v^n) \cdot \nabla u + f'(1)/2 \ w
\end{align*}
\]
From (35), we have, \(\forall 1 - \alpha \leq s \leq 1 + \eta^n, \quad \forall (x_1, y, p) \in \overline{\Sigma} \times \mathbb{R}^N\),
\[
f(s) + g^n(x_1 + \tau^n, y, s, p) \geq -f'(1)/2 \quad (1 - \alpha^n - s)
\]
In \(\overline{\Sigma_+}\), we have \(1 - \alpha \leq v^n \leq 1 + \eta^n\). Hence
\[
L^n(1 - \alpha^n - v^n) \geq 0 \text{ in } \Sigma_+
\]
We now look for a supersolution for \(L^n\) of the form \(w = e^{\mu x_1}, \mu < 0\). We have, for \(n\) large enough,
\[
L^n e^{\mu x_1} = e^{\mu x_1} \left[ a_{11}^n(x_1 + \tau^n, y, v^n, \nabla v^n) \mu^2 - (e^n + \alpha(y))\mu 
+ q_1^n(x_1 + \tau^n, y, v^n, \nabla v^n) \mu + f'(1)/2 \right] 
\leq e^{\mu x_1} \left[ 3/2 \mu^2 + (-e^n - \alpha(y) + q_1^n(x_1 + \tau^n, y, v^n, \nabla v^n))\mu + f'(1)/2 \right]
\]
There exists a constant \(b\) such that \(|e^n + \alpha(y) - q_1^n(x_1 + \tau^n, y, v^n, \nabla v^n)| \leq b\) \(\forall (x_1, y) \in \overline{\Sigma}\). Let \(\mu\) be the negative root of \(3/2X^2 - bX + f'(1)/2 = 0\), it exists since \(f'(1) < 0\). Then we have, for \(n\) large enough,
\[
L^n e^{\mu x_1} \leq 0 \text{ in } \Sigma
\]
Let \(z^n = 1 - \alpha^n - v^n - (\alpha - \alpha^n)e^{\mu x_1}\). We get
\[
L^n z^n \geq 0 \text{ in } \Sigma_+
\]
and \(z^n(0, \cdot) = 1 - \alpha^n - v^n(0, \cdot) - (\alpha - \alpha^n) = 1 - \alpha - v^n(0, \cdot) \leq 0, \quad z^n(\cdot, \infty) = -\alpha^n \leq 0\). Since \(f'(1) < 0\), it comes from the maximum principle and the Hopf lemma that \(z^n \leq 0\) in \(\Sigma_+\), that is to say
\[
v^n \geq 1 - \alpha^n - (\alpha - \alpha^n)e^{\mu x_1} \text{ in } \Sigma_+
\]
We recall that \(\alpha^n \to 0\) as \(n \to \infty\). Passing to the limit \(n \to \infty\), this yields
\[
v \geq 1 - \alpha e^{\mu x_1} \text{ in } \Sigma_+
\]
e) For any \(\theta > \varepsilon > 0\), we define a new function \(f_\varepsilon\) on \([-\varepsilon, 1]\) such that:
- if \(f\) is of ignition temperature case (2),
\[
\begin{cases}
  f_\varepsilon = 0 & \text{on } [-\varepsilon, 0] \\
f_\varepsilon = f & \text{on } [0, 1]
\end{cases}
\]
if $f$ is of bistable type (3),

$$f_\varepsilon(s) = f(s) - f(-\varepsilon)\rho(s/\varepsilon) \text{ in } [-\varepsilon, 1]$$

where $\rho$ is a fixed $C^\infty(\mathbb{R})$ function such that $\rho \equiv 1$ on $]-\infty, -1]$, $\rho \equiv 0$ on $[1, +\infty[$ and $0 < \rho < 1$ on $(-1, 1)$. The function $f_\varepsilon$ is of bistable type on $[-\varepsilon, 1]$ and is still of class $C^{1,\delta}([-\varepsilon, 1])$.

In any case, we have $f_\varepsilon \leq f$ and there exists a pair $(c_\varepsilon, v_\varepsilon)$, unique up to translation in $x_1$ for $v_\varepsilon$, solution of

$$\begin{cases}
\Delta v_\varepsilon - (c_\varepsilon + \alpha(y))\partial_1 v_\varepsilon + f_\varepsilon(v_\varepsilon) = 0 \text{ in } \Sigma \\
\partial_\nu v_\varepsilon = 0 \text{ on } \partial\Sigma \\
v_\varepsilon(-\infty, \cdot) = -\varepsilon, \quad v_\varepsilon(+\infty, \cdot) = 1
\end{cases}$$

From results of [9], we have $c_\varepsilon < c_0$ and $c_\varepsilon \to c_0$ as $\varepsilon \to 0^+$. Stricto sensu, this was only proved for case (2), but this can be easily extended for the bistable case, with the same ideas in § 6 of [9]: the functions $(v_\varepsilon)$'s, after two suitable normalizations, converge to two functions $v$ and $w$ solutions of $\Delta u - (c' + \alpha(y))\partial_1 u + f(u) = 0$ in $\Sigma$ with $v(-\infty, \cdot) = 0$ and $w(+\infty, \cdot) = 1$ and $c' = \lim_{\varepsilon \to 0} c_\varepsilon$. After comparison of $v$ and $w$ to the function $u_0$ by a sliding method similar to the one used in the proof of lemma 4.1, we conclude that $c' = c_0$.

f) We now compare this function $v_\varepsilon$ to the function $v$ constructed in c). Let us assume $c_\varepsilon > c$. We have $v_\varepsilon(+\infty, \cdot) = v(+\infty, \cdot) = 1$ and $v_\varepsilon, v < 1$. From the results of [1], [23], [9], it comes

$$v(x_1, y) = 1 - e^{y \cdot x_1}\psi(y) + o(e^{y \cdot x_1}) \text{ as } x_1 \to +\infty$$

$$v_\varepsilon = 1 - e^{\nu \cdot x_1}\psi_\varepsilon(y) + o(e^{\nu \cdot x_1}) \text{ as } x_1 \to +\infty$$

where $\nu < c_\varepsilon < 0$ and $\psi, \psi_\varepsilon > 0$ on $\overline{\omega}$. Hence, after translation of the function $v_\varepsilon$ to the right and then to the left, there exists a real $\tau$ such that

$$v_\varepsilon = v_\varepsilon(x_1 + \tau, y) \leq v(x_1, y) \text{ in } \overline{\Sigma} \text{ with equality somewhere}$$

The function $z = v_\varepsilon - v \leq 0$ satisfies

$$\Delta z - (c + \alpha(y))\partial_1 z + f_\varepsilon(v_\varepsilon) - f_\varepsilon(v) = (c_\varepsilon - c)\partial_1 v_\varepsilon + f(v) - f_\varepsilon(v) \geq 0$$

since $f \geq f_\varepsilon$, $c_\varepsilon > c$ and $\partial_1 v_\varepsilon > 0$. But $f_\varepsilon$ is lipschitz-continuous, whence

$$\begin{cases}
\Delta z - (c + \alpha(y))\partial_1 z + c(x_1, y)z \geq 0 \text{ in } \Sigma \\
\partial_\nu z = 0 \text{ on } \partial\Sigma
\end{cases}$$

for some bounded function \( c(x_1, y) \). From the strong maximum principle and the Hopf lemma, we infer that \( z \equiv 0 \) in \( \Sigma \). This is impossible since \( v^\epsilon(-\infty, \cdot) = -\epsilon \) and \( v \geq 0 \) in \( \Sigma \).

Hence, we have \( c_\epsilon \leq c \), for any \( \epsilon \) small enough. By e), we have \( c_\epsilon \to c_0 \) as \( \epsilon \to 0 \). We finally conclude that

\[
c_0 \leq c
\]

\text{g) Conclusion in the bistable case (3).}

We can write again the parts b) to f) with a normalization of \( u^\alpha \) of the type \( \max_{\Sigma^-} v^\alpha = \max_{\overline{\Omega}} v^\alpha(0, \cdot) = \alpha \) where \( v^\alpha = u^\alpha(x_1 + \tau^\alpha, y) \) and \( \alpha \) is suitably chosen small enough. We then conclude with the same arguments to the inequality

\[
c_0 \geq c
\]

and at the end

\[
c = c_0
\]

\text{h) Conclusion in the ignition temperature case (3).}

We have to work just a little more. We assumed in this case that there exists \( \mu > 0 \) such that (14) holds. We can choose \( \mu \leq \theta \). Let us now define \( \tau^\alpha \) and \( \nu^\alpha = u^\alpha(x_1 + \tau^\alpha, y) \) in such a way that

\[
\max_{\Sigma^-} \nu^\alpha = \max_{\overline{\Omega}} \nu^\alpha(0, \cdot) = \mu
\]

Up to extraction of some subsequence, we have \( \nu^\alpha \to v \) in \( W^{2,p}_{loc}(\Sigma) \) where \( v \) is solution of \( \Delta v - (c + \alpha(y))\partial_1 v + f(v) = 0 \) and \( \max_{\Sigma^-} v(0, \cdot) = \max_{\Sigma^-} v = \mu \). In \( \Sigma^- \), we have \( 0 \leq \nu^\alpha \leq \mu \), thus

\[
L^\nu v^\alpha := \partial_{i,j}^n(x_1 + \tau^\alpha, v^n, \nabla v^n)\partial_1 v^n - (c^n + \alpha(y))\partial_1 v^n + q^n(x_1 + \tau^\alpha, v^n, \nabla v^n) \cdot \nabla v^n \geq 0 \text{ in } \Sigma^-
\]

Besides, \( c^n \to c \geq c_0 \) and we know from [9] that \( \int_\Omega (c^0 + \alpha(y))dy > 0 \) (this comes from integration on \( \Sigma \) of the equation (4) satisfied by \( u_0 \)). Hence, there exists \( c' < c_0 \) and \( \epsilon > 0 \) such that \( \int_\Omega (c' + \alpha(y))dy > 0 \) and \( c^n \geq c' + \epsilon \) for \( n \) large enough. By § 3 of [9], there exists a function \( w' = e^{\lambda x_1} \Phi(y) \) solution of

\[
\Delta w' - (c' + \alpha(y))\partial_1 w' = 0 \text{ in } \Sigma, \quad \partial_\nu w' = 0 \text{ on } \partial \Sigma
\]
with \( \lambda' > 0 \) and \( \phi' > 0 \) on \( \overline{\omega} \). We can assume that \( \min_{\overline{\omega}} \phi' = 1 \). Let now prove that this function \( w' \) is a supersolution of \( L^n \) for \( n \) large enough. Indeed, after an easy calculation,

\[
L^n w' = e^{X'x_1} \left[ \sum_{i,j=2}^{N} (a^n_{ij}(\tau^n, v^n, \nabla v^n) - \delta_{ij}) \partial_i \partial_j \phi'(y) \\
+ \lambda' \sum_{j=2}^{N} (a^n_{1j}(\tau^n, v^n, \nabla v^n)) \partial_j \phi'(y) \\
+ \lambda' (a^n_{11}(\tau^n, v^n, \nabla v^n) - 1) \phi'(y) + \lambda' (c' - c^n) \phi'(y) \\
+ \lambda' (\delta^n_{11}(\tau^n, v^n, \nabla v^n)) \partial_j \phi'(y) \\
+ \lambda' \sum_{j=2}^{N} (\delta^n_{jj}(\tau^n, v^n, \nabla v^n)) \partial_j \phi'(y) \right] \\
= e^{X'x_1} \left[ S^n(x_1, y) + \lambda' (c' - c^n) \phi'(y) \right]
\]

The reals \( \epsilon, \lambda > 0 \) and the function \( \phi' \geq 1 \) are fixed. We have \( \lambda' (c' - c^n) \phi' \leq -\epsilon \lambda' < 0 \) and \( S^n \to 0 \) uniformly in \( \overline{\Sigma} \) as \( n \to \infty \). Hence, for \( n \) large enough, we have

\[ L^n w' \leq 0 \text{ in } \Sigma \]

For \( n \) large enough, the operators \( L^n \) are elliptic. Since \( v^n(\infty, \cdot) = 0 \) and \( v^n(0, \cdot) \leq \mu \), we finally deduce from the maximum principle and the Hopf lemma that

\[ v^n(x_1, y) \leq \mu e^{X'x_1} \phi'(y) \text{ in } \Sigma_- \]

At the limit \( n \to \infty \), we get

\[ v \leq \mu e^{X'x_1} \phi'(y) \text{ in } \Sigma_- \]

and we have already written

\[ \max_{\overline{\omega}} v(0, \cdot) = \mu \]

We can now argue as in part (e) and (f). If we compare \( v \) to some function \( v^\epsilon \) solution of \( \Delta v^\epsilon - (c^\epsilon + \alpha(\epsilon)) \partial_1 v^\epsilon + f^\epsilon(v^\epsilon) = 0 \) in \( \Sigma \), \( \partial_\nu v^\epsilon = 0 \) on \( \partial \Sigma \), \( v^\epsilon(\infty, \cdot) = 0 \), \( v^\epsilon(+\infty, \cdot) = 1 + \epsilon \), where \( f^\epsilon \geq f \) and \( f^\epsilon > 0 \) on \( (\theta, 1 + \epsilon) \), \( f^\epsilon = 0 \) on \( [0, \theta] \cup [1 + \epsilon] \), we get \( c \leq c^\epsilon \) by a sliding method. Since \( c^\epsilon \to c_0 \) as \( \epsilon \to 0 \), we deduce \( c \leq c_0 \) and finally

\[ c = c_0 \]

**Remark 4.1.** – Since the limit \( c_0 \) is unique, the whole sequence \( c^n \) goes to \( c_0 \) as \( n \to \infty \).
4.2. Convergence of $u^n$ to $u_{0,r}$ when $\int_{\Sigma^-} u^n$ is bounded, for ignition temperature case: proof of part b) of theorem 4

Let $f$ satisfy (2) and $g^n$ satisfy the assumption of uniform ignition temperature $\mu$ (15). Let $(c^n, u^n)$ be solution of (13), with moreover the normalization condition (16). From the previous section, we know that $c^n \to c_0$ as $n \to \infty$.

Let $x_n$ be the unique real such that

$$\max_{]-\infty, x_n[ \times \bar{\omega}} u^n = \max_{\bar{\omega}} u^n(x_n, \cdot) = \mu$$

Let $c' = c_0 - \epsilon$ such that $\int_{\omega} c' + \alpha(y) > 0$ and $w' = e^{\lambda' x_1} \phi'(y)$ solution of $\Delta w' - (c' + \alpha(y)) \partial_1 w' = 0$, $\partial_\omega w' = 0$ with $\lambda' > 0$ and $\phi' \geq 1$ in $\bar{\omega}$.

We can even choose $\lambda' > r$ since $\lambda' \to \lambda$ as $c' \to c$ from [9] (the reals $\lambda$ and $r$ are defined in section 2). As in the previous subsection, we have, for $n$ large enough,

$$u^n(x_1, y) \leq \mu e^{\lambda(x_1 - x_n)} \phi'(y) \quad \forall x_1 \leq x_n, \ y \in \bar{\omega} \quad (37)$$

From standard elliptic estimates, the functions $v^n(x_1, y) := u^n(x_1 + x_n, y)$ converge (at least for some subsequence) in $W^{2,p}_{loc}(\Sigma)$ to some function $v_\infty$ solution of

$$\Delta v_\infty - (c_0 + \alpha(y)) \partial_1 v_\infty + f(v_\infty) = 0 \text{ in } \Sigma \quad (38)$$

and

$$0 \leq v_\infty(x_1, y) \leq \mu e^{\lambda' x_1} \phi'(y) \text{ in } \Sigma^-$$

$$\max_{\bar{\omega}} v_\infty(0, \cdot) = \max_{\Sigma^-} v_\infty = \mu$$

As a consequence, as for (5), we have

$$v_\infty(x_1, y) = \gamma e^{\lambda x_1} \phi(y) + o(e^{\lambda x_1}) \text{ as } x_1 \to -\infty$$

$$u_0(x_1, y) = e^{\lambda x_1} \phi(y) + o(e^{\lambda x_1}) \text{ as } x_1 \to -\infty$$

If $v_\infty(+\infty, \cdot) = 1$, then $v_\infty = u_0^\rho$ for some $\rho \in \mathbb{R}$ from the uniqueness result of [9] recalled in section 2. In the other case, we infer $\limsup_{x_1 \to +\infty} v_\infty \leq \theta$ since $\int_{\Sigma} f(v_\infty) < +\infty$ (from integration of (38) on $\Sigma$ and the nonnegativity of $f$) and $\nabla v_\infty$ is bounded. Hence, we can still compare $u_0$ to the function
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with a sliding method and then conclude to a contradiction, using furthermore lemma 4.1 of [9].

Thus, the functions \((u^n)\)'s converge in \(W^2_{loc}(\Sigma)\) to the function \(u'_0\) for some \(\rho \in \mathbb{R}\). We now prove that the sequence \((x_n)\) is bounded. Otherwise, there exists a subsequence, that we rename \((x_n)\) such that \(x_n \to +\infty\) or \(x_n \to -\infty\). In the first case, we have from (37) and for \(n\) large enough such that \(x_n \geq 0\):

\[
u^n \leq \mu e^{-A'x_n} e^{A'x_1} \phi'(y) \text{ in } \Sigma_-
\]

Hence,

\[
\tau_n = \int_{\Sigma_-} u^n = O(e^{-A'x_n}) \text{ as } n \to \infty
\]

This is impossible since \(\tau_n \to \tau > 0\) as \(n \to \infty\).

In the case \(x_n \to -\infty\), we have, for any \(\gamma \in \mathbb{R}_+\),

\[
\tau_n = \int_{\Sigma_-} u^n \geq \int_{[x_n - \gamma, x_n + \gamma] \times \overline{\omega}} u^n \quad \text{ (for } n \text{ large enough)}
\]

But, \(\int_{[x_n - \gamma, x_n + \gamma] \times \overline{\omega}} u^n = \int_{[-\gamma, \gamma] \times \overline{\omega}} u^n \) go to \(\int_{[-\gamma, \gamma] \times \overline{\omega}} u'_0\) as \(n \to \infty\).

Hence \(\tau \geq \int_{[-\gamma, \gamma] \times \overline{\omega}} u'_0\) for any \(\rho \in \mathbb{R}_+\). This is impossible since \(\int_{[-\gamma, \gamma] \times \overline{\omega}} u'_0 \to +\infty\) as \(\gamma \to \infty\).

We then deduce that the sequence \((x_n)\) is bounded and finally that some subsequence of \((u^n)\) converges to the function \(u'_0\) for some \(\rho' \in \mathbb{R}\). Besides, we know that \(u'_0 = O(e^{A'x_1})\) as \(x_1 \to -\infty\) and there exists \(A \geq 0\) such that \(u^n \leq \mu e^{A(x_1 - A)} \phi(y)\) for \(n\) large enough and \(x_1 \leq A\).

Hence, by elementary arguments, the integrals \(\int_{\Sigma_-} u^n\) converge to \(\int_{\Sigma_-} u'_0\) as \(n \to \infty\). Thus \(\tau = \int_{\Sigma_-} u'_0\). In other words, \(\rho' = \rho(\tau)\) (the function \(\rho\) is defined in § 2) and \(u^n\) converge to \(u_0^{(\tau)} = u_{0,\tau}\) in \(W^2_{loc}\). This is true for the whole sequence \((u^n)\) by the uniqueness of the limit.

It only remains to prove that \(u^n \to u_{0,\tau}\) in \(D^{\rho(\tau)}\). Firstly, we have

\[
\sup_{(x_1, y) \in \overline{\Sigma}} |(1 + e^{-rx_1})(u^n - u_{0,\tau})| \to 0 \text{ as } n \to \infty,
\]

otherwise there exists \(\epsilon > 0\) and points \((x_n, y_n) \in \overline{\Sigma}\) such that

\[
|(1 + e^{-rx_n})(u^n(x_n, y_n) - u_{0,\tau}(x_n, y_n))| \geq \epsilon
\]
The sequence \( (x_n) \) is not bounded because of the convergence of \( u^n \) to \( u_{0,r} \) in \( W^{2,p}_{\text{loc}}(\Omega) \) for any \( p > 1 \).

If \( x_n \to -\infty \) (or at least some subsequence), then we have \( u_{0,r}(x_n, y_n) = O(e^{\lambda x_n}) \) and \( u^n(x_n, y_n) = O(e^{\lambda' x_n}) \) as \( n \to \infty \) from the remarks of the previous subsection. Since \( \lambda > r \) and we have chosen \( \lambda' > r \), we obtain a contradiction.

In the last case, we have \( x_n \to +\infty \) (at least for some subsequence). Since \( u_{0,r}(+\infty, \cdot) = 1 \), we have \( u^n(x_n, y_n) \leq 1 - \epsilon/2 \) for \( n \) large enough. We now define \( x'_n \geq x_n \) in such a way that \( \min_{[x'_n, +\infty] \times \overline{\omega}} u^n = \min_{\overline{\omega}} u^n(x'_n, \cdot) = 1 - \epsilon/2 \). We can choose \( \epsilon \) such that \( f(s) \geq -f'(1)/2 (1 - s) \) for \( 1 - \epsilon/2 \leq s \leq 1 \). As in the previous subsection, we have, for \( x_1 \geq x'_n \),

\[
\begin{align*}
&\quad \psi'(y) \geq 1 \text{ and } \psi(x_n, y) = e^{\mu x_n} \psi'(y) \text{ is solution of } \Delta \psi - (c'' + \alpha(y)) \partial_1 \psi + \frac{f'(1)}{2} \psi = 0, \partial_\nu \psi = 0 \text{ for some fixed } \nu > c. \\
&\text{The functions } v^n = u^n(x_n + x_1, y) \text{ go to some function } v \text{ solution of } \Delta v - (c_0 + \alpha(y)) \partial_1 v + f(v) = 0, \partial_\nu v = 0 \text{ and } v \geq 1 - \epsilon/2 e^{\mu x_1} \psi'(y) \text{ in } \Sigma^+, \min_{\overline{\omega}} v(0, \cdot) = 1 - \epsilon/2.
\end{align*}
\]

If \( \liminf_{x_1 \to -\infty} v(x_1, \cdot) > 0 \), then we conclude by a sliding method as in [9] (with lemma 4.1 of [9]) that \( v = u_0^\mu \) for some \( \mu \in \mathbb{R} \). Hence, we always have \( \liminf_{x_1 \to -\infty} v(x_1, \cdot) = 0 \). Then there exists \( \gamma \geq 0 \) and \( y_0 \in \overline{\omega} \) such that \( v(-\gamma, y_0) \leq 1/2 \min(\mu, \theta) \).

Let \( A \) such that \( u_{0,r} \geq (1 + \theta)/2 \) in \([A, A+1] \times \overline{\omega} \). For \( n \) large enough, we have then \( u^n \geq \theta \) in \([A, A+1] \times \overline{\omega} \), \( x_n' - \gamma > A + 1 \) and \( u^n(x_n' - \gamma, y_0) = u^n(\gamma, y_0) < \min(\mu, \theta) \). The set \( \Omega = (A + 1, x_n') \times \omega \cap \{u^n(x_1, y) < \min(\mu, \theta)\} \) is not empty and on \( \Omega \), we have \( M^n(u^n - \min(\mu, \theta)) \equiv 0 \) where \( M^n \) is an elliptic operator with no zero-order term. Besides, from the values of \( u^n \) at \( x_1 = x_n' \) or \( A + 1 \), \( u^n = \min(\mu, \theta) \) on \( \partial \Omega \). This is in contradiction with the maximum principle and ends the proof of (39).

The sequence \( z^n - u_{0,r} \) goes to 0 in \( B^0 \) and satisfies the equations

\[
\begin{align*}
a^n_{ij} \partial_{ij} z^n - (c^n + \alpha(y)) \partial_1 z^n + \varphi^n \cdot \nabla z^n \\
= (\delta_{ij} - a^n_{ij}) \partial_{ij} u_{0,r} + (c^n - c_0) \partial_1 u_{0,r} \\
- \varphi^n \cdot \nabla u_{0,r} + f(u_{0,r}) - f(u^n) - g^n(x_1, y, u^n, \nabla u^n)
\end{align*}
\]

From (15) and since \( u^n(x_1, y) \leq \mu e^{\lambda x_1} \phi'(y) \) where \( \lambda' > r \) for some \( A \geq 0 \) and for any \( n \) large enough (by the arguments above), the term \( g^n(x_1, y, u^n, \nabla u^n) \) go to 0 in \( B^0 \). Since \( f \) is lipschitz-continuous and \( \partial_{ij} u_{0,r}, \partial_1 u_{0,r} \in B^0 \), it finally comes from the standard elliptic estimates that \( \partial_1 z^n, \partial_{ij} z^n \) to 0 in \( B^0 \). Hence \( u^n \to u_{0,r} \) in \( D^p(\Omega) \) from the inequalities (8). This achieves the proof of part b) of theorem 4.
4.3. Convergence of \( u^n \) to \( u_0^{(h)} \) when \( \max_{\Sigma_-} u^n \) is bounded, for ignition temperature case:
proof of part c) of theorem 4

We now assume that \( \max_{\Sigma_-} u^n = h^n \to h \in (0, 1) \). We argue exactly as in the previous subsection and define in the same way \( x_n \) such that

\[
\max_{[-\infty, x_n] \times \overline{\omega}} u^n = \max_{\overline{\omega}} u^n(x_n, \cdot) = \mu
\]

The functions \( v^n = u^n(x_1, x_n, y) \) go to \( u_0^\rho \) for some \( \rho \in \mathbb{R} \).

If \( x_n \to -\infty \) (at least for some subsequence), then, for any \( \gamma \geq 0 \), we have

\[
\begin{align*}
    h^n &= \max_{\Sigma_-} u^n \geq \max_{[x_n - \gamma, x_n + \gamma] \times \overline{\omega}} u^n \text{ for } n \text{ large enough} \\
    &\to \max_{[-\gamma, \gamma] \times \overline{\omega}} u_0^\rho
\end{align*}
\]

Since \( u_0^\rho(+\infty, \cdot) = 1 \) and \( h^n \to h < 1 \), we obtain a contradiction. On the other side, if \( x_n \to +\infty \), then \( u^n \leq \mu e^{\lambda (x_1 - x_n)} \phi'(y) \) in \( \Sigma_- \) with \( \lambda' > 0 \), and this yields a contradiction.

Finally, the sequence \( (x_n) \) is bounded and we conclude in the same way as in the previous subsection.

5. CONCLUDING REMARKS AND OPEN QUESTIONS

All the results presented in this paper also hold if the term \( c + \alpha(y) \) is replaced by \( \beta(y, c) \), where \( \beta \) is of class \( C^{2,\delta}_\omega \) with respect to \( y \), increasing in \( c \) and \( \beta(y, c) \to \pm \infty \) as \( c \to \pm \infty \) (cf. [9]). For instance, in some models, \( \beta(y, c) = c\alpha(y) \) with \( \alpha > 0 \) on \( \overline{\omega} \).

We remarked that the functions \( u \) constructed in theorem 1-3 are not necessarily increasing in \( x_1 \) although they are close to some function \( u_0^\rho \) increasing in \( x_1 \). Nevertheless, in dimension 1, if \( f + g \) has a constant sign, then \( u \) is increasing from the maximum principle. In higher dimension, we cannot apply a sliding method as in [9] for the invariant case by translation, or in [14] when the coefficients are monotone in \( x_1 \). As a consequence, the question of stability of the solutions constructed for small \( (a - 1, \bar{q}, g) \) seems to be intricate.

If \( (a, \bar{q}, g) = (1, 0, 0) \), the set of solutions of (10) is \( \{(c_0, u_0, \tau) \in \mathbb{R}_+^4 \} \) which is a \( C^2 \) manifold in \( Y^0 \). For \( I \subset \mathbb{R}_+^4 \), \( \inf I > 0 \), if \( (a - 1, \bar{q}, g) \) is...
small enough, we proved that the set of solutions \((c, u)\) of (10) contains a \(C^1\) manifold \(\{ (c(\tau), u(\tau), \ \tau \in I \} \) (theorem 1), each \(u(\tau)\) being close to \(u_{0,\tau}\) and such that \(\int_{\Sigma^-} u(\tau) = \int_{\Sigma^-} u_{0,\tau} = \tau\). In theorem 3, we proved that for \((a - 1, \tilde{q}, g)\) small enough and for any \(\tau > 0\), there exists a solution \((c, u)\) of (10) such that \(\int_{\Sigma^-} u = \tau\). The final result would be to prove that the set of solutions of (10) is actually a \(C^1\) manifold, for small \((a - 1, \tilde{q}, g)\).

In [30], Xin proved the existence of solutions \((c, U)\) of

\[
(\nabla_y + \tilde{k}\partial_x)(A(y)(\nabla_y + \tilde{k}\partial_x)U) + \tilde{b}(y) \cdot (\nabla_y + \tilde{k}\partial_x)U + \epsilon \partial_s U + f(U) = 0 \text{ in } \mathbb{R} \times T
\]

for \(A(y), \tilde{b}(y)\) not necessarily close to \((Id, \tilde{0})\). By a method of continuation, he solved the same problem for \((A'(y), \tilde{b}'(y)) = (1 - t)(Id, \tilde{0}) + t(A(y), \tilde{b}(y))\). At any step \(t_0 \in [0, 1]\), there is a continuation because the linearized operator is invertible. This method does not work in our case because we have no a priori properties for the linearized operator around a solution of (10), due to the dependance of the coefficients of (10) on \(x_1\) (the equations investigated by Xin in [30] were invariant by translation in \(s\)).

We can nevertheless ask the question of the existence of solutions \((c, u)\) of (10) when \(\|(a - 1, \tilde{q}, g)\|\) increases. Are there any bifurcation phenomena, any non-existence results as for similar problems treated in [32] or [10] in periodic media? or transition between existence and non-existence according to the intensity of \(\|q\|\) like in counterflow flames models in [21]?

We mentioned in the introduction the existence of solutions of a system of two reaction-diffusion equations for Lewis numbers close to 1. Under additional assumptions, monotone solutions can be constructed for systems of reaction-diffusion ordinary differential equations. Because of the monotonicity, it could be interesting to investigate small perturbations of such systems.
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