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Abstract. — The Taylor expansion, which stems from Linear Logic and its differential extensions,

is an approximation framework for the λ-calculus (and many of its variants). The reduction of

the approximants of a λ-term induces a reduction on the λ-term itself, which enjoys a simulation

property: whenever a term reduces to another, the approximants reduce accordingly. In recent

work, we extended this result to an infinitary λ-calculus (namely, Λ001∞ ).

This short paper solves the question whether the converse property also holds: if the approxi-

mants of some term reduce to the approximants of another term, is there a β-reduction between

these terms?

This happens to be true for the λ-calculus, as we show, but our proof fails in the infinitary case.

We exhibit a counter-example, refuting the conservativity for Λ001∞ .
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Following the introduction of linear logic and quantitative semantics by Girard [Gir87;

Gir88], and the reformulation of the latter in terms of finiteness spaces by Ehrhard [Ehr05],

Ehrhard and Regnier introduced diffenrentiation in λ-calculus and in linear logic [ER03;

ER05]. This enabled them to consider a Taylor formula in the differential λ-calculus, that

they reformulated as an operation of Taylor expansionmapping λ-terms to infinite sums

of resource terms [ER08]. The latter are the terms of a “resource” λ-calculus, and can

be seen as the finitary multilinear approximants of λ-terms, so that each resource term

in the Taylor expansion of a λ-term gives a finite approximation of the computational

behaviour of this term.

This approximation enjoys a crucial commutation property: the normal form of the Tay-

lor expansion of a term is exactly the Taylor expansion of its Böhm tree [ER06]. This

theorem is the core feature of the Taylor approximation, and has been fruitfully ex-

ploited in several settings [BM20]. In the usual λ-calculus, it can even be refined into a

simulation property giving account not only of the normalisation of the λ-terms, but also

of their reduction: whenever 𝑀 ⟶∗𝛽 𝑁 , there is a reduction from the Taylor expansion

𝒯(𝑀) to 𝒯 (𝑁) [Vau17].
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In a previous work, the authors extended the Taylor expansion and its simulation prop-

erty to the case of an infinitary λ-calculus [CV22]. Infinitary λ-calculi were initially in-

troduced as metric completions of the λ-calculus, featuring possibly infinite terms and

reductions [Ken+97; Ber96]. In particular, the calculus known as Λ001∞ formalises the in-

tuition that a λ-term infinitely reduces to its Böhm tree [Bar77]; indeed, Böhm trees are

the normal forms in (an ajusted version of) this calculus. This setting was given a coin-

ductive presentation by the authors, relying on previous coinductive reformulations of

infinitary calculi [EP13; Cza14; Dal16], as well as a Taylor approximation using the usual,

finite resource calculus. As said, this approximation enjoys the following simulation

property:

Theorem [CV22, Th. 4.21]. Let 𝑀,𝑁 ∈ Λ001∞ be infinitary λ-terms.

If 𝑀 ⟶∞𝛽 𝑁 then 𝒯(𝑀) ⟶̃∗𝑟 𝒯(𝑁).

As a conclusion of that work, the authors suggested a conservativity conjecture, i.e. the

converse of the theorem above:

Conjecture [CV22, p. 39]. Let 𝑀,𝑁 ∈ Λ001∞ be infinitary λ-terms.

If 𝒯(𝑀) ⟶̃∗𝑟 𝒯(𝑁) then 𝑀 ⟶∞𝛽 𝑁 .

In this paper, we show that this conjecture is in fact false, and we provide a counterex-

ample. However, it holds in the finitary case, as Theorem 2.8 states.

1 The Taylor approximation in a nutshell

As exposed in the introduction, the Taylor expansion maps a λ-term to an infinite sum of

approximants, these approximants being resource λ-terms. In the following, we briefly

recall the definition of the resource calculus and the Taylor expansion of λ-terms. Our

setting is exactly the same as in [CV22], so we keep this part as synthetic as possible and

refer to our previous presentation for more details.

Notice that we work in a qualitative setting, meaning that we only consider unweighted

sums of approximants, as opposed to the quantitative, weighted setting that is often

considered [ER08; Vau17; Vau19].
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1.1 The resource calculus

The key idea of the resource calculus is that arguments of an application are consid-

ered as resources, meaning that they are used linearly. Thus, to allow an application to

consume its argument several times, it is not given a single argument (as in the usual

λ-calculus) but a “bag” of resources, as expressed in the definition below.

Definition 1.1 (resource λ-terms). The set Λ𝑟 of resource terms on a set of variables 𝒱 is

defined inductively by:

𝑠, 𝑡 , … ∈ Λ𝑟 ≔ 𝑥 ∈ 𝒱 | 𝜆𝑥.𝑠 | ⟨𝑠⟩ 𝑡
𝑡 , 𝑢, … ∈ Λ!𝑟 ≔ [𝑡1, … , 𝑡𝑛]

where [𝑡1, … , 𝑡𝑛] denotes a finite multiset of terms (the empty multiset is denoted by 1,
the union of multisets is denoted by 𝑡 ⋅ 𝑢).

Remark 1.2. Throughout this paper, we use the so-called Krivine notation and write the

applications ⟨𝑠⟩ 𝑡 . Similarly, applications in the λ-calculus will be denoted (𝑀)𝑁 . This

lets us write (𝑀)𝑁1 …𝑁𝑛 as a shorthand for (… ((𝑀)𝑁1) … )𝑁𝑛.

We also consider finite sums of resource terms. Formally, let (2, ∨, ∧) be the semi-ring of

boolean values, then 2⟨Λ(!)𝑟 ⟩ is the free 2-module generated by Λ(!)𝑟 . By construction, an

element of 2⟨Λ𝑟 ⟩ is nothing but a finite set of resource terms (resp. monomials), but we

find it more practical to stick to the additive notation: e.g., we will write 𝑠 + 𝑆 instead of

{𝑠} ∪ 𝑆, and we write 0 for the empty set.

In addition, the constructors of Λ(!)𝑟 are extended to 2⟨Λ(!)𝑟 ⟩ by linearity:

𝜆𝑥.∑
𝑖

𝑠𝑖 ≔ ∑
𝑖

𝜆𝑥.𝑠𝑖 ⟨∑
𝑖

𝑠𝑖⟩∑
𝑗

𝑡𝑗 ≔ ∑
𝑖,𝑗

⟨𝑠𝑖⟩ 𝑡𝑗 (∑
𝑖

𝑠𝑖) ⋅ (∑
𝑗

𝑡𝑗) ≔ ∑
𝑖,𝑗

𝑠𝑖 ⋅ 𝑡𝑗 .

Definition 1.3 (substitution of resource terms). If 𝑠 ∈ Λ𝑟 , 𝑥 ∈ 𝒱 and 𝑡 = [𝑡1, … , 𝑡𝑛] ∈ Λ!𝑟 , we

define:

𝑠⟨𝑡/𝑥⟩ ≔ {
∑
𝜎∈𝔖𝑛

𝑠[𝑡𝜎(𝑖)/𝑥𝑖] if deg𝑥(𝑠) = 𝑛

0 otherwise

where deg𝑥(𝑠) is the number of free occurrences of 𝑥 in 𝑠, 𝑥1, … , 𝑥𝑛 is an arbitrary enu-

meration of these occurrences, and 𝑠[𝑡𝜎(𝑖)/𝑥𝑖] is the term obtained by formally substitut-

ing 𝑡𝜎(𝑖) for the corresponding occurrence 𝑥𝑖, for each 𝑖 ∈ [1, 𝑛].

Definition 1.4 (resource reduction). The simple resource reduction ⟼𝑟 ⊂ Λ(!)𝑟 × 2⟨Λ(!)𝑟 ⟩ is

the smallest relation such that for every 𝑠, 𝑥 and 𝑡 , ⟨𝜆𝑥.𝑠⟩ 𝑡 ⟼𝑟 𝑠⟨𝑡/𝑥⟩ holds, and closed

under:
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𝑠 ⟼𝑟 𝑆
𝜆𝑥.𝑠 ⟼𝑟 𝜆𝑥.𝑆

𝑠 ⟼𝑟 𝑆
⟨𝑠⟩ 𝑡 ⟼𝑟 ⟨𝑆⟩ 𝑡

𝑡 ⟼𝑟 𝑇
⟨𝑠⟩ 𝑡 ⟼𝑟 ⟨𝑠⟩ 𝑇

𝑠 ⟼𝑟 𝑆
𝑠 ⋅ 𝑡 ⟼𝑟 𝑆 ⋅ 𝑡

This relation is extended to the resource reduction ⟶𝑟 ⊂ 2⟨Λ𝑟 ⟩ × 2⟨Λ𝑟 ⟩ by the rule:

𝑠0 ⟼𝑟 𝑇0 (𝑠𝑖 ⟼?𝑟 𝑇𝑖)
𝑛
𝑖=1

∑𝑛
𝑖=0 𝑠𝑖 ⟶𝑟 ∑𝑛

𝑖=0 𝑇𝑖

In particular, this reduction enjoys weak normalisation [CV22, Lem. 3.9] and a strong

confluence property [Vau19, Lem. 3.11].

1.2 The Taylor expansion

The Taylor expansion of a λ-term is a (possibly) infinite sum of resource terms. Since

our sums are unweighted, this boils down to an infinite set, but we will again describe

such sets with an additive formalism. More precisely, a set is written ∑𝑖∈𝐼 𝑠𝑖, union is

denoted by + and belonging to a set is denoted by ∈. Finite sets are assimilated to the

corresponding finite sum in 2⟨Λ𝑟 ⟩, so that the notation is unambiguous.

We define the Taylor expansion on the ordinary, finite λ-calculus Λ. However, let us

already stress that the Taylor expansion is exactly the same for the infinitary λ-calculus

Λ001∞ , even if the definition is more convoluted in that setting (see Definition 3.5).

Definition 1.5 (Taylor expansion). Given a λ-term 𝑀 ∈ Λ, its Taylor expansion 𝒯(𝑀) is

defined by induction by:

𝒯(𝑥) ≔ 𝑥 𝒯(𝜆𝑥.𝑀) ≔ ∑
𝑠∈𝒯(𝑀)

𝜆𝑥.𝑠 𝒯((𝑀)𝑁 ) ≔ ∑
𝑠∈𝒯(𝑀)
𝑡∈𝒯(𝑁 )!

⟨𝑠⟩ 𝑡

where, as in Definition 1.1,𝒯(𝑁)! denotes the set of finite multisets of elements of𝒯(𝑁).

We also want to reduce the Taylor expansion of a term. We are able to reduce finite sums

of resource terms via ⟶∗𝑟 , but we want to lift this reduction to infinite sums.

Definition 1.6. The reduction ⟶̃∗𝑟 ⊂ 𝒫 (Λ𝑟 ) × 𝒫 (Λ𝑟 ) is defined as follows: given 𝒮 ,𝒯 ∈
𝒫 (Λ𝑟 ), 𝒮 ⟶̃∗𝑟 𝒯 if 𝒯 = ∑𝑠∈𝒮 𝑇𝑠 and ∀𝑠 ∈ 𝒮 , 𝑠 ⟶∗𝑟 𝑇𝑠 .

This reduction is a variant of the reduction introduced by the first author [Vau17] for

the simulation of 𝛽-reduction through Taylor expansion. Notice that it is reflexive and

transitive [CV22, Lem. 3.15].
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2 Conservativity holds in the finitary case

2.1 Conservative extensions of a relation

As exposed in the introduction, ⟶̃∗𝑟 is able to simulate ⟶∗𝛽 via the Taylor expansion,

which amounts to say that 𝑀⟶∗𝛽𝑁 implies 𝒯(𝑀)⟶̃∗𝑟 𝒯(𝑁). In this part, we prove

the converse implication. We formulate this result as a conservativity property, in the

following sense.

Definition 2.1 (conservative extension). Let (𝐴,→𝐴) and (𝐵,→𝐵) be two abstract rewriting

systems. The latter is an extension of the former if:

1. there is an injection 𝑖 ∶ 𝐴 ↪ 𝐵, (inclusion)

2. ∀𝑎, 𝑎′ ∈ 𝐴, if 𝑎 →𝐴 𝑎′ then 𝑖(𝑎) →𝐵 𝑖(𝑎′), (simulation)

Furthermore, this extension is conservative if:

3. ∀𝑎, 𝑎′ ∈ 𝐴, if 𝑖(𝑎) →𝐵 𝑖(𝑎′) then 𝑎 →𝐴 𝑎′. (conservativity)

Notice that this definition is not the same as the stronger one chosen by the Terese [Ter03,

§ 1.1.6 and 1.3.21], which considers closed extensions and defines the conservativity of

→𝐵 wrt. →𝐴 as a property of the conversions =𝐴 and =𝐵 they generate. We prefer to

distinguish between a conservative extension of a reduction (“in the small world, the big

reduction reduces the same people to the same people”) and a conservative extension of

the corresponding conversion.

In our setting, we consider (𝒫 (Λ𝑟 ) , ⟶̃∗𝑟 ) as an extension of (Λ,⟶∗𝛽) through the in-

jection 𝒯(−). The conservativity property is exactly what we want to prove.

2.2 The “mashup” argument

We adapt a proof technique by Kerinec and the second author, who showed that the

algebraic λ-calculus is a conservative extension of the usual λ-calculus [KV23]. Their

proof relies on a relation ⊢, called mashup of β-reductions, relating λ-terms (from the

“small world”) to their algebraic reducts (in the “big world”). In our setting, 𝑀 ⊢ 𝑠 when

𝑠 is an approximant of a reduct of 𝑀 and ⊢̃ lifts this relation to sets of approximants.

Definition 2.2 (mashup relation). The mashup relation ⊢ ⊂ Λ × Λ𝑟 is defined inductively

by the following rules:
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𝑀 ⟶∗𝛽 𝑥
𝑀 ⊢ 𝑥

𝑀 ⟶∗𝛽 𝜆𝑥.𝑃 𝑃 ⊢ 𝑠
𝑀 ⊢ 𝜆𝑥.𝑠

𝑀 ⟶∗𝛽 (𝑃)𝑄 𝑃 ⊢ 𝑠 𝑄 ⊢! 𝑡
𝑀 ⊢ ⟨𝑠⟩ 𝑡

(𝑀 ⊢ 𝑡𝑖)𝑛𝑖=1
𝑀 ⊢! [𝑡1, … , 𝑡𝑛]

It is extended to ⊢̃ ∈ Λ × 𝒫 (Λ𝑟 ) by the following rule:

(𝑀 ⊢ 𝑠)𝑠∈𝒮
𝑀 ⊢̃ 𝒮

The proof follows the same path as in [KV23], involving the five lemmas (2.3 to 2.7) below.

Lemma 2.3. For all 𝑀 ∈ Λ, 𝑀 ⊢̃ 𝒯(𝑀).
Proof. Take any 𝑠 ∈ 𝒯(𝑀). By an immediate induction on 𝑠, 𝑀 ⊢ 𝑠 follows from the rules of

Definition 2.2 (where all the assumptions ⟶∗
𝛽 are just taken to be equalities). ⋄

Lemma 2.4. For all 𝑀,𝑁 ∈ Λ and 𝒮 ∈ 𝒫 (Λ𝑟 ), if 𝑀 ⟶∗𝛽 𝑁 and 𝑁 ⊢̃ 𝒮 then 𝑀 ⊢̃ 𝒮 .

Proof. Take any 𝑠 ∈ 𝒮 , then 𝑁 ⊢ 𝑠. By an immediate induction on 𝑠, 𝑀 ⊢ 𝑠 follows from

the rules of Definition 2.2 (where the assumptions 𝑀 ⟶∗
𝛽 … follow from the corresponding

𝑀 ⟶∗
𝛽 𝑁 ⟶∗

𝛽 … ). ⋄

Lemma 2.5. For all 𝑀,𝑁 ∈ Λ, 𝑥 ∈ 𝒱 , 𝑠 ∈ Λ𝑟 and 𝑡 ∈ Λ!𝑟 , if 𝑀 ⊢ 𝑠 and 𝑁 ⊢! 𝑡 then
∀𝑠′ ∈ 𝑠⟨𝑡/𝑥⟩ , 𝑀[𝑁/𝑥] ⊢ 𝑠′.

Proof. Assume 𝑀 and 𝑁 are given and show the following equivalent result by induction on

𝑠: if 𝑀 ⊢ 𝑠 then for all 𝑡 such that 𝑁 ⊢! 𝑡 and for all 𝑠′ ∈ 𝑠⟨𝑡/𝑥⟩, 𝑀[𝑁/𝑥] ⊢ 𝑠′.
▶ If 𝑠 = 𝑥 , then 𝑡 = [𝑡1] and 𝑠′ = 𝑡1. Since 𝑀 ⊢ 𝑥 and 𝑁 ⊢! [𝑡1], we have 𝑀 ⟶∗

𝛽 𝑥 and

we obtain 𝑀[𝑁/𝑥] ⟶∗
𝛽 𝑁 ⊢ 𝑡1 = 𝑠′.

▶ If 𝑠 = 𝑦 ≠ 𝑥 , then 𝑡 = 1 and 𝑠′ = 𝑦 . Since 𝑀 ⊢ 𝑦 , we have 𝑀 ⟶∗
𝛽 𝑦 and we obtain

𝑀[𝑁/𝑥] ⟶∗
𝛽 𝑦 hence 𝑀[𝑁/𝑥] ⊢ 𝑦 .

▶ If 𝑠 = 𝜆𝑥.𝑢, then 𝑠′ ∈ 𝜆𝑥.𝑢⟨𝑡/𝑥⟩, that is 𝑠′ = 𝜆𝑥.𝑢′ for some 𝑢′ ∈ 𝑢⟨𝑡/𝑥⟩. Since 𝑀 ⊢
𝜆𝑥.𝑢, there is some 𝑀 ⟶∗

𝛽 𝜆𝑥.𝑃 with 𝑃 ⊢ 𝑢. By induction hypothesis, 𝑃[𝑁/𝑥] ⊢ 𝑢′.
Hence 𝑀[𝑁/𝑥] ⟶∗

𝛽 𝜆𝑥.𝑃[𝑁/𝑥] and 𝑃[𝑁/𝑥] ⊢ 𝑢′, so 𝑀[𝑁/𝑥] ⊢ 𝜆𝑥.𝑢′.
▶ If 𝑠 = ⟨𝑢⟩ 𝑣 with 𝑣 = [𝑣1, … , 𝑣𝑛], then 𝑠′ = ⟨𝑢′⟩ 𝑣′ with 𝑢′ ∈ 𝑢⟨𝑡0/𝑥⟩, 𝑣′ = [𝑣′1, … , 𝑣′𝑛]

and 𝑣′𝑖 ∈ 𝑣𝑖⟨𝑡 𝑖/𝑥⟩ for 𝑖 ∈ [1, 𝑛], so that 𝑡 = 𝑡0 ⋅ 𝑡1 ⋅ … ⋅ 𝑡𝑛, Since 𝑀 ⊢ ⟨𝑢⟩ 𝑣 , there is some

𝑀 ⟶∗
𝛽 (𝑃)𝑄 with 𝑃 ⊢ 𝑢 and 𝑄 ⊢! 𝑣 .

Since 𝑁 ⊢ 𝑡 , we also have 𝑁 ⊢ 𝑡 𝑖 for each 𝑖 ∈ [0, 𝑛]. By induction hypothesis, we

obtain 𝑃[𝑁/𝑥] ⊢ 𝑢′ and 𝑄[𝑁/𝑥] ⊢ 𝑣′𝑖 for each 𝑖 ∈ [1, 𝑛].
Hence 𝑀[𝑁/𝑥] ⟶∗

𝛽 (𝑃[𝑁/𝑥]) 𝑄[𝑁/𝑥] with 𝑃[𝑁/𝑥] ⊢ 𝑢′ and 𝑄[𝑁/𝑥] ⊢! 𝑣′, so
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finally 𝑀[𝑁/𝑥] ⊢ ⟨𝑢′⟩ 𝑣′. ⋄

Lemma 2.6. For all 𝑀 ∈ Λ and 𝒮 ,𝒯 ∈ 𝒫 (Λ𝑟 ), if 𝑀 ⊢̃ 𝒮 and 𝒮 ⟶̃∗𝑟 𝒯 then 𝑀 ⊢̃ 𝒯 .

Proof. We define a reduction ⟼⇀𝑟 ∈ Λ𝑟 × Λ𝑟 by setting 𝑠 ⟼⇀𝑟 𝑡 whenever 𝑠 ⟼𝑟 𝑇 and 𝑡 ∈ 𝑇 .
As a sub-lemma, let us show that for all 𝑀 ∈ Λ and 𝑠, 𝑡 ∈ Λ𝑟 , 𝑀 ⊢ 𝑠 ⟼⇀𝑟 𝑡 implies 𝑀 ⊢ 𝑡 .
We do so by induction on 𝑠 ⟼𝑟 𝑡 . When 𝑠 = ⟨𝜆𝑥.𝑢⟩ 𝑣 is a redex, there exists a derivation:

𝑀 ⟶∗
𝛽 (𝑃)𝑄

𝑃 ⟶∗
𝛽 𝜆𝑥.𝑃 ′ 𝑃 ′ ⊢ 𝑢
𝑃 ⊢ 𝜆𝑥.𝑢 𝑄 ⊢! 𝑣

𝑀 ⊢ ⟨𝜆𝑥.𝑢⟩ 𝑣

We apply Lemma 2.5 with 𝑃 ′ ⊢ 𝑢, 𝑄 ⊢! 𝑣 and 𝑡 ∈ 𝑢⟨𝑣/𝑥⟩, hence 𝑃 ′[𝑄/𝑥] ⊢ 𝑡 . Finally, since
𝑀 ⟶∗

𝛽 (𝜆𝑥.𝑃 ′)𝑄 ⟶𝛽 𝑃 ′[𝑄/𝑥], we concude by Lemma 2.4. The other cases of the induction

follow immediately by lifting to the context.

Now, take 𝑡 ∈ 𝒯 . There are a term 𝑠 ∈ 𝒮 and a finite sum 𝑇 ⊂ 𝒯 such that 𝑡 ∈ 𝑇 and 𝑠 ⟶∗𝑟 𝑇 .
By an immediate induction on the length of this reduction, 𝑠 ⟼⇀∗𝑟 𝑡 . By the sub-lemma we

just proved, 𝑀 ⊢ 𝑡 . ⋄

Lemma 2.7. For all 𝑀,𝑁 ∈ Λ, if 𝑀 ⊢̃ 𝒯(𝑁 ) then 𝑀 ⟶∗𝛽 𝑁 .

Proof. Consider the canonical injection ⌊−⌋ ∶ Λ → Λ𝑟 defined by:

⌊𝑥⌋ ≔ 𝑥 ⌊𝜆𝑥.𝑃⌋ ≔ 𝜆𝑥. ⌊𝑃⌋ ⌊(𝑃)𝑄⌋ ≔ ⟨⌊𝑃⌋⟩ [⌊𝑄⌋]

and such that for all 𝑁 ∈ Λ, ⌊𝑁 ⌋ ∈ 𝒯(𝑁 ). If 𝑀 ⊢̃ 𝒯(𝑁 ), then in particular 𝑀 ⊢ ⌊𝑁⌋. We

proceed by induction on 𝑁 :

▶ If 𝑁 = 𝑥 , then 𝑀 ⊢ 𝑥 so 𝑀 ⟶∗
𝛽 𝑥 by definition.

▶ If 𝑁 = 𝜆𝑥.𝑃 ′, then 𝑀 ⊢ 𝜆𝑥. ⌊𝑃 ′⌋, i.e. there is a 𝑃 ∈ Λ such that 𝑀 ⟶∗
𝛽 𝜆𝑥.𝑃 and

𝑃 ⊢ ⌊𝑃 ′⌋. By induction, 𝑃 ⟶∗
𝛽 𝑃 ′, thus 𝑀 ⟶∗

𝛽 𝜆𝑥.𝑃 ′ = 𝑁 .

▶ If 𝑁 = (𝑃 ′)𝑄′, then 𝑀 ⊢ ⟨⌊𝑃 ′⌋⟩ [⌊𝑄′⌋] i.e. there are 𝑃, 𝑄 ∈ Λ such that 𝑀 ⟶∗
𝛽 (𝑃)𝑄,

𝑃 ⊢ ⌊𝑃 ′⌋ and 𝑄 ⊢! [⌊𝑄′⌋]. By induction, 𝑃 ⟶∗
𝛽 𝑃 ′ and 𝑄 ⟶∗

𝛽 𝑄′, thus 𝑀 ⟶∗
𝛽

(𝑃 ′)𝑄′ = 𝑁 . ⋄

Finally, the conclusion is straightforward from the lemmas.

Theorem 2.8 (conservativity). For all 𝑀,𝑁 ∈ Λ, if 𝒯(𝑀) ⟶̃∗𝑟 𝒯(𝑁) then 𝑀 ⟶∗𝛽 𝑁 .

Proof. By Lemma 2.3 we have 𝑀 ⊢̃ 𝒯(𝑀), and by assumption 𝒯(𝑀) ⟶̃∗𝑟 𝒯(𝑁) so by

Lemma 2.6 𝑀 ⊢̃ 𝒯(𝑁 ). We can conlude with Lemma 2.7. ⋄
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3 Conservativity fails in the 001-infinitary case

The previous theorem was arguably expected, since the Taylor approximation of the λ-

calculus has excellent properties: in particular, a single (well-chosen) term ⌊𝑀⌋ ∈ 𝒯(𝑀)
is enough to characterise 𝑀 , and a single (again, well-chosen) sequence of resource

reducts of some 𝑠 ∈ 𝒯(𝑀) suffices to characterise any sequence 𝑀 ⟶∗𝛽 𝑁 . These

properties are not true any more when considering more complicated settings, like an

infinitary λ-calculus: for instance, 𝑀 ∈ Λ001∞ is not characterised by a single approxi-

mant, but by a sequence of approximants [see CV22, Lem. 5.29].

This is enough not only to make the “mashup” proof technique fail, but even to make the

extension of Theorem 2.8 toΛ001∞ false — aswewill show by exhibiting a counterexample,

the “Accordion” λ-term.

3.1 An overview of Λ001∞

Let us start by providing a brief description of our setting. The definitions are exactly

the same as in our previous work [CV22], so we refer to it for further details.

Basically, infinitary λ-calculi feature:

▶ possibly infinite λ-terms, meaning that they may have an infinite depth — this was

initially presented as a metric completion of Λ [Ken+97];

▶ possibly infinite β-reduction between these terms, provided a condition of strict

Cauchy convergence is fulfilled: an infinite reduction is valid only if the depth of

the fired redexes tends to the infinity.

The full infinitary λ-calculus is calledΛ111∞ ; in our setting, Λ001∞ , we add the constraint the

“depth” increases only when crossing the right side of an application, meaning that the

only infinite branches in the terms cross infinitely many times right sides of applications.

Let us write this formally. Here we use a coinductive definition inspired by [Dal16]; for

more details on this setting, see again [CV22]. We will manipulate coinduction in a very

light and allusive style, so the unaccustomed reader might want to have a look to some

introduction to this formalism [KS17; Cza19].

Definition 3.1 (001-infinitary terms). The set Λ∞ of all infinitary λ-terms is defined coin-

ductively by:

𝑀,𝑁 ,… ∈ Λ∞ ≔ 𝑥 ∈ 𝒱 | 𝜆𝑥.𝑀 | (𝑀)𝑁
Λ001∞ is the set of all 𝑀 ∈ Λ∞ such that 𝑀 can be coinductively derived in the following

system:
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𝑥
𝑀

𝜆𝑥.𝑀
𝑀 ▷𝑁
(𝑀)𝑁

𝑀
▷𝑀

where the simple-bar rules are inductive, and the double-bar rule is coinductive (i.e.

infinite derivations must cross this rule infinitely often).

Implicitely, we consider the terms in Λ001∞ up to α-equivalence. Notice that this raises

some issues, but we do not address them here for the sake of brevity.

Example 3.2. For any 𝑀,𝑁 ∈ Λ001∞ , we define (𝑀)𝑛𝑁 ≔
𝑛 times

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞(𝑀)… (𝑀)𝑁 . This notation

extends to (𝑀)∞ ≔ (𝑀)(𝑀)… , which is a well-defined term in Λ001∞ :

...
𝑀

(𝑀)∞
▷(𝑀)∞

(𝑀)∞ = (𝑀)(𝑀)∞

Substitution and β-reduction are defined on Λ001∞ “as usual”, meaning that their effect is

exactly the same as in the finitary setting — but the definitions are of course coinductive.

In particular, if 𝑀,𝑁 ∈ Λ, the notation 𝑀 ⟶𝛽 𝑁 is unambiguous. This leads us to the

definition of the infinitary β-reduction.

Definition 3.3 (001-infinitary reduction). The infinitary reduction ⟶∞𝛽 is defined on Λ001∞
by the following mixed formal system:

𝑀 ⟶∗𝛽 𝑥
𝑀 ⟶∞𝛽 𝑥

𝑀 ⟶∗𝛽 𝜆𝑥.𝑃 𝑃 ⟶∞𝛽 𝑃 ′

𝑀 ⟶∞𝛽 𝜆𝑥.𝑃 ′

𝑀 ⟶∗𝛽 (𝑃)𝑄 𝑃 ⟶∞𝛽 𝑃 ′ ▷𝑄 ⟶∞𝛽 𝑄′

𝑀 ⟶∞𝛽 (𝑃 ′)𝑄′
𝑀 ⟶∞𝛽 𝑀′

▷𝑀 ⟶∞𝛽 𝑀′

This reduction is reflexive and transitive.

Example 3.4 (fix-point combinator). Thewell-known𝐘 ≔ 𝜆𝑓 . (𝜆𝑥.(𝑓 )(𝑥)𝑥) 𝜆𝑥.(𝑓 )(𝑥)𝑥 ver-

ifies, as expected, (𝐘)𝑀 ⟶∞𝛽 (𝑀)∞ for any 𝑀 ∈ Λ001∞ .

We finish by recalling how the Taylor approximation is extended to Λ001∞ . The target of

the Taylor expansion is still the same resource calculus, and it acts exactly as in Def-

inition 1.5; however it cannot be defined by structural induction any more, hence the

following redefinition.
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Definition 3.5 (Taylor expansion). The relation ⋉ of Taylor approximation is inductively

defined on Λ𝑟 × Λ001∞ by:

𝑥 ⋉ 𝑥
𝑠 ⋉ 𝑀

𝜆𝑥.𝑠 ⋉ 𝜆𝑥.𝑀
𝑠 ⋉ 𝑀 𝑡 ⋉! 𝑁
⟨𝑠⟩ 𝑡 ⋉ (𝑀)𝑁

(𝑡𝑖 ⋉ 𝑀)𝑛𝑖=1
[𝑡1, … , 𝑡𝑛] ⋉! 𝑀

The Taylor expansion of a term 𝑀 ∈ Λ001∞ is the set 𝒯(𝑀) ≔ ∑𝑠⋉𝑀 𝑠.

3.2 Failure of the “mashup” proof technique

In our infinitary λ-calculus, the proof of section 2.2 fails. Let us describe where we hit an

obstacle, which will make clearer the way we build a counterexample in the next section.

First, it is not obvious what the mashup relation should be: we could just use the same

relation ⊢ as in Definition 2.2, or define an infinitary mashup ⊢∞ by:

𝑀 ⟶∞𝛽 𝑥
𝑀 ⊢∞ 𝑥

𝑀 ⟶∞𝛽 𝜆𝑥.𝑃 𝑃 ⊢∞ 𝑠
𝑀 ⊢∞ 𝜆𝑥.𝑠

𝑀 ⟶∞𝛽 (𝑃)𝑄 𝑃 ⊢∞ 𝑠 𝑄 ⊢!∞ 𝑡
𝑀 ⊢∞ ⟨𝑠⟩ 𝑡

(𝑀 ⊢∞ 𝑡𝑖)𝑛𝑖=1
𝑀 ⊢!∞ [𝑡1, … , 𝑡𝑛]

and extend it to ⊢̃∞ accordingly. In fact, this happens to define the same relation.

Lemma 3.6. For all 𝑀 ∈ Λ001∞ and 𝑠 ∈ Λ𝑟 , 𝑀 ⊢∞ 𝑠 iff 𝑀 ⊢ 𝑠.
Proof. Since ⟶∗

𝛽 ⊂ ⟶∞
𝛽 , the inclusion ⊢ ⊆ ⊢∞ is immediate. Let us show the converse.

First, observe that the proof of Lemma 2.4 can be easily extended to show the following: for

any 𝑀,𝑁 ∈ Λ001∞ and 𝑠 ∈ Λ𝑟 , if 𝑀 ⟶∞
𝛽 𝑁 ⊢∞ 𝑠 then 𝑀 ⊢∞ 𝑠.

Then we proceed by induction on 𝑠.
▶ If 𝑀 ⊢∞ 𝑥 , then 𝑀 ⟶∞

𝛽 𝑥 , i.e. 𝑀 ⟶∗
𝛽 𝑥 , and finally 𝑀 ⊢ 𝑥 .

▶ If 𝑀 ⊢∞ 𝜆𝑥.𝑢, then there is a derivation:

𝑀 ⟶∗
𝛽 𝜆𝑥.𝑃 𝑃 ⟶∞

𝛽 𝑃 ′

𝑀 ⟶∞
𝛽 𝜆𝑥.𝑃 ′ 𝑃 ′ ⊢∞ 𝑢

𝑀 ⊢∞ 𝜆𝑥.𝑢

Since 𝑃 ⟶∞
𝛽 𝑃 ′ ⊢∞ 𝑢, we have 𝑃 ⊢∞ 𝑢, and by induction on 𝑢 we obtain 𝑃 ⊢ 𝑢. With

𝑀 ⟶∗
𝛽 𝜆𝑥.𝑃 , this yields 𝑀 ⊢ 𝜆𝑥.𝑢.

▶ If 𝑀 ⊢∞ ⟨𝑢⟩ 𝑣 , then similarly there are 𝑃, 𝑃 ′, 𝑄, 𝑄′ ∈ Λ001∞ such that 𝑀 ⟶∗
𝛽 (𝑃)𝑄,

𝑃 ⟶∞
𝛽 𝑃 ′ ⊢∞ 𝑢 and 𝑄 ⟶∞

𝛽 𝑄′ ⊢!∞ 𝑣 . We deduce 𝑃 ⊢∞ 𝑠 and 𝑄 ⊢!∞ 𝑣 , and by induction

on 𝑢 and on the 𝑣𝑖 we obtain 𝑃 ⊢ 𝑢 and 𝑄 ⊢! 𝑣 , which leads to 𝑀 ⊢ ⟨𝑢⟩ 𝑣 . ⋄
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As a consequence, Lemmas 2.3 to 2.6, can be easily extended to Λ001∞ : we have already

stated that the proof of Lemma 2.4 is easily adapted to ⟶∞𝛽 , and the proofs of the other

lemmas are all by induction on resource terms or on some inductively defined relation.

We obtain proofs for ⊢ extended to Λ001∞ , thus for ⊢∞ thanks to Lemma 3.6.

The failure of the infinitary “mashup” proof occurs in the extension of the proof of

Lemma 2.7. Indeed, this proof crucially relies on the existence of an injection ⌊−⌋ ∶
Λ → Λ𝑟 , whereas for Λ001∞ there is only the counterpart ⌊−⌋− ∶ Λ001∞ × ℕ → Λ𝑟 defined
by:

⌊𝑥⌋𝑑 ≔ 𝑥 ⌊𝜆𝑥.𝑃⌋𝑑 ≔ 𝜆𝑥. ⌊𝑃⌋𝑑 ⌊(𝑃)𝑄⌋0 ≔ ⟨⌊𝑃⌋0⟩ [] ⌊(𝑃)𝑄⌋𝑑+1 ≔ ⟨⌊𝑄⌋𝑑+1⟩ [⌊𝑄⌋𝑑]

Now, if we suppose that𝑀 ⊢̃ 𝒯(𝑁 ) andwewant to show that𝑀 ⟶∞𝛽 𝑁 , we cannot rely

any more on the fact that 𝑀 ⊢ ⌊𝑁⌋, but on the fact that ∀𝑑 ∈ ℕ, 𝑀 ⊢ ⌊𝑁 ⌋𝑑 . This makes

the induction fail. For instance, for the case of the abstraction, we obtain a 𝑑-indexed
sequence of derivations:

𝑀 ⟶∗𝛽 𝜆𝑥.𝑃𝑑 𝑃𝑑 ⊢ ⌊𝑃 ′⌋𝑑
𝑀 ⊢ ⌊𝑁⌋𝑑 = ⌊𝜆𝑥.𝑃 ′⌋𝑑

but nothing tells us that the terms 𝑃𝑑 and reductions 𝑀 ⟶∗𝛽 𝜆𝑥.𝑃𝑑 are coherent!

This failure is what enables us to design a counterexample: there exist terms 𝐀 and �̄�
such that 𝐀 ⊢̃ 𝒯(�̄�), but such that there is no reduction 𝐀 ⟶∞𝛽 �̄�.

3.3 A counterexample: the Accordion term

In this last part, we define 𝐀 and �̄� and show that they form counterexample not only to

the infinitary counterpart of Lemma 2.7, but also to the infinitary version of Theorem 2.8:

𝒯(𝐀) ⟶̃∗𝑟 𝒯(�̄�), but there is no infinitary reduction 𝐀 ⟶∞𝛽 �̄�.

Notation 3.7. We denote as follows the usual representation of booleans, an “applicator”

construction ⟨−⟩, and the Church encodings of integers and of the successor function:

𝐭 ≔ 𝜆𝑥.𝜆𝑦.𝑥 𝐟 ≔ 𝜆𝑥.𝜆𝑦.𝑦 ⟨𝑀⟩ ≔ 𝜆𝑏.(𝑏)𝑀
𝑛 ≔ 𝜆𝑓 .𝜆𝑥.(𝑓 )𝑛𝑥 succ ≔ 𝜆𝑛.𝜆𝑓 .𝜆𝑥.(𝑛) 𝑓 (𝑓 )𝑥

Definition 3.8 (the Accordion). The Accordion term is defined as 𝐀 ≔ (𝑃)0, where:

𝑃 ≔ (𝐘) 𝜆𝜙.𝜆𝑛. (⟨𝐭⟩) ((𝑛) ⟨𝐟⟩) 𝑄𝜙,𝑛
𝑄𝜙,𝑛 ≔ (𝐘) 𝜆𝜓 .𝜆𝑏. ((𝑏)(𝜙)(succ)𝑛) 𝜓

We also define �̄� ≔ (⟨𝐭⟩) (⟨𝐟⟩)∞.
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Let us show how this term behaves (and why we named it the Accordion). There exist

terms 𝑃″ and 𝑄𝑛 (for all 𝑛 ∈ ℕ) such that the following reductions hold:

𝐀 ⟶∗𝛽 @

𝑃″ 0

⟶∗𝛽 @

⟨𝐭⟩ 𝑄0

⟶∗𝛽 @

𝑃″ 1

⟶∗𝛽 @

⟨𝐭⟩ @

⟨𝐟⟩ 𝑄1

⟶∗𝛽 @

𝑃″ 𝑛

⟶∗𝛽 @

⟨𝐭⟩ @

⟨𝐟⟩ @

⟨𝐟⟩

@

⟨𝐟⟩ 𝑄𝑛

This means that:

1. for any 𝑑 ∈ ℕ, 𝐀 reduces to terms 𝐀𝑑 that are similar to �̄� up to depth 𝑑 (and, as

a consequence, any finite approximant of �̄� if a reduct of approximants of 𝐀);

2. but this is not a valid infinitary reduction because we need to reduce a redex at

depth 0 to obtain 𝐀𝑑 ⟶∗𝛽 𝐀𝑑+1 (so the depth of the reduced redexes does not tend

to the infinity).

This dynamics (the term 𝐀 is “stretched” and “compressed” over and over) justifies the

name “Accordion”.

Showing item 1 is easy and will be done directly in the proof of Theorem 3.12; to show

item 2, we first prove some technical lemmas. These crucially rely on the following

well-known factorization property [see Bar84, Lem. 11.4.6 for details].

Lemma 3.9. For all 𝑀,𝑁 ∈ Λ, if 𝑀 ⟶∗𝛽 𝑁 then there exists an 𝑀′ ∈ Λ such that 𝑀 ⟶∗ℎ
𝑀′ ⟶∗𝑖 𝑁 , where ⟶ℎ and ⟶𝑖 denote head and internal β-reductions.

In the following, we use some abbreviations:

𝑃 ′ ≔ 𝜆𝜙.𝜆𝑛. (⟨𝐭⟩) ((𝑛) ⟨𝐟⟩) 𝑄𝜙,𝑛 𝑃″ ≔ (𝜆𝑥. (𝑃 ′)(𝑥)𝑥) 𝜆𝑥.(𝑃 ′)(𝑥)𝑥
𝑄𝑛 ≔ 𝑄𝑃″,(succ)𝑛0 𝑄′𝑛 ≔ 𝜆𝜓 .𝜆𝑏. ((𝑏)(𝑃″)(succ)𝑛+10) 𝜓
𝑄″𝑛 ≔ (𝜆𝑥.(𝑄′𝑛)(𝑥)𝑥) 𝜆𝑥.(𝑄′𝑛)(𝑥)𝑥

Notice that these 𝑄𝑛 are slightly different from those in the example reduction written

above, but they play the same role.

Lemma 3.10. For all 𝑘 ∈ ℕ, 𝑛 ∈ ℕ and 𝑀 ∈ Λ, there is no reduction:

(⟨𝐟⟩)𝑘 𝑄𝑛 ⟶∗𝛽 (⟨𝐟⟩)𝑘+1𝑀.
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Proof. We proceed by induction on 𝑘.
First, take 𝑘 = 0 and suppose there is a reduction 𝑄𝑛 ⟶∗

𝛽 (⟨𝐟⟩)𝑀 . By Lemma 3.9, there

are 𝑅, 𝑅′ ∈ Λ such that 𝑄𝑛 ⟶∗
ℎ (𝜆𝑏.𝑅)𝑅′ ⟶∗𝑖 (⟨𝐟⟩)𝑀 = (𝜆𝑏.(𝑏)𝐟)𝑀 . An exhaustive head

reduction of 𝑄𝑛 gives the possible values of 𝑅 and 𝑅′:

𝑄𝑛 = (𝐘)𝑄′𝑛

⟶ℎ (𝜆𝑥.(𝑄′𝑛)(𝑥)𝑥) 𝜆𝑥.(𝑄′𝑛)(𝑥)𝑥
⟶ℎ (𝜆𝜓 .𝜆𝑏. ((𝑏)(𝑃″)(succ)𝑛+10) 𝜓) 𝑄″𝑛

⟶ℎ 𝜆𝑏. ((𝑏)(𝑃″)(succ)𝑛+10) 𝑄″𝑛 ,

the last reduct being in head normal form, which leaves only the first three possibilities. In

any of those three cases, 𝑅 ⟶∗
𝛽 (𝑏)𝐟 (modulo renaming of 𝑏 by α-conversion) is impossible

by immediate arguments, so that (𝜆𝑏.𝑅)𝑅′ ⟶∗𝑖 (⟨𝐟⟩)𝑀 cannot hold.

If 𝑘 ⩾ 1, let us again suppose that there is a reduction (⟨𝐟⟩)𝑘 𝑄𝑛 ⟶∗
𝛽 (⟨𝐟⟩)𝑘+1𝑀 . Lemma 3.9

states that there are 𝑅, 𝑅′ ∈ Λ such that (⟨𝐟⟩)𝑘 𝑄𝑛 ⟶∗
ℎ (𝜆𝑏.𝑅)𝑅′ ⟶∗𝑖 (𝜆𝑏.(𝑏)𝐟)(⟨𝐟⟩)𝑘𝑀 . An

exhaustive head reduction of (⟨𝐟⟩)𝑘 𝑄𝑛 gives the possible values of 𝑅 and 𝑅′ (we write only the

reduction steps corresponding to the well-formed reducts — see the details in the appendix,

page 19, steps 11 and following):

(⟨𝐟⟩)𝑘 𝑄𝑛 = (𝜆𝑏.(𝑏)𝐟) (⟨𝐟⟩)𝑘−1 𝑄𝑛

⟶∗
ℎ (𝜆𝑏. ((𝑏)(𝑃″)(succ)𝑛+10) 𝑄″𝑛 ) 𝐟

⟶∗
ℎ (𝜆𝑦.𝑦)𝑄″𝑛

⟶ℎ 𝑄″𝑛

In the first case, a reduction (𝜆𝑏.(𝑏)𝐟) (⟨𝐟⟩)𝑘−1 𝑄𝑛 ⟶∗𝑖 (𝜆𝑏.(𝑏)𝐟)(⟨𝐟⟩)𝑘𝑀 is impossible because

it would imply that (⟨𝐟⟩)𝑘−1 𝑄𝑛 ⟶∗
𝛽 (⟨𝐟⟩)𝑘𝑀 , which is impossible by induction. The second

and third cases are impossible by immediate arguments; the fourth case has already been

explored (𝑄″𝑛 is exactly the term from the second line of the reduction of 𝑄𝑛 above). ⋄

Lemma 3.11. For all 𝑛 ∈ ℕ, 𝑘 ∈ [0, 𝑛] and 𝑀 ∈ Λ, there is no reduction:

(succ)𝑛−𝑘 0 ⟨𝐟⟩ (⟨𝐟⟩)𝑘𝑄𝑛 ⟶∗𝛽 (⟨𝐟⟩)𝑛+1𝑀.
Proof. We proceed by induction on 𝑛 − 𝑘. The base case is 𝑘 = 𝑛: if there is a reduction

(0) ⟨𝐟⟩ (⟨𝐟⟩)𝑛𝑄𝑛 ⟶∗
𝛽 (⟨𝐟⟩)𝑛+1𝑀 , then by Lemma 3.9 there are terms 𝑅, 𝑅′ ∈ Λ such that

(0) ⟨𝐟⟩ (⟨𝐟⟩)𝑛𝑄𝑛 ⟶∗
ℎ (𝜆𝑏.𝑅)𝑅′ ⟶∗𝑖 (𝜆𝑏.(𝑏)𝐟)(⟨𝐟⟩)𝑛𝑀 . Observe that:

(0) ⟨𝐟⟩ (⟨𝐟⟩)𝑛𝑄𝑛 ⟶ℎ (𝜆𝑥.𝑥) (⟨𝐟⟩)𝑛𝑄𝑛 ⟶ℎ (⟨𝐟⟩)𝑛𝑄𝑛

hence, because 𝜆𝑥.𝑥 is in β-normal form and by Lemma 3.10, we reach a contradiction.

If 𝑘 < 𝑛 and there is a reduction (succ)𝑛−𝑘 0 ⟨𝐟⟩ (⟨𝐟⟩)𝑘𝑄𝑛 ⟶∗
𝛽 (⟨𝐟⟩)𝑛+1𝑀 , then again by

Lemma 3.9 there are terms 𝑅, 𝑅′ ∈ Λ such that (succ)𝑛−𝑘 0 ⟨𝐟⟩ (⟨𝐟⟩)𝑘𝑄𝑛 ⟶∗
ℎ (𝜆𝑏.𝑅)𝑅′ ⟶∗𝑖
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(𝜆𝑏.(𝑏)𝐟)(⟨𝐟⟩)𝑛𝑀 . Observe that:

(succ)𝑛−𝑘 0 ⟨𝐟⟩ (⟨𝐟⟩)𝑘𝑄𝑛 ⟶ℎ (𝜆𝑓 .𝜆𝑥.(succ)𝑛−𝑘−1 0 𝑓 (𝑓 )𝑥) ⟨𝐟⟩ (⟨𝐟⟩)𝑘𝑄𝑛

⟶ℎ (𝜆𝑥.(succ)𝑛−𝑘−1 0 ⟨𝐟⟩ (⟨𝐟⟩)𝑥) (⟨𝐟⟩)𝑘𝑄𝑛

⟶ℎ (succ)𝑛−𝑘−1 0 ⟨𝐟⟩ (⟨𝐟⟩)𝑘+1𝑄𝑛

The first reduct does not have the expected head form. In the second case, (𝜆𝑏.𝑅)𝑅′ ⟶∗𝑖
(𝜆𝑏.(𝑏)𝐟)(⟨𝐟⟩)𝑛𝑀 would imply that (⟨𝐟⟩)𝑘𝑄𝑛 ⟶∗

𝛽 (⟨𝐟⟩)𝑛𝑀 , which is impossible by Lemma 3.10

because 𝑘 < 𝑛. In the third case, apply the induction hypothesis. ⋄

The proof of the counterexample follows. It uses the following notations, for 𝑑 ∈ ℕ:

𝑀 =⩽𝑑 𝑁 whenever 𝑀 and 𝑁 are identical up to applicative depth 𝑑 , 𝑀 ⟶∗𝛽⩾𝑑 𝑁
whenever there is a finite chain of β-reductions from 𝑀 to 𝑁 where the fired redexes

occur at applicative depth greater or equal to 𝑑 , and 𝑀 ⟶∞𝛽>𝑑 𝑁 whenever there is an

infinitary β-reduction from 𝑀 to 𝑁 where the fired redexes occur at applicative depth

strictly greater than 𝑑 .

Theorem 3.12. 𝒯(𝐀) ⟶̃∗𝑟 𝒯(�̄�) and ¬ (𝐀 ⟶∞𝛽 �̄�).
Proof. On one side, let us show that 𝒯(𝐀) ⟶̃∗𝑟 𝒯(�̄�). Using the head reduction of 𝐀 (ap-

pendix page 19), observe that for all 𝑑 ∈ ℕ:

𝐀 ⟶∗
ℎ (⟨𝐭⟩) (((succ)𝑑0) ⟨𝐟⟩) 𝑄𝑑 ⟶∗

𝛽 (⟨𝐭⟩) ((𝑑) ⟨𝐟⟩) 𝑄𝑑 ⟶∗
𝛽 �̄�𝑑 ≔ (⟨𝐭⟩)(⟨𝐟⟩)𝑑𝑄𝑑 .

From the simulation theorem [CV22, Lem. 4.2], this entails that 𝒯(𝐀) ⟶̃∗𝑟 𝒯(�̄�𝑑), i.e. there
are finite sums 𝐴𝑑,𝑠 such that 𝒯(�̄�𝑑) = ∑𝑠∈𝒯(𝐀) 𝐴𝑑,𝑠 and ∀𝑠 ∈ 𝒯(𝐀), 𝑠 ⟶∗𝑟 𝐴𝑑,𝑠 . We use the

notation of [CV22, Def. 4.18] and denote by 𝒯<𝑑(𝑀) the subset containing all approximants

𝑠 ∈ 𝒯(𝑀) of height smaller than 𝑑 . Notice that for all 𝑑 ∈ ℕ, �̄�𝑑 =⩽𝑑 �̄�, so that we can write:

𝒯(�̄�) = ∑
𝑑∈ℕ

𝒯<𝑑(�̄�) = ∑
𝑑∈ℕ

𝒯<𝑑(�̄�𝑑) = ∑
𝑑∈ℕ

(𝒯<𝑑(�̄�𝑑) ∩ ∑
𝑠∈𝒯(𝐀)

𝐴𝑑,𝑠) = ∑
𝑠∈𝒯(𝐀)

∑
𝑑∈ℕ

𝐴𝑑,𝑠 ∩ 𝒯<𝑑(�̄�𝑑).

Note that each 𝐴𝑠 = ∑𝑑∈ℕ 𝐴𝑑,𝑠 ∩ 𝒯<𝑑(�̄�𝑑) is finite, because it is a subset of

∑
𝑑∈ℕ

𝐴𝑑,𝑠 ⊆ ∑
𝑆 s.t. 𝑠⟶∗𝑟 𝑆

𝑆 = ∑
𝑠′ s.t. 𝑠⟼⇀∗𝑟 𝑠′

𝑠′

and the latter set is finite. (This is a typical feature of the resource calculus: if 𝑠 ⟼⇀𝑟 𝑠′, then
|𝑠′| < |𝑠| [CV22, Lem. 3.7]; and, for each 𝑠, there are finitely many terms 𝑠′ such that 𝑠 ⟼⇀𝑟 𝑠′,
hence we can apply König’s lemma.) It follows that𝐴𝑠 = ∑𝑛𝑠

𝑑=0 𝐴𝑑,𝑠∩𝒯<𝑑(�̄�𝑑) for some 𝑛𝑠 ∈ ℕ.

In addition, 𝐀 is unsolvable (because it has no head normal form, see again the appendix

page 19) so the normal form of its Taylor expansion is empty. In particular, for all 𝑠 ∈ 𝒯(𝐀)
and 𝑑 ∈ ℕ, 𝐴𝑑,𝑠 ⧵ 𝒯<𝑑(�̄�𝑑) ⊆ 𝐴𝑑,𝑠 ⟶∗𝑟 0, so that 𝑠 ⟶∗𝑟 𝐴𝑑,𝑠 ⟶∗𝑟 𝐴𝑑,𝑠 ∩ 𝒯<𝑑(�̄�𝑑). As a

consequence, 𝑠 ⟶∗𝑟 𝐴𝑠 for each 𝑠 ∈ 𝒯(𝐴), hence 𝒯(𝐀) ⟶̃∗𝑟 𝒯(�̄�) as desired.
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On the other side, suppose there is a reduction 𝐀 ⟶∞
𝛽 �̄�. Thanks to [CV22, Lem. 4.11], for

all 𝑑 ∈ ℕ, there exist terms 𝐀1, … , 𝐀𝑑 ∈ Λ such that:

𝐀 ⟶∗
𝛽⩾0 𝐀0 ⟶∗

𝛽⩾1 𝐀1 ⟶∗
𝛽⩾2 … ⟶∗

𝛽⩾𝑑 𝐀𝑑 ⟶∞
𝛽>𝑑 �̄�. (∗)

In addition, Lemma 3.9 ensures the existence of 𝐀′0 ∈ Λ such that 𝐀 ⟶∗
ℎ 𝐀′0 ⟶∗𝑖 𝐀0.

Since there are only internal reductions from 𝐀′0 to �̄�, the former must have the same “head

structure” than the latter, i.e. have the shape (𝜆𝑏.𝑀)𝑁 for some 𝑀,𝑁 ∈ Λ. An exhaustive

head reduction of 𝐀 (performed in the appendix page 19) shows that there is an 𝑛 ∈ ℕ such

that 𝐀′0 is one of the following terms:

1. (𝜆𝑛. (⟨𝐭⟩) ((𝑛) ⟨𝐟⟩) 𝑄𝑃″,𝑛) (succ)𝑛0, corresponding to step 2 of the appendix,

2. (⟨𝐭⟩) (((succ)𝑛0) ⟨𝐟⟩) 𝑄𝑛, corresponding to step 3,

3. (𝜆𝑏. ((𝑏)(𝑃″)(succ)𝑛+10) 𝑄″𝑛 ) 𝐭, corresponding to step 21,

4. (𝜆𝑦.(𝑃″) (succ)𝑛+10) 𝑄″𝑛 , corresponding to step 23.

From eq. (∗), it follows that 𝐀′0 ⟶∗𝑖 𝐀𝑛+3. Let us show that this is impossible by exploring

the four possible cases for 𝐀′0. Notice that 𝐀𝑛+3 =⩽𝑛+3 �̄�, so that there exists 𝑀 ∈ Λ with

𝐀𝑛+3 = (⟨𝐭⟩)(⟨𝐟⟩)𝑛+1𝑀 and 𝑀 ⟶∞
𝛽 (⟨𝐟⟩)∞ (we need to go to depth 𝑛 + 3 here, since ⟨𝐭⟩ and

⟨𝐟⟩ are themselves of applicative depth 2).

1. 𝐀′0 = (𝜆𝑛. (⟨𝐭⟩) ((𝑛) ⟨𝐟⟩) 𝑄𝑃″,𝑛) (succ)𝑛0 is impossible because 𝐀′0 ⟶∗𝑖 𝐀𝑛+3 would im-

ply (succ)𝑛0 ⟶∗
𝛽 (⟨𝐟⟩)𝑛+1𝑀 , but (succ)𝑛0 ⟶∗

𝛽 𝑛 which is in β-normal form.

2. 𝐀′0 = (⟨𝐭⟩) (((succ)𝑛0) ⟨𝐟⟩) 𝑄𝑛 is the non-degenerate case: the ⟨𝐭⟩ here is really “the

same” as the one appearing at the root of �̄�. However, (succ)𝑛0 ⟨𝐟⟩ 𝑄𝑛 ⟶∗
𝛽 (⟨𝐟⟩)𝑛+1𝑀

is forbidden by Lemma 3.11, hence 𝐀′0 ⟶∗𝑖 𝐀𝑛+3 is impossible.

3. 𝐀′0 = (𝜆𝑏. ((𝑏)(𝑃″)(succ)𝑛+10) 𝑄″𝑛 ) 𝐭 is impossible because 𝐀′0 ⟶∗𝑖 𝐀𝑛+3 would imply

𝐭 ⟶∗
𝛽 (⟨𝐟⟩)𝑛+1𝑀 .

4. 𝐀′0 = (𝜆𝑦.(𝑃″) (succ)𝑛+10) 𝑄″𝑛 is impossible because 𝐀′0 ⟶∗𝑖 𝐀𝑛+3 would imply that

(𝑃″)(succ)𝑛+10 ⟶∗
𝛽 (𝑦) ⟨𝐟⟩ (notice that there is some α-conversion here), but this

term has no head normal form (see the appendix page 19).

Hence there is no reduction 𝐀′0 ⟶∗𝑖 𝐀𝑛+3; thus, 𝐀 ⟶∞
𝛽 �̄� is false. ⋄

In conclusion, the extension (𝒫 (Λ𝑟 ) , ⟶̃∗𝑟 ) of the reduction system (Λ001∞ ,⟶∞𝛽 ) is not

conservative.

However, let us underline as a consolation that a weaker result is available. Indeed, con-

sider the λ⊥-calculus Λ001∞⊥ — i.e. Λ001∞ with an additional constant ⊥ such that 𝒯(⊥) ≔ 0
—, endowed with the usual β⊥-reduction — i.e. the reduction generated by contextually

reducing all unsolvables to ⊥, as well as all the terms 𝜆𝑥.⊥ and (⊥)𝑀 [Wad78; Ken+97].

Then, as a corollary of the infinitary Commutation theorem [CV22, Thm. 5.20], the fol-

lowing are equivalent:
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▶ 𝑀 =∞𝛽⊥ 𝑁 , where =∞𝛽⊥ is the conversion generated by ⟶∞𝛽⊥ — which is also the

same as the equivalence =ℬ generated by 𝑀 =ℬ 𝑁 iff BT(𝑀) = BT(𝑁 ),
▶ 𝒯(𝑀) =̃𝑟 𝒯(𝑁), where =̃𝑟 is the conversion generated by ⟶̃∗𝑟 .

This can be reformulated in the following way: (𝒫 (Λ𝑟 ) , =̃𝑟 ) is a conservative extension

of (Λ001∞⊥, =∞𝛽⊥), again in the sense of Definition 2.1.

As a future investigation, a similar convervativity property could be looked for in other

settings where the Taylor expansion enjoys fruitful simulation properties. In particular,

a simulation theorem has been prooved by the second author for the algebraic calculus

[Vau19, Cor. 7.7]; as far as we know, the question whether this yields a conversative

extension is open and involves a major difficulty resulting from the non-uniformity of

the algebraic setting.

References

[BM20] Davide Barbarossa and Giulio Manzonetto. “Taylor Subsumes Scott, Berry, Kahn and

Plotkin.” In: 47th Symp. on Princ. of Prog. Lang. 1. Proc. ACM Prog. Lang., 2020. DOI:

10.1145/3371069.
[Bar77] Henk P. Barendregt. “The Type Free Lambda Calculus.” In: Handbook of Mathematical

Logic. Ed. by Jon Barwise. Studies in Logic and the Foundations of Mathematics 90.

Elsevier, 1977, pp. 1091–1132. DOI: 10.1016/s0049-237x(08)71129-7.
[Bar84] Henk P. Barendregt. The Lambda Calculus. Its Syntax and Semantics. 2nd ed. Studies

in Logic and the Foundations of Mathematics 103. Amsterdam: Elsevier Science, 1984.

[Ber96] Alessandro Berarducci. “Infinite λ-calculus and non-sensible models.” In: Logic and

Algebra. Routledge, 1996, pp. 339–377. DOI: 10.1201/9780203748671-17.
[CV22] Rémy Cerda and Lionel Vaux Auclair. Taylor Expansion Finitely Simulates Infinitary β-

Reduction. 2022. arXiv: 2211.05608 [cs.LO]. Submitted to Logical Methods in Com-

puter Science.

[Cza14] Łukasz Czajka. “A Coinductive Confluence Proof for Infinitary Lambda-Calculus.” In:

Rewriting and Typed Lambda Calculi. Ed. by Gilles Dowek. LNCS 8560. Cham: Springer

International Publishing, 2014, pp. 164–178. DOI: 10.1007/978- 3- 319- 08918-
8_12.

[Cza19] Łukasz Czajka. Coinduction: an elementary approach. 2019. arXiv: 1501 . 04354v8
[cs.LO].

[Dal16] Ugo Dal Lago. Infinitary 𝜆-Calculi from a Linear Perspective. Long version of a LICS

paper. 2016. arXiv: 1604.08248.
[Ehr05] Thomas Ehrhard. “Finiteness Spaces.” In:Mathematical Structures in Computer Science

15.4 (2005), pp. 615–646. DOI: 10.1017/S0960129504004645.

17

https://doi.org/10.1145/3371069
https://doi.org/10.1016/s0049-237x(08)71129-7
https://doi.org/10.1201/9780203748671-17
https://arxiv.org/abs/2211.05608
https://doi.org/10.1007/978-3-319-08918-8_12
https://doi.org/10.1007/978-3-319-08918-8_12
https://arxiv.org/abs/1501.04354v8
https://arxiv.org/abs/1501.04354v8
https://arxiv.org/abs/1604.08248
https://doi.org/10.1017/S0960129504004645


[ER03] Thomas Ehrhard and Laurent Regnier. “The differential lambda-calculus.” In: Theoret-

ical Computer Science 309.1 (2003), pp. 1–41. DOI: 10.1016/S0304-3975(03)00392-
X.

[ER05] Thomas Ehrhard and Laurent Regnier. “Differential Interaction Nets.” In: Electronic

Notes in Theoretical Computer Science 123 (2005), pp. 35–74. DOI: 10.1016/j.entcs.
2004.06.060.

[ER06] Thomas Ehrhard and Laurent Regnier. “BöhmTrees, Krivine’s Machine and the Taylor

Expansion of Lambda-Terms.” In: Logical Approaches to Computational Barriers. Ed.

by Arnold Beckmann et al. Berlin, Heidelberg: Springer, 2006, pp. 186–197. DOI: 10.
1007/11780342_20.

[ER08] Thomas Ehrhard and Laurent Regnier. “Uniformity and the Taylor expansion of or-

dinary lambda-terms.” In: Theoretical Computer Science 403.2 (2008), pp. 347–372. DOI:

10.1016/j.tcs.2008.06.001.
[EP13] Jörg Endrullis and Andrew Polonsky. “Infinitary Rewriting Coinductively.” In: TYPES

2011. 2013, pp. 16–27. DOI: 10.4230/LIPIcs.TYPES.2011.16.
[Gir87] Jean-Yves Girard. “Linear Logic.” In: Theoretical Computer Science 50 (1987), pp. 1–102.

DOI: 10.1016/0304-3975(87)90045-4.
[Gir88] Jean-Yves Girard. “Normal functors, power series and λ-calculus.” In: Annals of Pure

and Applied Logic 37.2 (1988), pp. 129–177. DOI: 10.1016/0168-0072(88)90025-5.
[Ken+97] Richard Kennaway et al. “Infinitary lambda calculus.” In: Theoretical Computer Science

175.1 (1997), pp. 93–125. DOI: 10.1016/S0304-3975(96)00171-5.
[KV23] Axel Kerinec and Lionel Vaux Auclair. The algebraic λ-calculus is a conservative exten-

sion of the ordinary λ-calculus. 2023. arXiv: 2305.01067 [cs.LO].
[KS17] Dexter Kozen and Alexandra Silva. “Practical coinduction.” In: Math. Struct. in Comp.

Sci. 27.7 (2017), pp. 1132–1152. DOI: 10.1017/S0960129515000493.
[Ter03] Terese. Term Rewriting Systems. Cambridge University Press, 2003.

[Vau17] Lionel Vaux. “Taylor Expansion, β-Reduction and Normalization.” In: 26th EACSL An-

nual Conference on Computer Science Logic (CSL 2017). 2017, 39:1–39:16. DOI: 10.4230/
LIPICS.CSL.2017.39.

[Vau19] Lionel Vaux. “Normalizing the Taylor expansion of non-deterministic λ-terms, via

parallel reduction of resource vectors.” In: Logical Methods in Computer Science 15.3

(2019), 9:1–9:57. DOI: 10.23638/LMCS-15(3:9)2019.
[Wad78] Christopher P. Wadsworth. “Approximate Reduction and Lambda Calculus Models.”

In: SIAM Journal on Computing 7.3 (Aug. 1978), pp. 337–356. DOI: 10.1137/0207028.

18

https://doi.org/10.1016/S0304-3975(03)00392-X
https://doi.org/10.1016/S0304-3975(03)00392-X
https://doi.org/10.1016/j.entcs.2004.06.060
https://doi.org/10.1016/j.entcs.2004.06.060
https://doi.org/10.1007/11780342_20
https://doi.org/10.1007/11780342_20
https://doi.org/10.1016/j.tcs.2008.06.001
https://doi.org/10.4230/LIPIcs.TYPES.2011.16
https://doi.org/10.1016/0304-3975(87)90045-4
https://doi.org/10.1016/0168-0072(88)90025-5
https://doi.org/10.1016/S0304-3975(96)00171-5
https://arxiv.org/abs/2305.01067
https://doi.org/10.1017/S0960129515000493
https://doi.org/10.4230/LIPICS.CSL.2017.39
https://doi.org/10.4230/LIPICS.CSL.2017.39
https://doi.org/10.23638/LMCS-15(3:9)2019
https://doi.org/10.1137/0207028


Appendix: Exhaustive head reduction of the Accordion

Let us recall all the notations, for this appendix to be easily readable:

𝐭 ≔ 𝜆𝑥.𝜆𝑦.𝑥 𝑃 ≔ (𝐘)𝑃 ′

𝐟 ≔ 𝜆𝑥.𝜆𝑦.𝑦 𝑃 ′ ≔ 𝜆𝜙.𝜆𝑛. (⟨𝐭⟩) ((𝑛) ⟨𝐟⟩) 𝑄𝜙,𝑛
𝑛 ≔ 𝜆𝑓 .𝜆𝑥.(𝑓 )𝑛𝑥 𝑃″ ≔ (𝜆𝑥. (𝑃 ′)(𝑥)𝑥) 𝜆𝑥.(𝑃 ′)(𝑥)𝑥

succ ≔ 𝜆𝑛.𝜆𝑓 .𝜆𝑥.(𝑛) 𝑓 (𝑓 )𝑥 𝑄𝜙,𝑛 ≔ (𝐘) 𝜆𝜓 .𝜆𝑏. ((𝑏)(𝜙)(succ)𝑛) 𝜓
⟨𝑀⟩ ≔ 𝜆𝑏.(𝑏)𝑀 𝑄𝑛 ≔ 𝑄𝑃″,(succ)𝑛0

𝐘 ≔ 𝜆𝑓 . (𝜆𝑥.(𝑓 )(𝑥)𝑥) 𝜆𝑥.(𝑓 )(𝑥)𝑥 𝑄′𝑛 ≔ 𝜆𝜓 .𝜆𝑏. ((𝑏)(𝑃″)(succ)𝑛+10) 𝜓
𝐀 ≔ (𝑃)0 𝑄″𝑛 ≔ (𝜆𝑥.(𝑄′𝑛)(𝑥)𝑥) 𝜆𝑥.(𝑄′𝑛)(𝑥)𝑥

We will write the fired head redexes in colour.

The first step is:

𝐀 = ((𝐘)𝑃 ′)0 ⟶ℎ (𝑃″)0

Then, for each 𝑛 ∈ ℕ, we do the following head reduction steps:

(𝑃″)(succ)𝑛0 ⟶ℎ ((𝑃 ′)𝑃″) (succ)𝑛0 (1)

⟶ℎ (𝜆𝑛. (⟨𝐭⟩) ((𝑛) ⟨𝐟⟩) 𝑄𝑃″,𝑛) (succ)𝑛0 (2)

⟶ℎ (⟨𝐭⟩) (((succ)𝑛0) ⟨𝐟⟩) 𝑄𝑛 (3)

⟶ℎ (succ)𝑛0 ⟨𝐟⟩ 𝑄𝑛 𝐭 (4)

⟶ℎ (𝜆𝑓 .𝜆𝑥.(((succ)𝑛−10)𝑓 )(𝑓 )𝑥) ⟨𝐟⟩ 𝑄𝑛 𝐭 (5)

⟶ℎ (𝜆𝑥.(((succ)𝑛−10) ⟨𝐟⟩)(⟨𝐟⟩)𝑥) 𝑄𝑛 𝐭 (6)

⟶ℎ ((succ)𝑛−10 ⟨𝐟⟩ (⟨𝐟⟩)𝑄𝑛) 𝐭 (7)

and by repeating steps 5 to 7:

⟶∗ℎ ((0) ⟨𝐟⟩ (⟨𝐟⟩)𝑛𝑄𝑛) 𝐭 (8)

⟶ℎ ((𝜆𝑥.𝑥) (⟨𝐟⟩)𝑛𝑄𝑛) 𝐭 (9)

⟶ℎ ((𝜆𝑏.(𝑏)𝐟) (⟨𝐟⟩)𝑛−1𝑄𝑛) 𝐭 (10)

⟶ℎ ((⟨𝐟⟩)𝑛−1𝑄𝑛) 𝐟 𝐭 (11)

and by repeating step 11:

⟶∗ℎ ((𝐘)𝑄′𝑛) 𝐟 … 𝐟⏟
𝑛 times

𝐭 (12)

⟶ℎ (𝑄″𝑛 ) 𝐟 … 𝐟 𝐭 (13)

⟶ℎ ((𝑄′𝑛)𝑄″𝑛 ) 𝐟 … 𝐟 𝐭 (14)
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⟶ℎ (𝜆𝑏. ((𝑏)(𝑃″)(succ)𝑛+10) 𝑄″𝑛 ) 𝐟 … 𝐟 𝐭 (15)

⟶ℎ (((𝜆𝑥.𝜆𝑦.𝑦)(𝑃″)(succ)𝑛+10) 𝑄″𝑛 ) 𝐟 … 𝐟⏟
𝑛−1
times

𝐭 (16)

⟶ℎ ((𝜆𝑦.𝑦)𝑄″𝑛 ) 𝐟 … 𝐟 𝐭 (17)

⟶ℎ (𝑄″𝑛 ) 𝐟 … 𝐟 𝐭 (18)

and by repeating steps 14 to 18:

⟶∗ℎ (𝑄″𝑛 ) 𝐭 (19)

⟶ℎ ((𝑄′𝑛)𝑄″𝑛 ) 𝐭 (20)

⟶ℎ (𝜆𝑏. ((𝑏)(𝑃″)(succ)𝑛+10) 𝑄″𝑛 ) 𝐭 (21)

⟶ℎ ((𝜆𝑥.𝜆𝑦.𝑥)(𝑃″)(succ)𝑛+10) 𝑄″𝑛 (22)

⟶ℎ (𝜆𝑦.(𝑃″) (succ)𝑛+10) 𝑄″𝑛 (23)

⟶ℎ (𝑃″) (succ)𝑛+10 (24)

which brings us back to step 1.
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