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#### Abstract

We consider a minimization problem of a functional in the space $W_{0}^{1, p}(\Omega)$, where $1<p<+\infty$ and $\Omega$ is a bounded open set of $\mathbb{R}^{N}$. We prove the compactness, in the space $W_{0}^{1, p}(\Omega)$, under convenient hypotheses, of a minimizing sequence. The main difficulty is to prove the convergence in measure of the gradient of the minimizing sequence. Furthermore, considering a sequence of minimization problems in the space $W_{0}^{1, p}(\Omega)$, we prove some convergence results of the sequence of minimizers to the minimizer of the limit problem.


## Dedicado al Patriarca por su primavera ${ }^{1}$

## 1. Introduction and main results

We deal with integral problems where the functional are defined as

$$
\begin{equation*}
J(v)=\int_{\Omega} j(x, v, \nabla v)-\int_{\Omega} f v \tag{1}
\end{equation*}
$$

where $\Omega$ is a bounded domain of $\mathbb{R}^{N}, N \geq 1$, and $j: \Omega \times \mathbb{R} \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ is a Carathéodory function, that is, measurable with respect to $x$ in $\Omega$ for every $(s, \xi) \mathbb{R} \times \mathbb{R}^{N}$, and continuous with respect to $(s, \xi)$ in $\mathbb{R} \times \mathbb{R}^{N}$ for almost every $x$ in $\Omega$.
We assume that there exist $g \in L^{1}(\Omega)$ and real positive constants $\alpha, \beta$ such that for almost every $x$ in $\Omega$, for every $s$ in $\mathbb{R}$, for every $\xi$ and $\eta$ in $\mathbb{R}^{N}$ we have

$$
\begin{gather*}
\alpha|\xi|^{p} \leq j(x, s, \xi),  \tag{2}\\
j(x, s, \xi) \leq \beta\left(|\xi|^{p}+|s|^{p}\right)+g(x),  \tag{3}\\
f(x) \in L^{m}(\Omega), \quad m \geq\left(p^{\star}\right)^{\prime}, \tag{4}
\end{gather*}
$$

where $1<p,\left(p^{\star}\right)^{\prime}$ is the Sobolev conjugate of $p$, if $1<p<N$, it is any number greater than 1 if $p=N$, and $m=1$ if $p>N$.
Thus $J(v)$ is well defined in $W_{0}^{1, p}(\Omega)$.

[^0]Theorem 1. We assume (2), (3), (4) and

$$
\begin{equation*}
j(x, s, \xi) \text { is strictly convex with respect to } \xi, \tag{5}
\end{equation*}
$$

for a.e. $x \in \Omega$ and all $s \in \mathbb{R}$. Then the minimizing sequences of $J$, defined in (1), are compact in $W_{0}^{1, p}(\Omega)$. Furthermore, if $u$ is a limit of a minimizing sequence, then it is a minimizer of $J$.

The situation, described in Theorem 1 is known in the Calculus of Variations, in some simple cases, where it is easy to prove that a weakly convergent minimizing sequence is also strongly convergent (see Remark 4). Our approach use deeply Real Analysis techniques and it is slightly close a method used in [4].
Moreover, we point out some relationships with the results of the papers [5], [8], [7]. In [5], is proved that, under some assumptions on the strictly convex function $j: \mathbb{R}^{M} \rightarrow \mathbb{R}$, if $\left(u_{n}\right)_{n \in N}$ and u are functions in $L^{1}\left(\Omega, \mathbb{R}^{M}\right)$, the sequence $\left(u_{n}\right)$ converges weakly in $\mathcal{D}^{\prime}$ (convergence assumption weaker than the assumption of the previous papers) and $\limsup \int_{\Omega} j\left(u_{n}\right) \leq \int_{\Omega} j(u)$, then $\left(u_{n}\right)$ converges strongly in $L^{1}\left(\Omega, \mathbb{R}^{M}\right)$. Theorem 1 is also true if Hypothesis (4) is replaced by $f \in W^{-1, p^{\prime}}(\Omega)$ with $p^{\prime}=p /(p-1)$ and, in (1), $\int_{\Omega} f v$ is replaced by the duality product between $f$ and $v$. We prove Theorem 1 in Section 2.
An adaptation of the proof of Theorem 1 gives the following result on the convergence of the sequence of minimizers associated to a sequence of data $\left(f_{n}\right)_{n \in \mathbb{N}}$. We denote by $<\cdot, \cdot>$ the duality product between $W^{-1, p^{\prime}}(\Omega)$ and $W_{0}^{1, p}(\Omega)$.

Theorem 2. We assume (2), (3) and (5). We assume furthermore that $j$ does not depend of its second argument. Let $\left(f_{n}\right)_{n \in N}$ be a sequence of $W^{-1, p^{\prime}}(\Omega)$ and $f$ such that

$$
\begin{equation*}
f_{n} \text { converges to } f \text { in } W^{-1, p^{\prime}}(\Omega) \text {, as } n \rightarrow \infty \text {. } \tag{6}
\end{equation*}
$$

Let $u$ be the minimizer (in $W_{0}^{1, p}(\Omega)$ ) of $\int_{\Omega} j(x, \nabla v)-<f, v>$ and, for all $n$, let $u_{n}$ be the minimizer (in $\left.W_{0}^{1, p}(\Omega)\right)$ of $\int_{\Omega} j\left(x, \nabla u_{n}\right)-<f_{n}, v>$. Then the sequence $\left\{u_{n}\right\}$ converges to $u$ in $W_{0}^{1, p}(\Omega)$.

In Theorem 2, the existence of $u$ (and of $u_{n}$ for all $n$ ) is an easy consequence of (2), (3), (5). In order to prove the uniqueness of $u$ (and of $u_{n}$ for all $n$ ) we also use the fact that $j$ does not depend on its second argument. Indeed, let $v, w \in W_{0}^{1, p}(\Omega)$ such that $v \neq w$. Let $A=\{\nabla v \neq \nabla w\}$. One has, thanks to (5),

$$
j\left(\cdot, \frac{1}{2} \nabla v+\frac{1}{2} \nabla w\right)<\frac{1}{2} j(\cdot, \nabla v)+\frac{1}{2} j(\cdot, \nabla w) \text { a.e. on } A,
$$

Then, since the measure of $A$ is positive, this gives $J\left(\frac{1}{2} \nabla v+\frac{1}{2} \nabla w\right)<$ $\frac{1}{2} J(v)+\frac{1}{2} J(w)$ and proves the uniqueness of the minimizers in Theorem 2.

Finally, the proof of the convergence of $u_{n}$ to $u$ in $W_{0}^{1, p}(\Omega)$ is given in Section 3.
A natural question consists to replace in Theorem 2 the hypothesis 6 by the hypothesis

$$
\begin{equation*}
f_{n} \text { converges to } f \text { weakly in } W^{-1, p^{\prime}}(\Omega) \text {, as } n \rightarrow \infty \tag{7}
\end{equation*}
$$

If $p=2$, the conclusion of Theorem 2 becomes that $u_{n} \rightarrow u$ weakly in $W_{0}^{1, p}(\Omega)$. This is quite easy to prove, thanks to fact that the EulerLagrange equation of this minimization problem is linear. If $p \neq 2$, this result is not true. A counter example is given in Section 4. However, we have a convergence result of $u_{n}$ to $u$, with an additional hypothesis on the sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$. This is given in Theorem 3, whose proof is also in Section 3.

Theorem 3. We assume (2), (3), (5) and that $j$ does not depend of its second argument. Let $\left(f_{n}\right)_{n \in \mathbb{N}}$ be a sequence of $W^{-1, p^{\prime}}(\Omega)$ and $f$ satisfying Hypothesis (7). We assume furthermore that $f_{n}$ and $f$ are functions satisfying (4) and

$$
\begin{equation*}
f_{n} \text { converges to } f \text { weakly in } L^{1}(\Omega) \text {, as } n \rightarrow \infty \tag{8}
\end{equation*}
$$

Let $u$ be the minimizer (in $W_{0}^{1, p}(\Omega)$ ) of $\int_{\Omega} j(x, \nabla v)-\int_{\Omega} f v$ and, for all $n$, let $u_{n}$ be the minimizer (in $\left.W_{0}^{1, p}(\Omega)\right)$ of $\int_{\Omega} j\left(x, \nabla u_{n}\right)-\int_{\Omega} f_{n} v$.
Then the sequence $\left\{u_{n}\right\}$ converges to $u$ in $W_{0}^{1, s}(\Omega)$ for all $1 \leq s<p$ (in particular $\nabla u_{n} \rightarrow \nabla u$ in measure) and weakly in $W_{0}^{1, p}(\Omega)$.
Theorem 3 is interesting only in the case $p \leq N$. Indeed, in the case $p>N$, Hypothesis (7) gives the convergence of $f_{n}$ to $f$ in $W^{-1, p^{\prime}}(\Omega)$ and therefore Theorem 2 gives that $u_{n}$ converges to $u$ in $W_{0}^{1, p}(\Omega)$.

## 2. Compactness of minimizing sequences

In this section we prove Theorem 1. The assumptions (2), (4) imply that, for all $v \in W_{0}^{1, p}(\Omega)$,

$$
\begin{equation*}
J(v) \geq \alpha \int_{\Omega}|\nabla v|^{p}-C_{1}\|v\|_{W_{0}^{1, p}(\Omega)} \tag{9}
\end{equation*}
$$

for some positive constant $C_{1}>0$, only depending on $f$. Since $p>1$, $J(v)$ is bounded from below. Let $I=\inf \left\{J(v), v \in W_{0}^{1, p}(\Omega)\right\}$. Thus $I \in \mathbb{R}$.

Let $\left\{u_{n}\right\}$ be a minimizing sequence, that is $J\left(u_{n}\right) \rightarrow I$ as $n \rightarrow \infty$. The inequality (9) and $p>1$ imply that the sequence $\left\{u_{n}\right\}$ is bounded in $W_{0}^{1, p}(\Omega)$. This ensures the existence of a subsequence (not relabelled) and a function $u \in W_{0}^{1, p}(\Omega)$ such that

$$
\begin{equation*}
u_{n} \text { converges weakly to } u \text { in } W_{0}^{1, p}(\Omega) \text {. } \tag{10}
\end{equation*}
$$

Moreover, thanks to the assumptions on the function $j(x, s, \xi)$, a classic semicontinuity result, due to Ennio De Giorgi (see [6], [3]), we have

$$
\int_{\Omega} j(x, u, \nabla u) \leq \liminf _{n \rightarrow+\infty} \int_{\Omega} j\left(x, u_{n}, \nabla u_{n}\right) .
$$

Then, since $\lim _{n \rightarrow \infty} \int f u_{n}=\int f u$, one has $J(u)=I$ (and $u$ is a minimizer of $J$ ) and also

$$
\int_{\Omega} j\left(x, u_{n}, \nabla u_{n}\right) \rightarrow \int_{\Omega} j(x, u, \nabla u) .
$$

Moreover, once more, the semicontinuity theorem says that

$$
\begin{equation*}
\int_{\Omega} j(x, u, \nabla u) \leq \liminf _{n \rightarrow+\infty} \int_{\Omega} j\left(x, u_{n}, \frac{\nabla u_{n}+\nabla u}{2}\right) . \tag{11}
\end{equation*}
$$

Furthermore, since $u_{n} \rightarrow u$ in $L^{p}(\Omega)$, assumption (3) imply

$$
\begin{equation*}
\int_{\Omega} j\left(x, u_{n}, \nabla u\right) \rightarrow \int_{\Omega} j(x, u, \nabla u), \tag{12}
\end{equation*}
$$

so that

$$
\begin{array}{r}
\limsup _{n \rightarrow+\infty} \int_{\Omega}\left[\frac{1}{2} j\left(x, u_{n}, \nabla u_{n}\right)+\frac{1}{2} j\left(x, u_{n}, \nabla u\right)-j\left(x, u_{n}, \frac{\nabla u_{n}+\nabla u}{2}\right)\right] \\
\leq 0
\end{array}
$$

Thus, using the convexity of $j$ with respect to its third argument, we have

$$
\begin{align*}
\lim _{n \rightarrow+\infty} \int_{\Omega}\left[\frac{1}{2} j\left(x, u_{n}, \nabla u_{n}\right)+\frac{1}{2} j( \right. & \left.x, u_{n}, \nabla u\right)  \tag{13}\\
& \left.-j\left(x, u_{n}, \frac{\nabla u_{n}+\nabla u}{2}\right)\right]=0 .
\end{align*}
$$

Now, following [4], we will prove that

$$
\begin{equation*}
\nabla u_{n} \rightarrow \nabla u \text { in measure. } \tag{14}
\end{equation*}
$$

Let $\lambda>0$ and $\varepsilon>0$. We want to prove that there exists $\nu$ such that

$$
\begin{equation*}
n>\nu \Rightarrow \text { measure }\left(\left\{x \in \Omega:\left|\nabla u_{n}(x)-\nabla u(x)\right|>\lambda\right\}\right) \leq 2 \varepsilon . \tag{15}
\end{equation*}
$$

Since the sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ is bounded in $W_{0}^{1, p}(\Omega)$, we first remark that there exists $k>0$ such that

$$
\text { measure }\left(\mathcal{G}_{n}\right) \leq \varepsilon, \quad \forall n \in \mathbb{N}
$$

where

$$
\mathcal{G}_{n}=\left\{\left|\nabla u_{n}(x)\right|>k\right\} \cup\{|\nabla u(x)|>k\} \cup\left\{\left|u_{n}(x)\right|>k\right\} .
$$

We now define

$$
\mathcal{K}=\left\{(s, \xi, \eta) \in \mathbb{R}^{2 N+1}:|s| \leq k,|\xi| \leq k,|\eta| \leq k,|\xi-\eta| \geq \lambda\right\}
$$

The set $\mathcal{K}$ is compact and the function

$$
\gamma(x)=\min _{(s, \xi, \eta) \in \mathcal{K}}\left[\frac{1}{2} j(x, s, \xi)+\frac{1}{2} j(x, s, \eta)-j\left(x, s, \frac{\xi+\eta}{2}\right)\right],
$$

which is defined in $\Omega$, satisfies the assumptions of Lemma 5 , thanks to (5). Setting
$\mathcal{L}_{n}=\left\{\left|\nabla u_{n}(x)\right| \leq k,|\nabla u(x)| \leq k,\left|u_{n}(x)\right| \leq k,\left|\nabla u_{n}(x)-\nabla u(x)\right| \geq \lambda\right\}$, we note that, if $x \in \mathcal{L}_{n}$,

$$
\gamma(x) \leq\left[\frac{1}{2} j\left(x, u_{n}, \nabla u_{n}\right)+\frac{1}{2} j\left(x, u_{n}, \nabla u\right)-j\left(x, u_{n}, \frac{\nabla u_{n}+\nabla u}{2}\right)\right]
$$

Then, we have

$$
\begin{aligned}
& \int_{\mathcal{L}_{n}} \gamma(x) \leq \int_{\mathcal{L}_{n}}\left[\frac{1}{2} j\left(x, u_{n}, \nabla u_{n}\right)+\frac{1}{2} j\left(x, u_{n}, \nabla u\right)-j\left(x, u_{n}, \frac{\nabla u_{n}+\nabla u}{2}\right)\right] \\
& \quad \leq \int_{\Omega}\left[\frac{1}{2} j\left(x, u_{n}, \nabla u_{n}\right)+\frac{1}{2} j\left(x, u_{n}, \nabla u\right)-j\left(x, u_{n}, \frac{\nabla u_{n}+\nabla u}{2}\right)\right]
\end{aligned}
$$

and it now follows from (13) that $\int_{\mathcal{L}_{n}} \gamma(x) \rightarrow 0$, which implies that measure $\left(\mathcal{L}_{n}\right) \rightarrow 0$ (thanks to assumption (5) and Lemma 5). Then, there exists $\nu \in \mathbb{N}$ such that

$$
n \geq \nu \Rightarrow \text { measure }\left(\mathcal{L}_{n}\right) \leq \varepsilon
$$

and, for $n>\nu$,

$$
\begin{aligned}
\text { measure }\left(\left\{x \in \Omega: \mid \nabla u_{n}(x)-\right.\right. & \nabla u(x) \mid>\lambda\}) \\
& \leq \operatorname{measure}\left(\mathcal{G}_{n}\right)+\operatorname{measure}\left(\mathcal{L}_{n}\right) \leq 2 \varepsilon
\end{aligned}
$$

So we proved (15) which gives

$$
\begin{equation*}
\nabla u_{n}(x) \text { converges in measure to } \nabla u(x) \tag{16}
\end{equation*}
$$

Now we follow the classical proof of the Lebesgue Theorem (with the convergence in measure). Since

$$
\begin{equation*}
\left|\nabla u_{n}-\nabla u\right|^{p} \leq \frac{2^{p}}{\alpha}\left[j\left(x, u_{n}, \nabla u_{n}\right)+j(x, u, \nabla u)\right], \tag{17}
\end{equation*}
$$

we have

$$
\frac{2^{p}}{\alpha}\left(j\left(x, u_{n}, \nabla u_{n}\right)+j(x, u, \nabla u)\right)-\left|\nabla u_{n}-\nabla u\right|^{p} \geq 0 .
$$

We can apply Fatou's Lemma (with respect to the convergence in measure) and we obtain

$$
\frac{2^{p+1}}{\alpha} \int_{\Omega} j(x, u, \nabla u) \leq \frac{2^{p+1}}{\alpha} \int_{\Omega} j(x, u, \nabla u)-\limsup _{n \rightarrow+\infty} \int_{\Omega}\left|\nabla u_{n}-\nabla u\right|^{p}
$$

This gives

$$
\limsup _{n \rightarrow+\infty} \int_{\Omega}\left|\nabla u_{n}-\nabla u\right|^{p} \leq 0
$$

so that $u_{n} \rightarrow u$ in $W_{0}^{1, p}(\Omega)$, as $n \rightarrow+\infty$, and concludes the proof of Theorem 1.

Remark 4. If $j(x, s, \xi)=|\xi|^{p}$, the proof of Theorem 1 follows easily from the Clarkson inequality and (13).

## 3. Convergence of a sequence of minimizers

In this section, we first give a proof of Theorem 2. It follows closely the proof of Theorem 1. We first remark that the sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ is bounded in $W_{0}^{1, p}(\Omega)$. Then, up to subsequence, $u_{n} \rightarrow u^{\star}$ weakly in $W_{0}^{1, p}(\Omega)$, as $n \rightarrow+\infty$.
We now prove that $u^{\star}=u$ (this will give in particular that the whole sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ converges to $u$, thanks to the uniqueness of the minimizer).
As in Theorem 1, the semicontinuity result gives

$$
\int_{\Omega} j\left(x, \nabla u^{\star}\right) \leq \liminf _{n \rightarrow+\infty} \int_{\Omega} j\left(x, \nabla u_{n}\right)
$$

Furthermore, thanks to (6), one has $\int_{\Omega} f_{n} u_{n} \rightarrow \int_{\Omega} f u^{\star}$ as $n \rightarrow+\infty$ and then

$$
\int_{\Omega} j\left(x, \nabla u^{\star}\right)-\int_{\Omega} f u^{\star} \leq \liminf _{n \rightarrow+\infty} \int_{\Omega} j\left(x, \nabla u_{n}\right)-\lim _{n \rightarrow+\infty} \int_{\Omega} f_{n} u_{n} .
$$

Since $u_{n}$ is the minimizer associated to $f_{n}$, one has, for all $v \in W_{0}^{1, p}(\Omega)$,

$$
\begin{equation*}
\int_{\Omega} j\left(x, \nabla u_{n}\right)-\int_{\Omega} f_{n} u_{n} \leq \int_{\Omega} j(x, \nabla v)-\int_{\Omega} f_{n} v . \tag{18}
\end{equation*}
$$

Passing to the liminf in this inequality, we obtain that $u^{\star}=u$ (recall that $u$ is the minimizer of the functional $J$ ). Taking $v=u$ in (18), we also obtain that

$$
\begin{equation*}
\int_{\Omega} j\left(x, \nabla u_{n}\right)-\int_{\Omega} f_{n} u_{n} \rightarrow \int_{\Omega} j(x, \nabla u)-\int_{\Omega} f u \tag{19}
\end{equation*}
$$

and then

$$
\int_{\Omega} j\left(x, \nabla u_{n}\right) \rightarrow \int_{\Omega} j(x, \nabla u) .
$$

We now follow exactly the proof of Theorem 1. It gives that

$$
\nabla u_{n}(x) \text { converges in measure to } \nabla u(x)
$$

and finally that $u_{n} \rightarrow u$ in $W_{0}^{1, p}(\Omega)$ as $n \rightarrow \infty$. This concludes the proof of Theorem 2. Note that, in this proof, a main tool was the fact that $\int_{\Omega} f_{n} u_{n} \rightarrow \int_{\Omega} f u^{\star}$. A tool which is no longer true if Hypothesis (6) on the sequence $\left(f_{n}\right)_{n \in N}$ is replaced by Hypothesis (7).

We now give the proof of Theorem 3. We begin as in the previous proof, The sequence $\left\{u_{n}\right\}$ is bounded in $W_{0}^{1, p}(\Omega)$. Then, up to a subsequence, we have $u_{n} \rightarrow u^{*}$ weakly in $W_{0}^{1, p}(\Omega)$, as $n \rightarrow+\infty$. We can also assume that $u_{n} \rightarrow u^{\star}$ a.e.. The new difficulty with respect to the previous proof is that we do not have $\int_{\Omega} f_{n} u_{n} \rightarrow \int_{\Omega} f u^{\star}$.
We fix $h \in \mathbb{R}^{+}$and let $T_{h}(s)=\max \{\min \{k, s\}-k\}, s \in \mathbb{R}$. Using the minimality of $u_{n}$ and $u_{m}$, we get (here and in (24) we follow some techniques of [1])

$$
\int_{\Omega} j\left(x, \nabla u_{n}\right) \leq \int_{\Omega} j\left(x, \nabla\left(u_{n}-\frac{T_{h}\left(u_{n}-u_{m}\right)}{2}\right)\right)+\int_{\Omega} f_{n} \frac{T_{h}\left(u_{n}-u_{m}\right)}{2}
$$

and

$$
\int_{\Omega} j\left(x, \nabla u_{m}\right) \leq \int_{\Omega} j\left(x, \nabla\left(u_{m}-\frac{T_{h}\left(u_{m}-u_{n}\right)}{2}\right)\right)+\int_{\Omega} f_{m} \frac{T_{h}\left(u_{m}-u_{n}\right)}{2} .
$$

Adding these equations, this gives

$$
\begin{aligned}
\int_{\left|u_{m}-u_{n}\right| \leq h}\left(j\left(x, \nabla u_{m}\right)+j\left(x, \nabla u_{n}\right)-\right. & \left.2 j\left(x, \frac{\nabla u_{m}+\nabla u_{n}}{2}\right)\right) \\
& \leq \frac{1}{2} \int_{\Omega}\left(f_{m}-f_{n}\right) T_{h}\left(u_{m}-u_{n}\right)
\end{aligned}
$$

Since $f_{n} \rightarrow f$ weakly in $L^{1}(\Omega)$ and $u_{n} \rightarrow u^{\star}$ a.e., for all $\delta>0$ there exists $\bar{\nu}(\delta)>0$ such that $n, m>\bar{\nu}(\delta)$ implies (recall that $h$ is fixed)

$$
\begin{equation*}
\int_{\left|u_{m}-u_{n}\right| \leq h}\left\{\frac{1}{2} j\left(x, \nabla u_{m}\right)+\frac{1}{2} j\left(x, \nabla u_{n}\right)-j\left(x, \frac{\nabla u_{m}+\nabla u_{n}}{2}\right)\right\}<\delta \tag{20}
\end{equation*}
$$

Let $\lambda>0$ and $\epsilon>0$. We want to prove that there exists $\nu(\epsilon, \lambda)$ such that

$$
\begin{equation*}
m, n>\nu(\epsilon, \lambda) \Rightarrow \text { measure }\left(\left\{\left|\nabla u_{n}-\nabla u_{m}\right|>\lambda\right\}\right)<\epsilon \tag{21}
\end{equation*}
$$

First of all, there exists $k>0$ such that

$$
\text { measure }\left(\left\{\left|\nabla u_{n}\right|>k\right\}\right)<\epsilon, \text { measure }\left(\left\{\left|\nabla u_{m}\right|>k\right\}\right)<\epsilon,
$$

uniformly w.r.t. $n, m$ (thanks to the $W_{0}^{1, p}(\Omega)$ bound on $\left.\left(u_{n}\right)_{n \in \mathbb{N}}\right)$. We define

$$
\begin{aligned}
& \mathcal{K}=\left\{(\xi, \eta) \in \mathbb{R}^{2 N}:|\xi| \leq k,|\eta| \leq k,|\xi-\eta| \geq \lambda\right\}, \\
& \gamma(x)=\min _{(\xi, \eta) \in \mathcal{K}}\left[\frac{1}{2} j(x, \xi)+\frac{1}{2} j(x, \eta)-j\left(x, \frac{\xi+\eta}{2}\right)\right],
\end{aligned}
$$

$$
\begin{aligned}
A_{n, m} & = \\
\left\{\left|\nabla u_{n}\right|\right. & \leq k\} \cap\left\{\left|\nabla u_{m}\right| \leq k\right\} \cap\left\{\left|u_{n}-u_{m}\right| \leq h\right\} \cap\left\{\left|\nabla u_{n}-\nabla u_{m}\right| \geq \lambda\right\} .
\end{aligned}
$$

Thanks to (20), one has, for $n, m>\bar{\nu}(\delta)$,

$$
\begin{aligned}
& \int_{A_{n, m}} \gamma(x) \leq \\
& \int_{\left|u_{m}-u_{n}\right| \leq h}\left\{\frac{1}{2} j\left(x, \nabla u_{m}\right)+\frac{1}{2} j\left(x, \nabla u_{n}\right)-j\left(x, \frac{\nabla u_{m}+\nabla u_{n}}{2}\right)\right\}<\delta
\end{aligned}
$$

Now, thanks to Lemma 5 , we choose $\delta$ such that

$$
\int_{A} \gamma(x) \leq \delta \text { implies measure }(A)<\epsilon
$$

Thus

$$
\begin{equation*}
\text { measure }\left(A_{n, m}\right)<\epsilon \text { if } n, m>\bar{\nu}=\bar{\nu}(\delta) \tag{22}
\end{equation*}
$$

Now we note that the convergence in measure of the sequence $\left\{u_{n}\right\}$ implies that there exists $\tilde{\nu}>0$ such that, for $n, m>\tilde{\nu}$,

$$
\text { measure }\left\{\left|u_{n}-u_{m}\right|>h\right\} \leq \epsilon
$$

On the other hand we have

$$
\begin{aligned}
& \left\{\left|\nabla u_{n}-\nabla u_{m}\right| \geq \lambda\right\} \subset \\
& \qquad\left\{\left|\nabla u_{n}\right|>k\right\} \cup\left\{\left|\nabla u_{m}\right|>k\right\} \cup\left\{\left|u_{n}-u_{m}\right|>h\right\} \cup A_{n, m}
\end{aligned}
$$

Then for $n, m>\nu=\max (\bar{\nu}, \tilde{\nu})$ one has

$$
\text { measure }\left\{\left|\nabla u_{n}-\nabla u_{m}\right| \geq \lambda\right\} \leq 4 \epsilon
$$

This gives that the sequence $\left(\nabla u_{n}\right)_{n \in \mathbb{N}}$ converges in measure. Then, there exists a function $\xi(x)$ such that

$$
\begin{equation*}
\nabla u_{n} \text { converges in measure to } \xi \text {. } \tag{23}
\end{equation*}
$$

Since we already know that $\nabla u_{n}$ converges weakly to $\nabla u^{\star}$ in $L^{p}(\Omega)$, we then conclude that $\xi(x)=\nabla u^{\star}(x)$ and $\nabla u_{n}$ converges to $\nabla u^{\star}$ in $L^{q}(\Omega)$ for all $1 \leq q<p$.
It remains to show that $u^{\star}=u$. The minimality of $u_{n}$ gives for all $n$ and all $w \in W_{0}^{1, p}(\Omega)$

$$
\int_{\Omega} j\left(x, \nabla u_{n}\right)-\int_{\Omega} f_{n} u_{n} \leq \int_{\Omega} j(x, \nabla w)-\int_{\Omega} f_{n} w
$$

Let $v \in W_{0}^{1, p}(\Omega)$, Taking $w=u_{n}-T_{i}\left[u_{n}-v\right]$ we obtain

$$
\begin{equation*}
\int_{\left|u_{n}-v\right|<i} j\left(x, \nabla u_{n}\right) \leq \int_{\left|u_{n}-v\right|<i} j(x, \nabla v)+\int_{\Omega} f_{n} T_{i}\left[u_{n}-v\right] . \tag{24}
\end{equation*}
$$

Here we pass to the limit with Fatou Lemma, the weak convergence of $f_{n}$ to $f$ in $L^{1}(\Omega)$ and the convergence in measure of $u_{n}$ to $u^{\star}$. This gives

$$
\int_{\left|u^{*}-v\right|<i} j\left(x, \nabla u^{*}\right) \leq \int_{\left|u^{*}-v\right|<i} j(x, \nabla v)+\int_{\Omega} f T_{i}\left[u^{*}-v\right] .
$$

Let $i \rightarrow \infty$. Then

$$
\int_{\Omega} j\left(x, \nabla u^{*}\right) \leq \int_{\Omega} j(x, \nabla v)+\int_{\Omega} f\left[u^{*}-v\right]
$$

which implies that $u^{*}=u$. Finally, Thanks to the uniqueness of the minimizer, all the sequence $u_{n}$ converges to $u$.

## 4. Counter example

We give in this section a counter example to Theorem 3 if the sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ does not satisfy Hypothesis (8).
We take $N=1, \Omega=] 0,1\left[, p=3\right.$ and $j(x, \nabla v)=\left|v^{\prime}\right|^{3}$. The functional to minimize in $W_{0}^{1, p}(\Omega)$ if defined for $f \in W^{-1, p^{\prime}}(\Omega)$ by

$$
J(v)=\int_{\Omega} j(x, \nabla v)-<f, v>
$$

For any $f$ in $W^{-1, p^{\prime}}(\Omega)$, the minimizer of $J$ in $W_{0}^{1, p}(\Omega)$ is the function $u$ in $W_{0}^{1, p}(\Omega)$ such that $-\left(\left|u^{\prime}\right| u^{\prime}\right)^{\prime}=f$ in the sense of distribution in $(0,1)$.
For $n \in N^{\star}$, we define the function $u_{n}$ as follow. The function $u_{n}$ is a continuous function satisfying $u_{n}(0)=0$ and $u_{n}(1 / 2+x)=u_{n}(1 / 2-$
$x)$ for all $x \in[0,1 / 2]$. On the interval $[0,1 / 2]$ it is defined, for $i \in$ $\{0, \ldots, n-1\}$, by

$$
\begin{gathered}
\left.u_{n}^{\prime}(x)=+1 \text { if } x \in\right] \frac{i}{2 n}, \frac{i}{2 n}+\frac{1}{3 n}[, \\
\left.u_{n}^{\prime}(x)=-1 \text { if } x \in\right] \frac{i}{2 n}+\frac{1}{3 n}, \frac{i}{2 n}+\frac{1}{3 n}+\frac{1}{6 n}[.
\end{gathered}
$$

The sequence $\left(u_{n}\right)_{n \in \mathbb{N}^{\star}}$ is bounded in $W_{0}^{1, \infty}(\Omega)$. It converges weakly in $W_{0}^{1, p}(\Omega)$ (and even weakly in $W_{0}^{1, q}(\Omega)$ for all $q<+\infty$ ) to the function $u$ defined by

$$
\begin{gathered}
u(x)=\frac{x}{3} \text { if } x \in\left[0, \frac{1}{2}\right] \\
u(x)=-\frac{x-1}{3} \text { if } x \in\left[\frac{1}{2}, 1\right] .
\end{gathered}
$$

Since $u$ is continuous and $u^{\prime}(x)=\frac{1}{3}$ if $x \in\left(0, \frac{1}{2}\right)$ and $u^{\prime}(x)=-\frac{1}{3}$ if $x \in\left(\frac{1}{2}, 1\right)$, one has

$$
-\left(\left|u^{\prime}\right| u^{\prime}\right)^{\prime}=\frac{2}{9} \delta_{\frac{1}{2}} .
$$

We now take $f_{n}=-\left(\left|u_{n}^{\prime}\right| u_{n}^{\prime}\right)^{\prime}$. We set $g_{n}=\left|u_{n}^{\prime}\right| u_{n}^{\prime}$. It is quite easy to see that $g_{n}$ weakly converges in any $L^{q}(\Omega)$-space, $q<+\infty$, to the function $g$ defined by

$$
\begin{aligned}
& g(x)=\frac{1}{3} \text { if } x \in\left(0, \frac{1}{2}\right) \\
& g(x)=-\frac{1}{3} \text { if } x \in\left(\frac{1}{2}, 1\right)
\end{aligned}
$$

This gives that $f_{n} \rightarrow f$ weakly in $W^{-1, p^{\prime}}(\Omega)$ (and even weakly in $W^{-1, q}(\Omega)$ for any $\left.q<+\infty\right)$ with

$$
f=\frac{2}{3} \delta_{\frac{1}{2}} .
$$

Since $-\left(\left|u^{\prime}\right| u^{\prime}\right)^{\prime} \neq f$, this concludes our counter example.

## Appendix A

Lemma 5. Let $(X, \mu)$ be a measurable space, $\mu$ a positive measure with $\mu(X)<+\infty$,

$$
\gamma: X \longrightarrow[0,+\infty]
$$

a measurable function such that $\mu(\{x \in X: \gamma(x)=0\})=0$. Then, for every $\epsilon>0$ there exists $\delta>0$ such that the statement

$$
\text { A measurable subset of } X, \quad \int_{A} \gamma(x) d \mu<\delta
$$

implies $\mu(A)<\epsilon$.

Proof. For every $B>0$, we have

$$
B \mu(\{A \cap\{B<\gamma(x)\}\})=\int_{A \cap\{B<\gamma(x)\}} B d \mu \leq \int_{A} \gamma(x)
$$

Then

$$
\begin{equation*}
\mu(\{A \cap\{B<\gamma(x)\}\}) \leq \frac{1}{B} \int_{A} \gamma(x) . \tag{25}
\end{equation*}
$$

On the other hand, since the sequence $\left\{x \in X: \gamma(x) \leq \frac{1}{m}\right\}$ is decreasing, we have

$$
\begin{equation*}
\mu\left(\left\{\gamma(x) \leq \frac{1}{m}\right\}\right) \rightarrow \mu(\{\gamma(x)=0\}) \tag{26}
\end{equation*}
$$

Fix $\epsilon>0$. Thus, there exists $m_{\epsilon}$ such that

$$
\mu\left(\left\{\gamma(x) \leq \frac{1}{m_{\epsilon}}\right\}\right) \leq \frac{\epsilon}{2}
$$

Then, with $B=\frac{1}{m_{\epsilon}}$

$$
\begin{aligned}
\mu(A) \leq \mu(A \cap & \{\gamma(x)>B\})+\mu\left(\left\{\gamma(x) \leq \frac{1}{m_{\epsilon}}\right\}\right) \\
& \leq \frac{1}{B} \int_{A} \gamma(x)+\frac{\epsilon}{2}
\end{aligned}
$$

We choose $\delta=B \frac{\epsilon}{2}$ to conclude.
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