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Abstract. We prove in this paper the convergence of the Marker and Cell (MAC) scheme
for the discretization of the steady state compressible Stokes equations on two or three dimensional
Cartesian grids. Existence of a solution to the scheme is proven, followed by estimates on approximate
solutions, which yield the convergence of the approximate solutions, up to a subsequence, and in an
appropriate sense. We then prove that the limit of the approximate solutions satisfies the mass and
momentum balance equations, as well as the equation of state, which is the main difficulty of this
study.
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1. Introduction. Since the introduction of the Marker-and-Cell (MAC) scheme
[11], it is claimed that this discretization is suitable for both incompressible and
compressible flow problems (see [9, 10] for the seminal papers, [2, 12, 13, 14, 1, 3,
22, 23, 24, 25, 26] for subsequent developments and [27] for a review). The use of
the MAC scheme in the incompressible case is now standard, and the underlying
convergence theory is wellknown. On the contrary, even if some references in the
literature report the satisfactory behaviour of this discretization for compressible flow
problems, up to our knowledge, no stability nor convergence proof is known in this
context. This is the goal of this work, restricting ourselves to the stationary case and
to the Stokes problem. The extension to Navier-Stokes equations will be addressed
in forthcoming papers. Adapting at the discrete level the arguments of the recent
theory of compressible Navier-Stokes equations [17, 6, 20], we prove the existence of
a solution to the discrete stationary Stokes equations, and the convergence (up to a
subsequence, since, up to now, no uniqueness result is available for the continuous
case) of this solution towards a weak solution of the continuous problem as the mesh
size goes to 0. This convergence result seems to be the first one for the compressible
Stokes problem in the finite volume context. Convergence results for the same problem
can be found in [7, 5, 16] for the Crouzeix-Raviart element, and, with Navier slip
conditions, in [15] for a mixed finite element discretization.

The paper is organized as follows. We first state the continuous problem (Section
2), then we present the discrete spaces, norms and operators of interest (Section 3).
The scheme is then given (Section 4), and the remainder of the paper is devoted to
its analysis: existence and estimates for the discrete solution (Section 5), convergence
to a limit satisfying (under a weak form) the differential equations of the continuous
problem (Section 6), and finally the equation of state (Section 7).

For the sake of simplicity, we describe the MAC discretization of the compressible
Stokes problem in the two-dimensional case, for the square computational domain
Ω = (0, 1)2. However, the presented material extends to the three-dimensional case
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†Université de Provence (gallouet@latp.univ-mrs.fr)
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and to any bounded domain adapted to the MAC-scheme (that is any finite union of
rectangles in 2D or rectangular parallelipeds in 3D); whenever the extension is not
straightforward, we give the details of the generalisation.

2. The continuous problem. Let Ω be an open bounded domain of R
d with

d = 2 or 3, and let γ ≥ 1. For f ∈ L2(Ω)d and M > 0, we consider the following
problem:

− ∆u + ∇p = f in Ω, u = 0 on ∂Ω, (2.1a)

div(ρu) = 0 in Ω, ρ ≥ 0 in Ω,

∫

Ω

ρ(x) dx = M, (2.1b)

p = ργ in Ω. (2.1c)

A weak solution of this problem is a function (u, p, ρ) ∈ H1
0(Ω)d × L2(Ω) × L2γ(Ω)

satisfying:

∫

Ω

∇u : ∇v dx −
∫

Ω

p div(v) dx =

∫

Ω

f · v dx for all v ∈ H1
0(Ω)d, (2.2a)

∫

ρu · ∇ϕdx = 0 for all ϕ ∈ W1,∞(Ω), (2.2b)

ρ ≥ 0 a.e. in Ω,

∫

Ω

ρ dx = M, p = ργ a.e. in Ω. (2.2c)

Remark 2.1. Note that thanks to the fact that u ∈ H1
0(Ω)d and ρ ∈ L2(Ω),

one could replace ϕ ∈ W1,∞(Ω) by ϕ ∈ C∞
c (Ω), see Lemma A.1 in the Appendix.

However, this is no longer true if ρ ∈ Lq(Ω) for q < 2 (with q ≥ 6/5 if d = 3 and
q > 1 if d = 2 in order for ρu to belong to L1(Ω)d).

3. Discrete unknowns and function spaces. For simplicity, we now suppose
Ω = (0, 1)2 and describe the MAC grid, which we will call M in the following. Let
N,M ∈ N, N,M ≥ 2 and let {hxi , i = 1, . . . , N} and {hyj , i = j, . . . ,M} be two
families of positive numbers such that:

N
∑

i=1

hxi =

M
∑

j=1

hyj = 1,

and let us define the step size h of the discretization by:

h = max{hx1 , . . . , hxN , hy1, . . . , hyM}. (3.1)

For the estimates and convergence proof, we need to assume the quasi-uniformity
of the mesh, namely that there exists η > 0 such that:

ηh ≤ hxi , h
y
j ≤ h for 1 ≤ i ≤ N, 1 ≤ j ≤M. (3.2)

Let (xi− 1
2
)1≤i≤N+1 and (yj− 1

2
)1≤j≤M+1 be the families of real numbers defined by:

x 1
2

= 0, xi+ 1
2
− xi− 1

2
= hxi (so that xN+ 1

2
= 1),

y 1
2

= 0, yj+ 1
2
− yj− 1

2
= hyj (so that yM+ 1

2
= 1).
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Fig. 3.1. Mesh and unknowns.

We also define (xi)0≤i≤N+1 and (yi)0≤j≤M+1:

x0 = 0, xi =
1

2
(xi− 1

2
+ xi+ 1

2
) for 1 ≤ i ≤ N, xN+1 = 1,

y0 = 0, yj =
1

2
(yj− 1

2
+ yj+ 1

2
) for 1 ≤ j ≤M, yM+1 = 1,

and set:

hxi− 1
2

=
1

2
(hxi−1 + hxi ), hx0 = 0, hxN+1 = 0,

hy
j− 1

2

=
1

2
(hyj−1 + hyj ), hy0 = 0, hyM+1 = 0.

(3.3)

We can now define the following three partitions of Ω = (0, 1)2:

Ω̄ = ∪
1≤i≤N,

1≤j≤M

K̄i,j , Ki,j = (xi− 1
2
, xi+ 1

2
) × (yj− 1

2
, yj+ 1

2
),

Ω̄ = ∪
1≤i≤N+1,

1≤j≤M

K̄x
i− 1

2
,j, Kx

i− 1
2
,j = (xi−1, xi) × (yj− 1

2
, yj+ 1

2
),

Ω̄ = ∪
1≤i≤N,

1≤j≤M+1

K̄y

i,j− 1
2

, Ky

i,j− 1
2

= (xi− 1
2
, xi+ 1

2
) × (yj−1, yj).

These three partitions form the “MAC grid”; they are used respectively for the dis-
cretization of the pressure and the density, the x-component of the velocity and the y-
component of the velocity. We then define three discrete function spaces, S ⊂ L∞(Ω),
Sx ⊂ L∞(Ω) and Sy ⊂ L∞(Ω), which stand for piecewise constant functions over each
of the grid cells K, Kx and Ky respectively, and the discrete unknowns for the prob-
lem are such that the (discrete) pressure p belongs to S, the density ρ belongs to S,
the x-component of the velocity ux belongs to Sx and the y-component of the velocity
uy belongs to Sy. The subdomains K, Kx and Ky will be referred to hereafter as the
control volumes for the pressure and density, the x-component and the y-component
of the velocity respectively. As usual at the continuous level or for variational discrete
formulation (as in the finite element context), the Dirichlet boundary conditions are
(partly) incorporated in the definition of the discrete spaces, and, to this purpose, we
introduce Sx0 ⊂ Sx and Sy0 ⊂ Sy defined as follows:

Sx0 = {vx ∈ Sx such that vx = 0 over Kx
1
2
,j and Kx

N+ 1
2
,j , for 1 ≤ j ≤M},

Sy0 = {vy ∈ Sy such that vy = 0 over Ky

i, 1
2

and Ky

i,M+ 1
2

, for 1 ≤ i ≤ N}. (3.4)
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The x-component of the velocity will be supposed to belong to Sx0 , which consists
in setting to zero the degrees of freedom of vx located at the left boundary (i.e.
{0} × (0, 1)) and right boundary (i.e. {1} × (0, 1)) of Ω; the y-component will be
supposed to belong to Sy0 , which consists in setting to zero the degrees of freedom of
vy located at the bottom boundary (i.e. (0, 1)×{0}) and top boundary (i.e. (0, 1)×{1})
of Ω. Since the discrete functions are determined by the values that they take over
their respective control volumes, the unknowns of the discrete problem are:

pi,j , ρi,j , 1 ≤ i ≤ N, 1 ≤ j ≤M,

ux
i− 1

2
,j
, 1 ≤ i ≤ N + 1, 1 ≤ j ≤M, uy

i,j− 1
2

, 1 ≤ i ≤ N, 1 ≤ j ≤M + 1,

and the Dirichlet boundary conditions imply that ux1
2
,j

= ux
N+ 1

2
,j

= 0 for 1 ≤ j ≤M ,

and uy
i, 1

2

= uy
i,M+ 1

2

= 0 for 1 ≤ i ≤ N .

For each component of the velocity, the finite volume discrete Laplace operator
is given by a classical five-point formula. This discrete Laplace operator is obtained
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by writing a discrete momentum flux balance for each component over each corre-
sponding velocity cell Kx or Ky; it is well known that it is not consistent in the finite
difference sense, see e.g. [4, Section 5.2 page 732] except on uniform meshes. For the
x-component of the velocity, the discrete Laplacian is such that ∆xvx ∈ Sx0 for any
vx ∈ Sx0 , and as usual in the finite volume formulation, implicitly takes into account
the Dirichlet boundary at the top and bottom boundaries; since ux is prescribed to
zero in the left and right layers of control volumes, the Laplace operator is not defined
in these control volumes. Similarly, the discrete Laplacian for the y-component of the
velocity is such that, ∀vy ∈ Sy0 , ∆yvy ∈ Sy0 , implicitly takes into account the Dirichlet
boundary conditions at the left and right side, and does not need to be prescribed in
the bottom and top layers of control volumes. Let us now define the following bilinear
forms over respectively Sx0 and Sy0 :

∀vx, wx ∈ Sx0 ,

(vx, wx)x =

∫

Ω

∆xvx wx dx =
∑

2≤i≤N,

1≤j≤M

|Kx
i− 1

2
,j | ∆xvxi− 1

2
,j w

x
i− 1

2
,j ,

∀vy, wy ∈ Sy0 ,

(vy, wy)y =

∫

Ω

∆yvy wy dx =
∑

1≤i≤N,

2≤j≤M

|Ky

i,j− 1
2

| ∆yvy
i,j− 1

2

wy
i,j− 1

2

,

(3.5)

where | · | stands for the Euclidean measure. Let Ex be the set of the edges of
the control volumes (Kx

i− 1
2
,j
)1≤i≤N+1, 1≤j≤M associated to the x-component of the

velocity, including the internal ones (i.e. separating two control volumes) and the
external ones (i.e. included in the boundary of Ω). For each edge σx ∈ Ex and
vx ∈ Sx, we denote by [vx]σx either the jump of vx across σx if σx is an internal
edge, or the value of vx in the control volume adjacent to σx if σx is an external edge.
Reordering the summation in Equation (3.5), we obtain:

∀vx, wx ∈ Sx0 , (vx, wx)x =
∑

σx∈Ex

|σx|
dσx

[vx]σx [wx]σx , (3.6)

where, for an internal edge σx, dσx stands for the distance between the mass centers
of the two control volumes adjacent to σx and, for an external edge σx, dσx stands
for the distance between the mass center of the control volume adjacent to σx and
the boundary. With similar notations, we obtain:

∀vy , wy ∈ Sy0 , (vy, wy)y =
∑

σy∈Ey

|σy|
dσy

[vy]σy [wy ]σy . (3.7)

These bilinear forms are thus symmetric. Moreover each form induces a norm over
respectively Sx0 and Sy0 , which we denote:

‖vx‖2
x = (vx, vx)x, ‖vy‖2

y = (vy , vy)y. (3.8)

This norm is known to control the L2 norm by a discrete Poincaré inequality [4,
Lemma 9.1 page 765]. In addition, a compactness result holds for sequences of discrete
functions bounded with respect to this norm. This result is given in Theorem 3.1
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below; to state it, we first define discrete derivatives of elements of Sx0 and Sy0 . For
v = (vx, vy) ∈ Sx0 × Sy0 , we define ∂xMvx ∈ S and ∂yMvy ∈ S by:

(∂xMvx)i,j =
vx
i+ 1

2
,j
− vx

i− 1
2
,j

hxi
, (∂yMvy)i,j =

vy
i,j+ 1

2

− vy
i,j− 1

2
,

hyj
(3.9)

in Ki,j , i ∈ {1, . . . , N} and j ∈ {1, . . . ,M}. The formulae (3.9) give, in particular,
a discrete divergence operator divMv = ∂xMvx + ∂yMvy (see (3.14)-(3.15) below). In
order to define ∂yMvx and ∂xMvy, we need a fourth partition of Ω:

Ω̄ =
⋃

1≤i≤N+1
1≤j≤M+1

K̄xy

i− 1
2
,j− 1

2

, with Kxy

i− 1
2
,j− 1

2

= (xi−1, xi) × (yj−1, yj).

The fourth discrete function space is the space Sxy ⊂ L∞(Ω) which stands for piece-
wise constant functions over each control volume Kxy. We now define ∂yMvx ∈ Sxy

and ∂xMvy ∈ Sxy by, for all i ∈ {0, . . . , N} and j ∈ {0, . . . ,M}:

∂yMvx = (∂yMvx)i+ 1
2
,j+ 1

2
=
vx
i+ 1

2
,j+1

− vx
i+ 1

2
,j

hy
j+ 1

2

in Kxy

i+ 1
2
,j+ 1

2

,

∂xMvy = (∂xMvy)i+ 1
2
,j+ 1

2
=
vy
i+1,j+ 1

2

− vy
i,j+ 1

2
,

hx
i+ 1

2

in Kxy

i+ 1
2
,j+ 1

2

,

(3.10)

where hx
j+ 1

2

and hy
i+ 1

2

are defined by (3.3) and

vxi− 1
2
,0 = 0, vxi− 1

2
,M+1 = 0, vy

0,j− 1
2

= 0, vy
N+1,j− 1

2

= 0. (3.11)

We may then define a discrete curl operator, useful for the the proof of convergence
of the scheme, by curlMv = ∂xMvy − ∂yMvx. Similary, a discrete curl operator may
also be defined in the case d = 3 with an obvious discretization of the continuous curl
operator.

Theorem 3.1. Consider a sequence of MAC grids (Mn)n∈N, with step size hn

(as defined by (3.1)) tending to zero as n→ ∞. Let (uxn)n∈N (resp. (uyn)n∈N) be a
sequence of discrete functions, i.e. such that each element of the sequence uxn (resp.
uyn) belongs to a space Sx,n (resp. Sy,n) and such that ‖uxn‖x (resp. ‖uyn‖y ) is
bounded. Then the sequence (uxn)n∈N (resp. (uyn)n∈N) converges in L2(Ω) to a limit
ux (resp. uy), and this limit satisfies ux ∈ H1

0(Ω) (resp. uy ∈ H1
0(Ω)). Furthermore,

one has (∂xMn
uxn, ∂

y
Mn

uxn) → ∇ux (resp. (∂xMn
uyn, ∂

y
Mn

uyn) → ∇uy) weakly in L2(Ω)2,
as n→ ∞.

Proof. The proof of convergence of the sequence (uxn)n∈N is similar to that of [4,
Theorem 9.1 page 772]. The weak convergence of the discrete gradient in L2(Ω)2 is
easily obtained by discrete integration by parts, thus shifting the discrete derivatives
on a smooth test function and passing to the limit on its discrete derivative.

The discrete H1 norm of a velocity field v = (vx, vy) ∈ Sx0 × Sy0 is defined from
the ‖ ·‖x norm and the ‖ ·‖y norm of its x-component and y-component respectively
by ‖v‖2

M = ‖vx‖2
x + ‖vy‖2

y .

We now define the discrete gradient as follows:

∇M : S −→ Sx0 × Sy0

q 7→
(

(∇Mq)
x, (∇Mq)

y
) (3.12)
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with:

for 2 ≤ i ≤ N, 1 ≤ j ≤M, (∇Mq)
x
i− 1

2
,j =

1

hx
i− 1

2

(qi,j − qi−1,j),

for 1 ≤ i ≤ N, 2 ≤ j ≤M, (∇Mq)
y

i,j− 1
2

=
1

hy
j− 1

2

(qi,j − qi,j−1).
(3.13)

Note that the values of the x-component (resp. y-component) of the gradient over the
left and right (resp. bottom and top) boundary sides of the mesh do not need to be
defined, since it is supposed by definition to vanish: (∇Mq)

x ∈ Sx0 (resp. (∇Mq)
y ∈ Sy0 ).

Let us now define a discrete divergence operator as follows:

divM : Sx0 × Sy0 −→ S

v = (vx, vy) 7→ divM(v) = divM

[

vx

vy

]

(3.14)

with, for 1 ≤ i ≤ N, 1 ≤ j ≤M :

divM

[

vx

vy

]

i,j

=
1

hxi h
y
j

(hyj v
x
i+ 1

2
,j + hxi v

y

i,j+ 1
2

− hyj v
x
i− 1

2
,j − hxi v

y

i,j− 1
2

). (3.15)

This divergence operator satisfies:

∀v ∈ Sx0 × Sy0 , ||divM(v)||L2(Ω) ≤
√

2 ‖v‖M .

A fundamental feature of the MAC scheme is that the discrete gradient operator
and the (opposite of the) divergence operator are dual with respect to the L2 inner
product:

∀v ∈ Sx0 × Sy0 , ∀q ∈ S,

∫

Ω

v · ∇Mq dx = −
∫

Ω

q divM(v) dx. (3.16)

Another fundamental feature of the scheme is its so-called ”inf-sup” stability property
[18, 21, 19], which reads:

∀q ∈ S, sup
v ∈ Sx0 × Sy0

∫

Ω

q divM(v) dx

‖v‖M

≥ cis ||q −m(q)||L2(Ω) . (3.17)

where cis is a real number only depending on Ω and the parameter η characterizing
the uniformity of the mesh, and m(q) denotes the mean value of q over Ω.

4. Presentation of the scheme and of the main results. Consider a MAC
grid as defined in the previous section, which we denote by M. A crucial property
which must be satisfied by the scheme we are about to construct is that the resulting
approximate density stays positive. To this purpose, the mass equation (2.1b) is
discretized with an upwind choice for the density. For any ρ ∈ S and v = (vx, vy) ∈
Sx× Sy, we define an upwind discrete divergence divup

M (ρv) ∈ S defined by its values
on each cell Ki,j:

(divup
M (ρv))i,j =

1

hxi h
y
j

(

hyj ρi+ 1
2
,jv

x
i+ 1

2
,j + hxi ρi,j+ 1

2
vy
i,j+ 1

2

− hyj ρi− 1
2
,jv

x
i− 1

2
,j − hxi ρi,j− 1

2
vy
i,j− 1

2

)

(4.1)
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where the value of the density at each edge is upwinded with respect to the velocity:
∣

∣

∣

∣

∣

ρi+ 1
2
,j = ρi,j if vx

i+ 1
2
,j
≥ 0 and ρi+ 1

2
,j = ρi+1,j otherwise,

ρi,j+ 1
2

= ρi,j if vy
i,j+ 1

2

≥ 0 and ρi,j+ 1
2

= ρi,j+1 otherwise.

We define an average density ρ∗ by ρ∗ = M/|Ω|, and (fx, fy) ∈ Sx × Sy by:

(fx)i− 1
2
,j =

1

|Kx
i− 1

2
,j
|

∫

Kx

i− 1
2

,j

fx dx for 2 ≤ i ≤ N, 1 ≤ j ≤M,

(fy)i,j− 1
2

=
1

|Ky

i,j− 1
2

|

∫

Ky

i,j− 1
2

fy dx for 1 ≤ i ≤ N, 2 ≤ j ≤M.

Remark 4.1. The density ρ∗ can be chosen as any positive function satisfying
ρ∗ ∈ S and

∫

Ω
ρ∗ dx = M . However, the solutions of the scheme may depend on the

choice of ρ∗.

With these notations, the MAC scheme reads, for a given positive α:

Find u = (ux, uy)t ∈ Sx0 × Sy0 , p ∈ S and ρ ∈ S such that:

(∆xux)i− 1
2
,j + ((∇Mp)

x)i− 1
2
,j = (fx)i− 1

2
,j , 2 ≤ i ≤ N, 1 ≤ j ≤M, (4.2a)

(∆yuy)i,j− 1
2

+ ((∇Mp)
y)i,j− 1

2
= (fy)i,j− 1

2
, 1 ≤ i ≤ N, 2 ≤ j ≤M, (4.2b)

divup
M

(

ρ u
)

+ hα(ρ− ρ∗) = 0, (4.2c)

p = ργ , ρ > 0. (4.2d)

Note that this scheme conserves the total mass; indeed, summing (4.2c) over K ∈ M
yields that the integral of ρ and ρ∗ over Ω are equal.

From the identities (3.5) and (3.16), the first two equations of the scheme may be
set under the following discrete variational form:

u = (ux, uy) ∈ Sx0 × Sy0 , p ∈ S, and, ∀v = (vx, vy) ∈ Sx0 × Sy0 ,

(ux, vx)x + (uy, vy)y −
∫

Ω

p divMv dx =

∫

Ω

f · v dx.
(4.3)

In Section 5 below we prove the existence of a solution to the scheme 4.2, along
with some estimates. The remainder of the paper is devoted to the proof of the
following convergence theorem.

Theorem 4.1 (Convergence of the MAC scheme). Let Ω be an open bounded
subset of R

d, d = 2 or d = 3, adapted to the MAC-scheme (that is any finite union of
rectangles in 2D or rectangular parallelipeds in 3D). Let f ∈ (L2(Ω))d, M > 0, γ > 1,
and α > 0. Let η > 0 and (Mn)n∈N be a sequence of MAC grids satisfying (3.2) and
with step size hn tending to zero as n→ ∞. Let (un)n∈N, (ρn)n∈N and (pn)n∈N be
the corresponding sequence of MAC-discrete solutions. Then, up to the extraction of
a subsequence:

• the sequence (un)n∈N converges in (L2(Ω))d to a function u ∈ H1
0(Ω)d,

• the sequence (ρn)n∈N converges in Lp(Ω) for any p such that 1 ≤ p < 2γ and
weakly in L2γ(Ω) to a function ρ of L2γ(Ω),

• the sequence (pn)n∈N converges in Lp(Ω) for any p such that 1 ≤ p < 2 and
weakly in L2(Ω) to a function p of L2(Ω),
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• u, ρ and p satisfy the continuous problem (2.2).
Remark 4.2. The same convergence result holds (with no problem of passage to

the limit in the equation of state) for γ = 1, with only a weak convergence of (ρn)n∈N

and (pn)n∈N in L2(Ω).

5. Existence of the solution and estimates. To avoid the use of the indexes
i, j when possible, we use in this section notations designed for general grids (see e.g.
[7]). We denote by Eint the set of all the internal edges σ = K|L of the (pressure)
grid, where K and L are the two (pressure) control volumes separated by σ. We then
define a normal vector to any edge of the pressure grid by nσ = (1, 0)t or nσ = (0, 1)t.
For any K ∈ M, we denote by EK the set of edges of K and for any σ ∈ EK , we
introduce ǫKσ = nKσ · nσ where nKσ denotes the unit normal vector to σ outward to
K (so that ǫKσ = ±1). For a discrete velocity field u ∈ Sx0 × Sy0 , we denote by uσ the
unknown associated to the edge σ, that is uσ = ux

i+ 1
2
,j
. (resp. uσ = ux

i,j+ 1
2

) if σ is the

edge separating Ki,j from Ki+1,j (resp. Ki,j+1). Then, for a density field ρ ∈ S and
an internal edge σ = K|L, we denote by ρσ the upwind choice for ρ on σ with respect
to u, that is ρσ = ρK if u ·nKσ ≥ 0, ρσ = ρL otherwise; finally, [ρ]σ = |ρK−ρL|. With
these notations, the discrete divergence given in (3.15) becomes:

divMu =
∑

σ∈EK

|σ|uσǫKσ (5.1)

and similarly, the discrete upwind divergence given in (4.1) becomes:

divup
M (ρu) =

∑

σ∈EK

|σ|ρσuσǫKσ . (5.2)

The following lemma states the positivity of the discrete density. It is (easily)
proven by observing that for a given velocity field, the discrete mass balance (4.2c) is
a linear system for ρ the matrix of which is an M-matrix [8, Lemma 2.1].

Lemma 5.1. Let ux ∈ Sx0 , uy ∈ Sy0 and ρ ∈ S satisfy (4.2c). Then ρ > 0.

Proposition 5.2. There exists a solution to System (4.2).
Proof. The proof of this result is obtained by applying the fixed point Brouwer

theorem. Let uk = ((ux)k, (uy)k)t ∈ Sx0 × Sy0 be a given discrete velocity field. We
define ρk+1 as the solution of (4.2c) with ux = (ux)k and uy = (uy)k, i.e.:

divup
M (ρk+1uk) + hα(ρk+1 − ρ∗) = 0.

The existence of a solution to this linear system is a consequence of Lemma 5.1 along
with the positivity of this solution. In addition, we deduce from the conservativity of
the scheme that:

∫

Ω

ρk+1 dx =

∫

Ω

ρ∗ dx. (5.3)

This relation provides a bound for ρk+1 in the L1 norm, and therefore in all norms
since the problem is of finite dimension. Through the equation of state, we thus obtain
a bound for pk+1 = (ρk+1)γ in a discrete norm. We now define (ux)k+1 and (uy)k+1

as the solution, with p = pk+1, of (4.2a) and (4.2b) respectively:

(∆x(ux)k+1)i− 1
2
,j + ((∇Mp

k+1)x)i− 1
2
,j = (fx)i− 1

2
,j , 2 ≤ i ≤ N, 1 ≤ j ≤M,

(∆y(uy)k+1)i,j− 1
2

+ ((∇Mp
k+1)y)i,j− 1

2
= (fy)i,j− 1

2
, 1 ≤ i ≤ N, 2 ≤ j ≤M.
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Since pk+1 is bounded, its gradient ∇Mp
k+1 is bounded, in particular in L2(Ω)2 (note,

however, that the bounds that we thus obtain depend on the mesh). Multiplying
(4.2a) by ((ux)k+1)i− 1

2
,j , summing over i and j, and using (3.5), we get:

‖(ux)k+1‖2
x =

∫

Ω

[

−(∇Mp
k+1)x + fx

]

(ux)k+1 dx.

Invoking now the fact that the ‖ · ‖x norm controls the L2 norm, we thus obtain
an a priori bound for ‖(ux)k+1‖x , let us say ‖(ux)k+1‖x ≤ Cx, with Cx depending
only on fx and (∇Mp

k+1)x. Taking fx = 0 and (pk+1)x = 0, this estimate provides
the uniqueness of (ux)k+1 solution to (4.2a) and in turn, its existence. The same
arguments hold for (uy)k+1, and we thus get that (uy)k+1 exists and satisfies an
inequality of the form ‖(uy)k+1‖y ≤ Cy. Finally, the function ((ux)k, (uy)k)) 7→
((ux)k+1, (uy)k+1)) is continuous. By the Brouwer theorem, it thus admits a fixed
point in the convex set C defined by:

C =
{

(vx, vy) ∈ Sx0 × Sy0 s.t. ‖ux‖x ≤ Cx and ‖uy‖y ≤ Cy
}

.

This fixed point is a solution to the scheme.

Let us now turn to stability issues: in order to prove convergence, we wish to
obtain some uniform (with respect to the mesh) bounds on the solutions to (4.2);
these bounds are stated in Lemma 5.5 below. We begin by a technical lemma, which
extends [5, Lemma 5.1] and yields Lemma 5.4. In fact, Lemma 5.4 is not only useful
for stability issues, but for three other reasons. Firstly, it allows an estimate on u in
a dicrete H1

0 norm (Proposition 5.5), as in [5]. Secondly, it yields a so called weak BV
estimate if γ > 2 or weighted weak BV estimate if γ ≤ 2 (Proposition 5.5). These
weak BV estimates depend on the mesh and do not give a direct compactness result
on the sequence of approximate solutions; however they are useful in the passage to
the limit in the mass equation. Note that the weak (and weighted weak) BV estimate
did not have to be used in [5] because of the presence of an additional stabilization
term; this latter term was in fact introduced for technical reasons for the passage to
the limit in the equation of state. Thirdly, Lemma 5.4 gives (with β = 1) a crucial
inequality which is also used in order to pass to the limit in the equation of state.

Lemma 5.3. Let ρ be a positive function of S, and u = (ux, uy) ∈ Sx0 × Sy0 . Let
ϕ be a continuously twice-differentiable function from (0,+∞) to R. Then, for any
σ ∈ Eint, σ = K|L, there exists a real number ρ̃σ ∈ [min(ρK , ρL),max(ρK , ρL)] such
that:
∫

Ω

ϕ′(ρ) divup
M (ρu) dx =

∫

Ω

[

ρϕ′(ρ) − ϕ(ρ)
]

divMudx +
1

2

∑

σ∈Eint

|σ| ϕ′′(ρ̃σ) |uσ| [ρ]2σ.

Proof. Using the expression of the divergence operator, we get:

∫

Ω

ϕ′(ρ) divup
M (ρu) dx =

∫

Ω

[

ρϕ′(ρ) − ϕ(ρ)
]

divMu dx +R,

with:

R =
∑

K∈M

∑

σ∈EK

|σ|
[

ϕ′(ρK) ρσ − ϕ′(ρK) ρK + ϕ(ρK)
]

uσǫ
K
σ .
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Reordering the summations and noting that ǫKσ = −ǫLσ for σ = K|L, we get:

R =
∑

σ∈Eint

σ=K|L

|σ|
[

[

ϕ′(ρK)ρσ−ϕ′(ρK)ρK +ϕ(ρK)
]

−
[

ϕ′(ρL)ρσ−ϕ′(ρL)ρL+ϕ(ρL)
]

]

uσǫ
K
σ .

Without loss of generality, we may orient any edge σ ∈ Eint as σ = K|L where K is
such that u · nKσ ≥ 0, so that ρσ = ρK , and we get:

R =
∑

σ=K|L

[

ϕ(ρK) − ϕ(ρL) − ϕ′(ρL) (ρK − ρL)
]

|uσ|,

which yields the result thanks to a Taylor expansion of ϕ.

Lemma 5.4. Let ρ ∈ S and u = (ux, uy) ∈ Sx0 × Sy0 satisfy (4.2c). Then, for any
σ ∈ Eint, σ = K|L, for any β ≥ 1:

∫

Ω

ρβdivMudx +
1

2

∑

σ∈Eint

β |σ| ρσ,β |uσ| [ρ]2σ ≤ C hα,

where C only depends on M , β and Ω, and

ρσ,β = min(ρβ−2
K , ρβ−2

L ) for σ = K|L. (5.4)

Proof. By Lemma 5.1, we know that ρ > 0. Let us first suppose that β > 1.

Multiplying (4.2c) by the test function
β

β − 1
ρβ−1 and integrating over Ω, we get:

β

β − 1

∫

Ω

ρβ−1divup
M (ρu) dx +

βhα

β − 1

∫

Ω

ρβ−1(ρ− ρ∗) dx = 0. (5.5)

By Lemma 5.3 applied with ϕ(s) = sβ, there exists a family of real numbers (ρ̃σ)σ∈Eint

such that ρ̃σ ∈ [min(ρK , ρL),max(ρK , ρL)] and such that the first term of Relation
(5.5) satisfies:

β

β − 1

∫

Ω

ρβ−1divup
M (ρu) dx =

∫

Ω

ρβdivMu dx +
1

2

∑

σ∈Eint

β |σ| ρ̃β−2
σ |uσ| [ρ]2σ.

Since the function s 7→ sβ is convex, the second term of Relation (5.5) satisfies:

β

β − 1
hα
∫

Ω

ρβ−1(ρ− ρ∗) dx ≥ hα

β − 1

∫

Ω

(ρβ − (ρ∗)β) dx ≥ hα

β − 1

∫

Ω

−(ρ∗)β dx.

The two above relationships and the fact that ρσ,β ≤ ρ̃β−2
σ yield the result for β > 1.

For β = 1, the arguments are the same with ϕ(s) = s log(s).

Proposition 5.5. Let γ ≥ 1, p ∈ S, ρ ∈ S and u = (ux, uy) ∈ Sx0 × Sy0 be a
solution to the scheme, i.e. system (4.2). Then there exists C1 depending only on f ,
M , Ω and γ such that:

‖u‖M + ||p||L2(Ω) + ||ρ||L2γ(Ω) ≤ C1. (5.6)
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Moreover, for any β ∈ [1, γ], there exists C2 depending only on f , M , Ω, γ and β
such that

∑

σ∈Eint

|σ| ρσ,β |uσ| [ρ]2σ ≤ C2, (5.7)

where ρσ,β is defined in (5.4). In particular, for γ ≥ 2, we get by taking β = 2 in
(5.7):

∑

σ∈Eint

|σ| |uσ| [ρ]2σ ≤ C2. (5.8)

Finally, ρ > 0, p = ργ and

∫

Ω

ρ dx = M .

Proof. Let us first notice that ρ > 0 thanks to Lemma 5.1, that p = ργ by
definition of the scheme (4.2) and that

∫

Ω
ρ dx = M thanks to the conservativity of

the scheme, see (5.3). By (4.3), we have:

‖u‖2
M −

∫

Ω

p divM(u) dx =

∫

Ω

(fxux + fyuy) dx,

and thus, thanks to the fact that the discrete H1 norm controls the L2 norm:

‖u‖2
M −

∫

Ω

p divM(u) dx ≤ C3,

where C3 only depends on f and Ω. Lemma 5.4 with β = γ yields, since p = ργ :

∫

Ω

p divM(u) dx +
1

2

∑

σ∈Eint

γ |σ| ρσ,γ |uσ|[ρ]2σ ≤ C4,

where C4 only depends on M , γ, α and Ω. Summing these two relations, we thus
obtain:

‖u‖2
M +

1

2

∑

σ∈Eint

γ |σ| ρσ,γ |uσ| [ρ]2σ ≤ C3 + C4. (5.9)

Let m(p) stand for the mean value of p. Thanks to the discrete inf-sup condition
(3.17), there exists a function v ∈ Sx0 × Sy0 ,v 6= 0, such that

∫

Ω
p divM(v) dx ≥

cis ||p−m(p)||L2(Ω) ‖v‖M . Choosing this specific function v as test function in (4.2)
then allows a control of ||p −m(p)||L2(Ω) . In addition, the positivity of the density
and the conservativity of the scheme yields:

∫

Ω

ρ dx =

∫

Ω

p1/γ dx = M,

and thus a classical result (see e.g. [5, Lemma B.6]) implies that ||p||L2(Ω) itself is
bounded, and therefore so is ||ρ||L2γ(Ω) . We have therefore proved (5.6) and (5.7) for
β = γ.

In order to prove (5.7) for β < γ, let us use once again Lemma 5.4, to obtain:

∑

σ∈Eint

|σ| ρσ,β |uσ| [ρ]2σ ≤ −
∫

Ω

ρβ divM(u) dx + C,

12



where C depends on M , Ω, γ and β.
Since ρ is bounded in L2β(Ω) and ||divM(u)||L2(Ω) is controlled by ‖u‖M , this

concludes the proof.
Remark 5.1 (Strong and weak BV estimate). Note that the estimate (5.8) is

the classical weak BV estimate used in the multi-dimensional hyperbolic theory (see
e.g. [4, Lemma 21.3 page 889]). It is different from strong BV estimates used in the
one-dimensional setting (and which are not available in the multidimensional case for

non Cartesian meshes) because it is not independent of the mesh: it behaves as h−
1
2

where h is the mesh size, but this weak control is still sufficient to pass to the limit in
the schemes.

6. Passage to the limit in the mass and momentum balance equations.

Proposition 6.1. Let η > 0 and (Mn)n∈N be a sequence of MAC grids (Mn)n∈N

satisfying (3.2) and with step size hn tending to zero as n→ ∞. Let (un)n∈N, (ρn)n∈N

and (pn)n∈N be the corresponding sequence of solutions to (4.3),(4.2c),(4.2d). Then,
up to the extraction of a subsequence:

1. the sequence (un)n∈N converges in (L2(Ω))2 to a function u ∈ (H1
0(Ω))2.

2. the sequence (ρn)n∈N weakly converges to a function ρ in L2γ(Ω),
3. the sequence (pn)n∈N weakly converges to a function p in L2(Ω),
4. u, ρ and p satisfy the continuous momentum and mass balance equations

(2.2a) and (2.2b).
5. ρ ≥ 0 a.e. and

∫

Ω ρ dx = M .
Proof. The stated convergences (i.e. points 1. to 3.) are straightforward conse-

quences of the uniform bounds for the sequence of solutions, together, for the velocity,
with the compactness theorem 3.1. Point 5. is an easy consequence of point 2. Let us
then prove point 4. i.e. that u, ρ and p satisfy (2.2a) and (2.2b). Let ϕ be a function
of C∞

c (Ω)2, and let ϕxn and ϕyn be the functions of Sx,n and Sy,n respectively, obtained
by taking the average value of ϕx and ϕy over each internal edge of the primal mesh
Mn. Let ϕn = (ϕxn, ϕ

y
n)t and ∆un = (∆xuxn,∆

yuyn)
t. Then:

∫

Ω

∆un · ϕn dx +

∫

Ω

∇Mpn · ϕn dx =

∫

Ω

fn · ϕn dx.

The convergence of the first term may be proven by slight modifications of a classical
result [4, Chapter III]:

lim
n→∞

∫

Ω

∆un · ϕn dx =

∫

Ω

∇u · ∇ϕ dx.

From the definition of ϕn and thanks to the weak convergence of the pressure, we
have:
∫

Ω

∇Mpn ·ϕn dx =

∫

Ω

pn divϕ dx and therefore lim
n→∞

∫

Ω

∇Mpn ·ϕn dx =

∫

Ω

p divϕ dx.

Finally, since lim
n→∞

∫

Ω

fn · ϕn dx =

∫

Ω

f · ϕ dx, the functions u and p satisfy (2.2a).

Now let ψ ∈ C∞
c (Ω), and let ψn ∈ Sn with values (ψn)i,j = ψ(xi, yj) on Ki,j , for

1 ≤ i ≤ N, 1 ≤ j ≤ M , i.e. (ψn)i,j is the midpoint value of ψ in the respective box
(i, j) of the mesh. Note that, in this relation and in the remainder of the proof, the
dependency of the mesh on n has been omitted for short. Let us multiply the discrete
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mass balance equation (4.2c) corresponding to Ki,j by hxi h
y
j (ψn)i,j and sum over i

and j, to obtain Ts,n + Tx,n + Ty,n = 0, with:

Ts,n = hαn

N
∑

i=1

M
∑

j=1

hxi h
y
j (ψn)i,j

[

(ρn)i,j − ρ∗
]

,

Tx,n =

N
∑

i=1

M
∑

j=1

hyj (ψn)i,j
[

(ρn)i+ 1
2
,j (uxn)i+ 1

2
,j − (ρn)i− 1

2
,j (uxn)i− 1

2
,j

]

,

Ty,n =

N
∑

i=1

M
∑

j=1

hxi (ψn)i,j
[

(ρn)i,j+ 1
2

(uyn)i,j+ 1
2
− (ρn)i,j− 1

2
(uyn)i,j− 1

2

]

.

Since the sequence (ρn)n∈N is bounded in L1(Ω), the term Ts,n tends to zero for any
α > 0. Reordering the summations, we get for Tx,n:

Tx,n =

N
∑

i=1

M
∑

j=1

−hxi+ 1
2

hyj (ρn)i+ 1
2
,j (uxn)i+ 1

2
,j

(ψn)i+1,j − (ψn)i,j
hx
i+ 1

2

.

Since we have:

∣

∣

∣

(ψn)i+1,j − (ψn)i,j
hx
i+ 1

2

− 1

hx
i+ 1

2

hyj

∫

Kx

i+ 1
2

,j

∂xψ dx
∣

∣

∣
≤ cψ hn

where ∂x denotes the partial derivative with respect to the x variable and cψ ∈ R

depends only on ψ, we get Tx,n = T1,n +R1,n with:

T1,n =
N
∑

i=1

M
∑

j=1

∫

Kx

i+ 1
2

,j

(ρn)i+ 1
2
,j (uxn)i+ 1

2
,j ∂xψ dx,

and, by the Cauchy-Schwarz inequality and thanks to (3.2):

|R1,n| ≤ cψ hn

N
∑

i=1

M
∑

j=1

hxi+ 1
2

hyj |(ρn)i+ 1
2
,j (uxn)i+ 1

2
,j |

≤ c hn ||ρn||L2(Ω) ||uxn||L2(Ω) ,

(6.1)

where c depends only on M , Ω and f through the bounds on ρn and un (see Propo-
sition 5.5) and on ψ and the parameter η defined in (3.2). Therefore R1,n tends to
zero when n→ ∞. Now we can decompose T1,n = T2,n +R2,n with:

T2,n =

∫

Ω

ρn u
x
n ∂xψ dx, R2,n =

N
∑

i=1

M
∑

j=1

∫

Kx

i+ 1
2

,j

[

(ρn)i+ 1
2
,j − ρn

]

(uxn)i+ 1
2
,j ∂xψ dx.

On one hand, by definition, the quantity (ρn)i+ 1
2
,j is equal either to (ρn)i,j or to

(ρn)i+1,j . On the other hand, over Kx
i+ 1

2
,j
, ρn is equal to (ρn)i,j on the ”i−side of the

edge” and to (ρn)i+1,j on the ”(i+ 1)− side”. Since ∂xψ is bounded, we thus get:

|R2,n| ≤ cψ

N
∑

i=1

M
∑

j=1

hxi+ 1
2

hyj |(uxn)i+ 1
2
,j| |(ρn)i+1,j − (ρn)i,j |.
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Let us first suppose that γ ≥ 2. We have:

|R2,n| ≤ cψh
1/2
n

[

N
∑

i=1

M
∑

j=1

hyj |(uxn)i+ 1
2
,j| |(ρn)i+1,j − (ρn)i,j |2

]1/2

[

N
∑

i=1

M
∑

j=1

hxi+ 1
2

hyj |(uxn)i+ 1
2
,j |
]1/2

.

The last two quantities are controlled, by the second inequality of Proposition 5.5,
i.e. Relation (5.7), for the first one and because (uxn)n∈N is bounded in L1(Ω) for the

second one. So we get |R2,n| ≤ c h
1/2
n with c independent of n.

If we now suppose that γ < 2, we may write:

|R2,n| ≤ cψh
1/2
n

[

N
∑

i=1

M
∑

j=1

hyj ((ρ̃n)i+ 1
2
,j)
γ−2 |(uxn)i+ 1

2
,j | |(ρn)i+1,j − (ρn)i,j |2

]1/2

[

N
∑

i=1

M
∑

j=1

hxi+ 1
2

hyj ((ρ̃n)i+ 1
2
,j)

2−γ |(uxn)i+ 1
2
,j |
]1/2

(6.2)
where (ρ̃n)i+ 1

2
,j = max((ρn)i,j , (ρn)i+1,j). Hence by (5.7), the first sum is bounded.

For the second one, we have:

N
∑

i=1

M
∑

j=1

hxi+ 1
2

hyj ((ρ̃n)i+ 1
2
,j)

2−γ |(uxn)i+ 1
2
,j| ≤

[

N
∑

i=1

M
∑

j=1

hxi+ 1
2

hyj (uxn)
2
i+ 1

2
,j

]1/2

[

N
∑

i=1

M
∑

j=1

hxi+ 1
2

hyj max((ρn)i,j , (ρn)i+1,j , 1)2
]1/2

.

The first term in the right hand side is controlled since ||uxn||L2(Ω) is bounded and,
the second one is controlled since ||ρn||L2(Ω) is bounded, using the regularity bound
(3.2) on hxi+1/h

x
i . In this case also, |R2,n| tends to zero.

By the weak and strong convergence of (ρn)n∈N and (uxn)n∈N respectively, we
have:

lim
n→∞

Tx,n = lim
n→∞

T2,n =

∫

Ω

ρ ux ∂xψ dx.

By the same arguments, we obtain:

lim
n→∞

Ty,n =

∫

Ω

ρ uy ∂yψ dx,

which shows that ρ and u satisfy the continuous mass balance equation.

Remark 6.1. Note that, in the case γ ≥ 2, the convergence proof may easily be
modified so as not to require that all the meshes Mn satisfy (3.2) with the same η (it
is used here only for short in order to get (6.1)). However, in the case γ < 2, it does
not seem easy to proceed without this regularity assumption, which is used to obtain
(6.2). Moreover, the same assumption is also used in the proof of convergence of the
equation of state, for any γ (see Step 2 of Lemma 7.3).
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7. Passing to the limit in the equation of state. Under the hypotheses of
Proposition 6.1, up to a subsequence, the approximate solution (un, pn, ρn) converges
(in the sense given in Proposition 6.1) to (u, p, ρ) (as n→ ∞); the limit (u, p, ρ)
belongs to H1

0(Ω)2 × L2(Ω) × L2γ(Ω) and satisfies (2.2a), (2.2b), ρ ≥ 0 a.e. and
∫

Ω ρ dx = M . There remains to show that (u, p, ρ) satisfies (2.1c), i.e. the equation of
state p = ργ a.e. (and that the convergence of pn and ρn are strong in the appropriate
Lebesgue spaces).

If γ = 1, this is easily proved (except for the strong convergences of pn and ρn),
thanks to the weak convergence as n→ ∞ of pn and ρn to p and ρ in L2(Ω). For
γ > 1 however, we may not pass to the limit in the nonlinear equality pn = ργn since
the convergence of pn towards p and of ρn towards ρ are only weak in L2(Ω). In order
to obtain the relation p = ργ , the main idea is to prove that:

lim inf
n→∞

∫

Ω

pnρn dx ≤
∫

Ω

pρ dx. (7.1)

Once this inequality is proven, it is quite easy to deduce (up to a subsequence) the
a.e. convergence of pn and ρn and therefore p = ργ (and we also obtain the desired
strong convergence of pn and ρn).

7.1. Proof of (7.1) in a continuous setting. For the sake of clarity, we first
prove (7.1) in a simple (but unrealistic) setting, namely assuming that un satisfies
the following approximate (but not discrete) equation:

un ∈ H1
0(Ω)2, −∆un + ∇pn = fn, (7.2)

with fn ∈ L2(Ω)2 and fn → f weakly in L2(Ω)2 as n→ ∞. The proof we give here is
slightly different from that of [5]. It is more adapted to the case of the MAC scheme
that we consider here but it could also be used for the proof of convergence of the
scheme considered in [5].

For all v,w in H1
0(Ω)2 (in fact w ∈ H1(Ω)2 is sufficient), one has:

∫

Ω

∇v : ∇w dx =

∫

Ω

div v div w dx +

∫

Ω

curl v curl w dx. (7.3)

with, for v = (vx, vy), curl(v) = ∂xv
y − ∂yv

x (∂x (∂y) denoting the derivative with
respect to the x (resp. y) space variable). Even though the relation (7.3) is well-
known, we now give its proof, which will later be used as a guide for the proof of
the discrete counterpart of (7.3), stated in Lemma 7.1. Let v = (vx, vy) ∈ C∞

c (Ω)2,
w = (wx, wy) ∈ C∞

c (Ω)2. A blunt comparison of the two sides of (7.3) using the
definition of the differential operators yields:

∫

Ω

∇v : ∇w dx =

∫

Ω

div v div w dx +

∫

Ω

curlv curlw dx −R,

with R =

∫

Ω

∂xv
x∂yw

y + ∂yv
y∂xw

x − ∂yv
x∂xw

y − ∂xv
y∂yw

x dx.

A double integration by parts gives:
∫

Ω

∂xv
x∂yw

y dx =

∫

Ω

∂yv
x∂xw

y dx and

∫

Ω

∂yv
y∂xw

x dx =

∫

Ω

∂xv
y∂yw

x dx,

which leads to R = 0 and (7.3). Then, we obtain (7.3) in H1
0(Ω)2 by density.
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Remark 7.1 (Extension of (7.3) to the three-dimensional case). In the three
dimensional case, the curl operator is defined by curlv = (∂yv

z − ∂zv
y, ∂zv

x −
∂xv

z, ∂xv
y − ∂yv

x)t. The quantities curl v and curlw are thus vector valued but
Relation (7.3) still holds, replacing the product curl v curl w by the dot product curl v ·
curlw in R

3. The proof of (7.3) then follows by using three times the formula (7.3)
written in the two dimensional case. More precisely, if v = (vx, vy, vz) ∈ C∞

c (Ω)3,
w = (wx, wy, wz) ∈ C∞

c (Ω)3, one has, for (α1, α2, α3) ∈ {(x, y, z), (y, z, x), (z, x, y)},
∫

Ω

∂α1
vα1∂α1

wα1 + ∂α2
vα1∂α2

wα1 + ∂α1
vα2∂α1

wα2 + ∂α2
vα2∂α2

wα2 dx

=

∫

Ω

(∂α1
vα1 + ∂α2

vα2)(∂α1
wα1 + ∂α2

wα2) dx +

∫

Ω

curlα3 v curlα3 w dx,

where curlα3 denotes the α3-th component of curl. Then, adding these three equations
leads to:
∫

Ω

[

∇v : ∇w +
∑

α∈{x,y,z}

∂αv
α∂αw

α
]

dx =

∫

Ω

[

div v div w +
∑

α∈{x,y,z}

∂αv
α∂αw

α + curl v · curlw
]

dx.

This gives (7.3) for v,w ∈ C∞
c (Ω)3 and, by density, for v,w ∈ H1

0(Ω)3.

Using formula (7.3), we get from (7.2), for all v in H1
0(Ω)2,

∫

Ω

div un div v dx +

∫

Ω

curlun curlv dx −
∫

Ω

pndiv v dx =

∫

Ω

fn · v dx. (7.4)

Let us assume, for a moment, that we may choose v = vn with:

curlvn = 0, div vn = ρn, (7.5)

and vn bounded in H1
0(Ω)2. Unfortunately, such a choice is possible in H1(Ω)2 but

not in H1
0(Ω)2, and we shall see later how to get around this difficulty. With such a

choice of vn, we have up to a subsequence, vn → v in L2(Ω)2 and weakly in H1
0(Ω)2

as n→ ∞ with:

curl v = 0, div v = ρ. (7.6)

Since div vn = ρn and curlvn = 0, (7.4) reads

∫

Ω

(div un−pn) ρn dx =

∫

Ω

fn ·vn dx.

Since fn and vn weakly converge in L2(Ω)2 to f and v respectively, we obtain:

lim
n→∞

∫

Ω

(div un − pn) ρn dx =

∫

Ω

f · v dx.

But, since (u, p) satisfies (2.2a), one has:
∫

Ω

div u div v dx +

∫

Ω

curlu curl v dx −
∫

Ω

p div v dx =

∫

Ω

f · v dx.

which gives, thanks to (7.6),

∫

Ω

(div u − p)ρ dx =

∫

Ω

f · v dx. Therefore:

lim
n→∞

∫

Ω

(pn − div un) ρn dx =

∫

Ω

(p− div u) ρ dx. (7.7)

17



Finally, thanks to the mass balance equation (2.2b), Lemma 2.1 of [5] gives:
∫

Ω

ρ div u dx = 0.

We assume also that un satisfies an approximate mass balance equation leading to:

lim inf
n→∞

∫

Ω

ρndiv un dx ≤ 0.

This holds in the discrete case, that is when ρn and un satisfy (4.2c), as stated in
Lemma 5.4. Then one deduces (7.1) from (7.7).

Unfortunately, the above proof of (7.1) fails because it is impossible to choose vn in
H1

0(Ω)2. In order to overcome this, we implement the following construction for vn,
which we sketch formally, since it gives the building blocks for a similar construction
in the discrete MAC setting in the following subsection. We first choose wn such that
wn ∈ H1

0(Ω) and −∆wn = ρn. Since the sequence (ρn)n∈N is bounded in L2(Ω), the
sequence (wn)n∈N is bounded in H1

0 (Ω). But we can then also derive an H2
loc(Ω)-

estimate on wn (an H2(Ω)-estimate is also available if Ω is convex; however this
assumption is otherwise not needed in the present paper); indeed, for ϕ ∈ C∞

c (Ω) the
sequence (∆(wnϕ))n∈N is bounded in L2(Ω) (by some quantity depending on ϕ), two
“formal” integrations by parts (which can be justified) give:

∑

α1,α2∈{x,y}

∫

Ω

∂α1
∂α2

(wnϕ) ∂α1
∂α2

(wnϕ) dx =

∑

α1,α2∈{x,y}

∫

Ω

∂α1
∂α1

(wnϕ) ∂α2
∂α2

(wnϕ) dx =

∫

Ω

(∆(wnϕ))2 dx.
(7.8)

Since (wn)n∈N is bounded in H1
0 (Ω) and in H2

loc(Ω), up to a subsequence, wn → w
weakly in H1

0 (Ω) and in H2
loc(Ω) as n→ ∞, so that wn → w in L2(Ω) and ∇(wnϕ) →

∇(wϕ) weakly in H1
0 (Ω)2 and (strongly) in L2(Ω)2 for all ϕ ∈ C∞

c (Ω). Setting
vn = −∇wn and v = −∇w, we then have vn ∈ H1

loc(Ω)2, div vn = ρn a.e. in Ω,
curlvn = 0 a.e. in Ω and, as n→ ∞, vn → v in L2

loc(Ω)2 and weakly in H1
loc(Ω)2,

with (7.6) (i.e. curlv = 0, div v = ρ).

Let ϕ ∈ C∞
c (Ω), so that vnϕ ∈ H1

0(Ω)2. Let us now prove that:

lim
n→∞

∫

Ω

(pn − div un) ρn ϕdx =

∫

Ω

(p− div u) ρϕdx. (7.9)

Taking v = vnϕ, (7.4) gives:
∫

Ω

div undiv(vnϕ) dx +

∫

Ω

curl un curl(vnϕ) dx

−
∫

Ω

pn div(vnϕ) dx =

∫

Ω

fn · (vnϕ) dx.

But, div(vnϕ) = ρnϕ+vn ·∇ϕ and curl(vnϕ) = L(ϕ)vn, where L(ϕ) is a 1×2-matrix
(in the three dimensional case, a 3× 3-matrix) involving the first order derivatives of
ϕ. Thus:
∫

Ω

(div un − pn) ρnϕdx =

∫

Ω

fn · (vnϕ) dx

−
∫

Ω

(div un)vn · ∇ϕdx −
∫

curl un L(ϕ)vn dx +

∫

Ω

pnvn · ∇ϕdx.
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Using the weak convergence of un in H1
0(Ω)2, the weak convergence of pn and fn in

L2(Ω) and L2(Ω)2 respectively and the convergence of vn in L2
loc(Ω)2, we obtain:

lim
n→∞

∫

Ω

(div un − pn) ρnϕdx =

∫

Ω

f · (vϕ) dx

−
∫

Ω

(div u)v · ∇ϕdx −
∫

curlu L(ϕ)v dx +

∫

Ω

pv · ∇ϕdx.

But, since (u, p) satisfies (2.2a),
∫

Ω

div u div(vϕ) dx +

∫

Ω

curlu curl(vϕ) dx −
∫

Ω

p div(vϕ) dx =

∫

Ω

f · (vϕ) dx,

which yields, using (7.6):
∫

Ω

(div u − p)ρϕdx =

∫

Ω

f · (vϕ) dx

−
∫

Ω

(div u)v · ∇ϕdx −
∫

Ω

curlu L(ϕ)v dx +

∫

Ω

p v · ∇ϕdx

which proves (7.9).
Using now the fact that (pn − div un) ρn is bounded in Lq(Ω) for some q > 1

(namely q = 2γ/(γ + 1) > 1, thanks to the L2(Ω) estimate on (pn − div un) and the
L2γ(Ω) estimate on ρn), we deduce from (7.9) (see Lemma B.2 of [5]) that:

lim
n→∞

∫

Ω

(pn − div un) ρn dx =

∫

Ω

(p− div u) ρ dx.

The proof of (7.1) then folows from the mass equation (2.1b), as it was from (7.7).

7.2. Proof of (7.1) in the discrete MAC setting. We now have to prove
(7.1) with (un, pn) solution of the discrete momentum equation (4.3) rather than of
the approximate continuous momentum equation (7.2). We use here the fact that the
MAC scheme allows an identity similar to (7.3), given in Lemma 7.1 below. Note that
this path is quite different from the Crouzeix-Raviart framework [5]; indeed, for this
latter discretization, the analogue of (7.3) involves some jumps at the boundaries of
the elements, and an ad hoc strategy (including the introduction in the scheme of a
stabilization term) was necessary to circumvent this difficulty.

We first define, in the framework of Section 3, that is with a MAC grid denoted
by M, the discrete operator curlM, using the fourth partition of Ω and the space
Sxy defined in Section 3. The operator curlM is defined from Sx × Sy to Sxy; for
v = (vx, vy) ∈ Sx × Sy and for i ∈ {1, . . . , N + 1}, j ∈ {1, . . . ,M + 1}, one has:

curlM v =
vy
i,j− 1

2

− vy
i−1,j− 1

2

hx
i− 1

2

−
vx
i− 1

2
,j
− vx

i− 1
2
,j−1

hy
j− 1

2

on Ki− 1
2
,j− 1

2
, (7.10)

where hx
j+ 1

2

and hy
i+ 1

2

are defined by (3.3) and

vxi− 1
2
,0 = 0, vxi− 1

2
,M+1 = 0, vy

0,j− 1
2

= 0, vy
N+1,j− 1

2

= 0.

In fact, one has curlM v = ∂xMvy − ∂ yMvx, where ∂xMvy and ∂yMvx are defined by
(3.10). More precisely, in (3.10), the quantities ∂xMvy and ∂yMvx were defined for
v ∈ Sx0 × Sy0 ; they are extended here to the case of v ∈ Sx × Sy.
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Lemma 7.1. Let M be a MAC grid, v = (vx, vy) ∈ Sx0 × Sy0 and w = (wx, wy) ∈
Sx0 × Sy0 . Then the following discrete identity holds:

(vx, wx)x + (vy , wy)y =

∫

Ω

divM v divMw dx +

∫

Ω

curlMv curlMw dx. (7.11)

Proof. As in the continuous case, a blunt comparison of the two sides of (7.11)
using the definition of the discrete differential operators yields:

(vx, wx)x + (vy, wy)y =

∫

Ω

divM v divMw +

∫

Ω

curlM vcurlM w −RM,

where RM is a discrete version of the quantity R obtained in the continuous case, that
is RM = A+B − C −D with:

B =
N
∑

i=1

M
∑

j=1

(vy
i,j+ 1

2

− vy
i,j− 1

2

hyj

)(wx
i+ 1

2
,j
− wx

i− 1
2
,j

hxi

)

hyj h
x
i ,

D =

N+1
∑

i=1

M+1
∑

j=1

(vy
i,j− 1

2

− vy
i−1,j− 1

2

hx
i− 1

2

)(wx
i− 1

2
,j
− wx

i− 1
2
,j−1

hy
j− 1

2

)

hxi− 1
2

hy
j− 1

2

.

The terms A and C are the same as B and D, exchanging i and j, N and M and
x and y. The terms A and B come from

∫

Ω divM v divMw dx and the terms C and
D come from

∫

Ω
curlM v curlM w dx. In order to prove (7.11), it is sufficient to prove

B = D (and, similarly, A = C). To this purpose, we use a double discrete integration
by parts:

D =

N+1
∑

i=1

M+1
∑

j=1

(vy
i,j− 1

2

− vy
i−1,j− 1

2

) (wxi− 1
2
,j − wxi− 1

2
,j−1)

=

N+1
∑

i=1

M+1
∑

j=1

vy
i,j− 1

2

(wxi− 1
2
,j − wxi− 1

2
,j−1) −

N
∑

i=0

M+1
∑

j=1

vy
i,j− 1

2

(wxi+ 1
2
,j − wxi+ 1

2
,j−1).

By (3.11) (i.e. vy
0,j− 1

2

= vy
N+1,j− 1

2

= 0 for all j ∈ {1, . . . ,M + 1}), we get:

D =
N
∑

i=1

M+1
∑

j=1

vy
i,j− 1

2

(wxi− 1
2
,j − wxi− 1

2
,j−1 − wxi+ 1

2
,j − wxi+ 1

2
,j−1)

=

N
∑

i=1

M+1
∑

j=1

vy
i,j− 1

2

(wxi− 1
2
,j − wxi+ 1

2
,j) −

N
∑

i=1

M
∑

j=0

vy
i,j+ 1

2

(wxi− 1
2
,j − wxi+ 1

2
,j).

Since vy ∈ Sy0 , one has vy
i, 1

2

= vy
i,M+ 1

2

= 0 for all i ∈ {1, . . . , N}. Therefore:

D =

N
∑

i=1

M
∑

j=1

(vy
i,j− 1

2

− vy
i,j+ 1

2

)(wxi− 1
2
,j − wxi+ 1

2
,j) = B.

Remark 7.2 (Three-dimensional case). If d = 3, the operator curlM is vector
valued and, for instance, with natural notations, the third component of curlM is
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defined on a space denoted Sxy which stands for piecewise constant functions over
each Ki− 1

2
,j− 1

2
,k, with Ki− 1

2
,j− 1

2
,k = (xi−1, xi) × (yj−1, yj) × (zk− 1

2
, zk+ 1

2
) and the

formula for this component of curlM v is the same as in the case d = 2, adding the
subscript k.
The three-dimensional operator curlM also satisfies Lemma 7.1. As in the continuous
case (see Remark 7.1), the proof of this result is obtained by using three times the proof
of the two-dimensional case.

Let us now return to the setting described at the beginning of this section. Assum-
ing that the hypotheses of Proposition 6.1 are satisfied, (un, pn, ρn) converges (in the
sense given in Proposition 6.1) to (u, p, ρ) (as n→ ∞) and the limit (u, p, ρ) belongs
to H1

0(Ω)2 × L2(Ω) × L2γ(Ω) and satisfies (2.2a), (2.2b), ρ ≥ 0 a.e. and
∫

Ω ρ dx = M .
We want to prove that p = ργ a.e. (and that the convergence of pn and ρn are strong
in the appropriate Lebesgue spaces).

For simplicity, when we consider a sequence (Mn)n∈N of MAC grids, the index
Mn is replaced by n in the notation of discrete functions and operators, such as divM,
curlM or ∇M. With these notations, since (un, pn) satisfies (4.2a) and (4.2b), one has
for all v ∈ Sx0 × Sy0 , using (7.11):

∫

Ω

divn un divnv dx+

∫

Ω

curln un curln v dx−
∫

Ω

pn divn v dx =

∫

Ω

fn ·v dx. (7.12)

We now have to choose a suitable test function v in this relation. As in the simpler
case described above, an optimal choice would be v = vn ∈ Sx0 ×Sy0 with curln vn = 0,
divn vn = ρn and vn bounded for the natural norm of Sx0 ×Sy0 , i.e. the ‖ · ‖Mn

norm.
But, here also, such a choice is impossible in Sx0 ×Sy0 but is possible in Sx×Sy (with
a local estimate in a discrete H2 norm, as we shall see later), building v through a
convenient discretization of the Dirichlet problem.

We now describe this choice for a general MAC grid M. Let ρ = {ρi,j , i =
1, . . . , N , j = 1, . . . ,M} ∈ S and let w = {wi,j , i = 1, . . . , N , j = 1, . . . ,M} ∈ S be
the finite volume solution (on the mesh associated to p and ρ) of −∆w = ρ with an
homogeneous Dirichlet boundary condition, that is:

−∆Mw = ρ, (7.13)

where ∆Mw ∈ S is defined by, for all i ∈ {1, . . . , N}, j ∈ {1, . . . ,M},

(∆Mw)i,j =
wi+1,j − wi,j
hx
i+ 1

2

hxi
− wi,j − wi−1,j

hx
i− 1

2

hxi
+
wi,j+1 − wi,j
hy
j+ 1

2

hyj
− wi,j − wi,j−1

hy
j− 1

2

hyj
, (7.14)

with, for all i ∈ {0, . . . , N + 1} and j ∈ {0, . . . ,M + 1},

w0,j = wN+1,j = wi,0 = wi,M+1 = 0. (7.15)

Let us then take v = −∇Mw where ∇M is a discrete gradient of w defined by
∇Mw = ((∇Mw)x, (∇Mw)y)t ∈ Sx × Sy with:

(∇Mw)xi+ 1
2
,j =

wi+1,j − wi,j
hx
i+ 1

2

, i ∈ {0, . . . , N}, j ∈ {1, . . . ,M}, (7.16a)

(∇Mw)y
i,j+ 1

2

=
wi,j+1 − wi,j

hy
j+ 1

2

, i ∈ {1, . . . , N}, j ∈ {0, . . . ,M}. (7.16b)
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Note that in general ∇Mw does not belong to Sx0 × Sy0 . This choice of v (using
the finite volume discretization of the Laplace operator on the grid associated to
ρ) ensures that divM v = ρ. Furthermore, since v is a discrete gradient given by
formulae (7.16), it satisfies curlMv = 0 (relation (7.13) is not used for this property).
These two properties are stated in the following lemma.

Lemma 7.2. Let w = {wi,j , i = 1, . . . , N , j = 1, . . . ,M} ∈ S. Let v = (vx, vy) =
−∇Mw ∈ Sx × Sy be defined by (7.16) and (7.15). Then, with the discrete curl
operator denoted by curlM and defined by (7.10), we have curlMv = 0.
Furthermore, if w satisfies (7.13) with ρ = {ρi,j, i = 1, . . . , N , j = 1, . . . ,M} ∈ S,
then divMv = ρ.

Proof. We first prove that curlM v = 0, which is the discrete counterpart of the
classical equality curl(∇w) = 0 for a regular function w. Let i ∈ {1, . . . , N + 1} and
j ∈ {1, . . . ,M+1}. By definition (7.10), one has, on Ki− 1

2
,j− 1

2
, curlMv = A−B with:

A =
vy
i,j− 1

2

− vy
i−1,j− 1

2

hx
i− 1

2

and B =
vx
i− 1

2
,j
− vx

i− 1
2
,j−1

hy
j− 1

2

.

Recall that the values at the boundary are given by:

vxi− 1
2
,0 = 0, vxj− 1

2
,M+1 = 0, vy

0,j− 1
2

= 0, vy
N+1,j− 1

2

= 0.

We now use (7.16) (and (7.15) for the values at the boundary), that is

−vxi+ 1
2
,j =

wi+1,j − wi,j
hx
i+ 1

2

, i ∈ {0, . . . , N}, j ∈ {0, . . . ,M + 1},

−vy
i,j+ 1

2

=
wi,j+1 − wi,j

hy
j+ 1

2

, i ∈ {0, . . . , N + 1}, j ∈ {0, . . . ,M},

and we obtain:

A = −wi,j − wi,j−1

hx
i− 1

2

hy
j− 1

2

+
wi−1,j − wi−1,j−1

hx
i− 1

2

hy
j− 1

2

, B = −wi,j − wi−1,j

hy
j− 1

2

hx
i− 1

2

+
wi,j−1 − wi−1,j−1

hy
j− 1

2

hx
i− 1

2

,

from which one deduces A = B and then curlM v = 0.

We now prove the second part of the lemma. Let i ∈ {1, . . . , N} and j ∈
{1, . . . ,M}. One has, on Ki,j , following (3.15),

divM v =
1

hxi h
y
j

(hyj v
x
i+ 1

2
,j − hyj v

x
i− 1

2
,j + hxi v

y

i,j+ 1
2

− hyj v
x
i,j− 1

2

).

Using (7.16), we obtain:

divM v = −wi+1,j − wi,j
hxi h

x
i+ 1

2

+
wi,j − wi−1,j

hxi h
x
i− 1

2

− wi,j+1 − wi,j
hyj h

y

j+ 1
2

+
wi,j − wi,j−1

hyj h
y

j− 1
2

= ρi,j .

which concludes the proof of the lemma.
Remark 7.3. As for Lemma 7.1, this proof extends to the three-dimensional

case.
As in the continuous setting described in Section 7.1, we now prove, in Lemma 7.3

below, that an L2(Ω)-estimate on ρ gives a discrete-H2
loc(Ω) estimate on w and then a
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discrete-H1
loc(Ω) estimate on v. In order to state these local estimates, we first define

an approximation ϕM of a function ϕ ∈ C∞
c (Ω) defined by:

ϕi,j = ϕ(xi, yj) for all i ∈ {0, . . . , N + 1}, j ∈ {0, . . . ,M + 1}. (7.17)

and consider for w ∈ S, the gradient of the function wϕM ∈ S as defined in (7.16),
that is ∇(wϕM) = (∇(wϕM)x,∇(wϕM)y)t. Note that if ϕ = 1, one recovers (using
(7.15) as the boundary conditions for w) (∇M(wϕ))x = −vx and (∇M(wϕ))y = −vy
where v = (vx, vy) is defined by (7.16).

Lemma 7.3. Let M be a MAC grid, let ρ ∈ S and let w ∈ S be the finite volume
solution of −∆w = ρ, with an homogeneous Dirichlet boundary condition, i.e. let w be
the solution to (7.13)-(7.15). Let ϕ ∈ C∞

c (Ω). Then, there exists Cϕ only depending on
ϕ, η (which is such that (3.2) holds) and Ω, such that ‖(∇M(wϕ))x‖x ≤ Cϕ ||ρ||L2(Ω)

and ‖(∇M(wϕ))y‖y ≤ Cϕ ||ρ||L2(Ω) .

Proof. Step 1. We first prove that the discrete H1
0-norm of w is controlled by the

L2-norm of ρ. This is a consequence of a now classical discrete Poincaré inequality,
which is quite easy to prove with a Cartesian mesh. Indeed, using

wi,j =

i
∑

k=1

(wk,j − wk−1,j) =

N
∑

k=i

(wk,j − wk+1,j)

for i ∈ {1, . . . , N} and j ∈ {1, . . . ,M}, the Cauchy-Schwarz inequality yields:

||w||2L2(Ω) ≤
N
∑

i=0

M
∑

j=1

hyj
hx
i+ 1

2

(wi+1,j − wi,j)
2

and then ||w||L2(Ω) ≤ ||w||M , with:

||w||2M =

N
∑

i=0

M
∑

j=1

hyj
hx
i+ 1

2

(wi+1,j − wi,j)
2 +

N
∑

i=1

M
∑

j=0

hxi
hy
j+ 1

2

(wi,j+1 − wi,j)
2.

(Note that we again use the notation ‖ · ‖M for functions of S whereas it was used for
functions of Sx0 × Sy0 before, since there is no possible confusion here). Then, since:

∫

Ω

w∆Mw dx = ||w||2M =

∫

Ω

ρw dx ≤ ||ρ||L2(Ω) ||w||L2(Ω) ,

we obtain:

||w||M ≤ diam (Ω) ||ρ||L2(Ω) . (7.18)

Step 2. Let η > 0 be such that (3.2) is satisfied. Let ϕ ∈ C∞
c (Ω) and ϕM be its

discrete approximation defined by (7.17). Thanks to the discrete H1
0-estimate (7.18)

on w, there exists Cϕ only depending on ϕ, η and Ω such that ||∆M(wϕM)||L2(Ω) ≤
Cϕ ||ρ||L2(Ω) . We now deduce an estimate on ‖(∇M(wϕ))x‖x and ‖(∇M(wϕ))y‖y ,
using a discrete counterpart of the computation which leads to (7.8). In the following
we denote for short by wϕi,j the quantity wi,jϕi,j , for i ∈ {0, . . . , N + 1} and j ∈
{0, . . . ,M + 1}. With this notation, we remark that ‖(∇M(wϕ))x‖2

x = A+B with:

A =

N
∑

i=1

M
∑

j=1

(

wϕi+1,j − wϕi,j
hx
i+ 1

2

− wϕi,j − wϕi−1,j

hx
i− 1

2

)2
hyj
hxi
,
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and:

B =
N
∑

i=0

M+1
∑

j=1

(

wϕi+1,j − wϕi,j
hx
i+ 1

2

− wϕi+1,j−1 − wϕi,j−1

hx
i+ 1

2

)2 hx
i+ 1

2

hy
j− 1

2

.

Note that A (resp. B) is a discrete counterpart of the square of the L2-norm of
∂x∂x(wϕ) (resp. ∂y∂x(wϕ)). We now perform a double discrete integration by part
to transform B:

B =

N
∑

i=0

M
∑

j=1

(

wϕi+1,j − wϕi,j − wϕi+1,j−1 + wϕi,j−1

)(

wϕi+1,j − wϕi,j
) 1

hx
i+ 1

2

hy
j− 1

2

−
N
∑

i=0

M
∑

j=1

(

wϕi+1,j+1 − wϕi,j+1 − wϕi+1,j + wϕi,j
)(

wϕi+1,j − wϕi,j
) 1

hx
i+ 1

2

hy
j+ 1

2

.

This can be rewritten as:

B =

N
∑

i=0

M
∑

j=1

(wϕi+1,j − wϕi+1,j−1

hy
j− 1

2

− wϕi+1,j+1 − wϕi+1,j

hy
j+ 1

2

) wϕi+1,j − wϕi,j
hx
i+ 1

2

−
N
∑

i=0

M
∑

j=1

(wϕi,j − wϕi,j−1

hy
j− 1

2

− wϕi,j+1 − wϕi,j
hy
j+ 1

2

) wϕi+1,j − wϕi,j
hx
i+ 1

2

.

Changing the index in the first summation (and noting that ϕ0,j = ϕN+1,j = 0)
yields:

B =

N
∑

i=1

M
∑

j=1

(wϕi,j − wϕi,j−1

hy
j− 1

2

− wϕi,j+1 − wϕi,j
hy
j+ 1

2

) wϕi,j − wϕi−1,j

hx
i− 1

2

−
N
∑

i=1

M
∑

j=1

(wϕi,j − wϕi,j−1

hy
j− 1

2

− wϕi,j+1 − wϕi,j
hy
j+ 1

2

) wϕi+1,j − wϕi,j
hx
i+ 1

2

,

which can be rewritten as:

B =

N
∑

i=1

M
∑

j=1

(wϕi,j − wϕi,j−1

hy
j− 1

2

− wϕi,j+1 − wϕi,j
hy
j+ 1

2

)

(wϕi,j − wϕi−1,j

hx
i− 1

2

− wϕi+1,j − wϕi,j
hx
i+ 1

2

)

.

Adding A to this expression of B gives:

‖(∇M(wϕ))x‖2
x =

N
∑

i=1

M
∑

j=1

(wϕi+1,j − wϕi,j
hx
i+ 1

2

− wϕi,j − wϕi−1,j

hx
i− 1

2

)

(∆M(wϕM))i,j h
y
j .

Exchanging x and y, i and j, a similar computation yields:

‖(∇M(wϕ))y‖2
y =

N
∑

i=1

M
∑

j=1

(wϕi,j+1 − wϕi,j
hy
j+ 1

2

− wϕi,j − wϕi,j−1

hy
j− 1

2

)

(∆M(wϕM))i,j h
x
i .
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Then, we obtain the desired result:

‖(∇M(wϕ))x‖2
x + ‖(∇M(wϕ))y‖2

y =
N
∑

i=1

M
∑

j=1

(∆M(wϕM))2i,j h
x
i h

y
j

= ||∆M(wϕM)||2L2(Ω) ≤ C2
ϕ ||ρ||2L2(Ω) .

Under the hypotheses of Proposition 6.1, the sequence (ρn)n∈N is bounded in
L2(Ω). Let (wn)n∈N be the corresponding sequence (defined as in Lemma 7.3) and
vn = (vxn,v

y
n) with vxn = −(∇n(wϕ))x, vyn = −(∇n(wϕ))y . Thanks to Lemma 7.3,

the compactness theorem 3.1 gives, for all ϕ ∈ C∞
c (Ω), that, as n→ ∞ and up to a

subsequence, (∇n(wϕ))x and (∇n(wϕ))y converge in L2(Ω) and that the limits are
in H1

0(Ω). Then, using a diagonal extraction (with a sequence (ϕp)p∈N ⊂ C∞
c (Ω),

ϕp = 1 on Kp and dist(Kp,Ω
c) ≤ 1/p), we obtain that, up to a subsequence, vn → v

in L2
loc(Ω)2 and v ∈ H1

loc(Ω)2. Furthermore, using Lemma 7.2 (that is the fact that
divM vn = ρn and curlM vn = 0), it is quite easy to show that div v = ρ and curlv = 0
(see Proposition 7.4).

We can now prove that, for all ϕ ∈ C∞
c (Ω):

∫

Ω

(pn − divM un)ρnϕdx →
∫

Ω

(p− div u)ρϕdx as n→ ∞.

This is stated in the following result.
Proposition 7.4. Let η > 0 and (Mn)n∈N be a sequence of MAC grids satisfying

(3.2), with step size hn tending to zero as n→ ∞. Let pn and un be solution of the
discrete momentum equations, that is (4.2a)-(4.2b), associated to Mn. Assume that,
as n→ ∞, pn → p weakly in L2(Ω) and un → u in L2(Ω)2 with u ∈ H1

0(Ω)2. Assume
also that there exists C ∈ R such that ‖(un)x‖x ≤ C and ‖(un)y‖y ≤ C. For n ∈ N

let ρn ∈ Sn and assume that ρn → ρ weakly in L2(Ω). Then, for all ϕ ∈ C∞
c (Ω),

lim
n→∞

∫

Ω

(pn − divMn
un)ρnϕdx =

∫

Ω

(p− div u)ρϕdx.

Proof. Let v be defined by (7.13)-(7.16). Let ϕ ∈ C∞
c (Ω). For a MAC grid M,

we define ϕM ∈ S, ϕxM ∈ Sx0 and ϕyM ∈ Sy0 by:

ϕM = ϕi,j = ϕ(xi, yj) in Ki,j , 0 ≤ i ≤ N + 1, 0 ≤ j ≤M + 1, (7.19a)

ϕxM = ϕi+ 1
2
,j = ϕ(xi+ 1

2
, yj) in Ki+ 1

2
,j, 0 ≤ i ≤ N + 1, 0 ≤ j ≤M + 1, (7.19b)

ϕyM = ϕi,j+ 1
2

= ϕ(xi, yj+ 1
2
) in Ki,j+ 1

2
, 0 ≤ i ≤ N + 1, 0 ≤ j ≤M + 1. (7.19c)

For a sequence of grids Mn, for short we shall denote ϕn = ϕMn
. We define wn with

(7.13)-(7.15) (with Mn and ρn instead of M and ρ) and vn with (7.16) (with Mn

and wn instead of M and w). We set v̂n = (vxnϕ
x
n,v

y
nϕ

y
n). Since v̂n ∈ Sx0 × Sy0 , it is

possible to take v = v̂n in (7.12):

∫

Ω

divM un divM v̂n dx +

∫

Ω

curlMun curlMv̂n dx −
∫

Ω

pndivM v̂n dx =

∫

Ω

fn · v̂n dx.

(7.20)

25



We now mimick the proof of (7.9). Since divM vn = ρn, we first remark that:

∫

Ω

divM un divM v̂n dx =

∫

Ω

(divM un)ρnϕdx +

∫

Ω

(divM un)vn · ∇ϕdx +R1,n, (7.21)

where limn→∞R1,n = 0, thanks to the discrete H1(Ω)-estimate on un and the L2
loc(Ω)

estimate on vn. Replacing divM un by pn, the same computation gives:

∫

Ω

pn divM v̂n dx =

∫

Ω

pnρnϕdx +

∫

Ω

pnvn · ∇ϕdx +R2,n, (7.22)

where limn→∞R2,n = 0. Similarly, we transform the second term of (7.20):

∫

Ω

curlM un curlM v̂n dx =

∫

Ω

curlM un(curlM vn)ϕdx

+

∫

Ω

(curlM un)(vyn
∂ϕ

∂x
− vxn

∂ϕ

∂y
) dx +R3,n,

(7.23)

where limn→∞R3,n = 0 (for the same reasons as R1,n) and with vn = (vxn,v
y
n) where

vxn (and similarly vyn) is defined as follows:

vxn =
hyj+1

2hy
j+ 1

2

(vxn)i+ 1
2
,j+1 +

hyj
2hy

j+ 1
2

(vxn)i+ 1
2
,j on Ki+ 1

2
,j+ 1

2
.

Since curlM vn = 0, (7.23) leads to:

∫

Ω

curlM un curlM v̂n dx =

∫

Ω

(curlM un)L(ϕ)vn dx +R3,n, (7.24)

where L(ϕ) is the same matrix involving the first order derivatives of ϕ as in the proof
of (7.9).

We recall now that, thanks to Lemma 7.3, since ρn is bounded in L2(Ω), the
compactness theorem 3.1 gives that, up to a subsequence, as n → ∞, vn converges
to some v in L2

loc(Ω)2 and that v ∈ H1
loc(Ω)2. Thanks to its definition, the L2

loc(Ω)2

limit of vn is the same as vn, namely v. Indeed, using (3.2) and the discrete-H1
loc(Ω)2

estimate on vn, it is quite easy to show that (vn−vn) → 0 in L2
loc(Ω)2 as n→ ∞. As

a consequence of the compactness theorem 3.1 we also have that divM un and curlM un
converge weakly in L2(Ω) towards divu and curlu. By hypothesis, we have the weak
convergence of pn in L2(Ω) towards p. Then, using (7.24)-(7.21), we deduce from
(7.20):

lim
n→∞

∫

Ω

(divM un − pn) ρnϕdx =

∫

Ω

(

(p− div u)v ·∇ϕ− (curl u)L(ϕ)v + f · vϕ
)

dx.

Finally, since pn and un are solution of the discrete momentum balance equations,
we already know thanks to the estimates on pn and ρn that the limits p and u are
solution of the momentum balance equation; hence, since v ∈ H1

loc(Ω)2:

∫

Ω

(div u − p) (div v)ϕdx =
∫

Ω

(

(p− div u)v · ∇ϕ− (curl u)L(ϕ)v + curlu(curl v)ϕ+ f · vϕ
)

dx.
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But, thanks to the discrete H1
loc(Ω)2-estimates on vn, it is quite easy to prove (as

in Theorem 3.1) that divM vn and curlM vn converge weakly in L2
loc(Ω) towards div v

and curlv. This gives that div v = ρ and curlv = 0 and therefore:

∫

Ω

(div u − p) ρϕdx =

∫

Ω

(

(p− div u)v · ∇ϕ− (curl u)L(ϕ)v + f · vϕ
)

dx.

Then, we obtain the desired result, that is:

lim
n→∞

∫

Ω

(pn − div un) ρnϕdx =

∫

Ω

(p− div u) ρϕdx. (7.25)

We now want to replace in (7.25) the function ϕ (which is in C∞
c (Ω)) by the

constant function equal to 1. Let us set Fn = (pn − divM un) ρn. The estimate on
(pn − divM un) in L2(Ω) and the estimate on ρn in L2γ(Ω) give, thanks to the Hölder
inequality, an estimate on Fn in Lq(Ω) for q = 2γ/(γ + 1) > 1 (since γ > 1). This
yields the equi-integrability of the family (Fn)n∈N. Then Lemma B.2 of [5] and (7.25)
give the desired result, namely:

lim
n→∞

∫

Ω

(pn − divM un) ρn dx =

∫

Ω

(p− div u) ρ dx.

But thanks to the mass equations (discrete and continuous, that is (2.2b) and (4.2c)),
Lemma 2.1 of [5] and Lemma 5.4 give:

∫

Ω

ρn divM un dx ≤ C hαn,

∫

Ω

ρ div udx = 0.

Then, we conclude that

lim inf
n→∞

∫

Ω

pnρn dx ≤ lim sup
n→∞

∫

Ω

pnρn dx ≤
∫

Ω

pρ dx. (7.26)

7.3. A.e. and strong convergence of ρn and pn. Let us now prove the a.e.
convergence of ρn and pn. Let Gn = (ργn − ργ)(ρn − ρ). One has Gn ∈ L1(Ω) and
Gn ≥ 0 a.e. in Ω. Futhermore:

∫

Ω

Gn dx =

∫

Ω

pnρn dx −
∫

Ω

pnρ dx −
∫

Ω

ργρn dx +

∫

Ω

ργρ dx.

Using the weak convergence in L2(Ω) of pn and ρn, and (7.26), we obtain:

lim inf
n→∞

∫

Ω

Gn dx ≤ 0.

Then (up to a subsequence), Gn → 0 a.e. and then ρn → ρ a.e. (since y 7→ yγ

is an increasing function on R+). Finally, ρn → ρ in Lq(Ω) for all 1 ≤ q < 2γ,
pn = ργn → ργ in Lq(Ω) for all 1 ≤ q < 2, and p = ργ . We have thus proved the
convergence of the approximate pressure and density, which, together with Proposition
6.1 concludes the proof of Theorem 4.1.
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8. Discussion. In this paper, we considered the MAC scheme for the stationary
barotropic compressible Stokes equations. This scheme, which is very popular in
the computational fluid dynamics community, also proved to be quite adapted to a
convergence analysis. Although, for simplicity, we only wrote the MAC scheme for
the unit square, the convergence analysis holds for any finite union of rectangles or
rectangular parallelepipeds in 3D, as stated in the convergence theorem 4.1.

To our knowledge, this convergence analysis seems to be the first for a finite
volume discretization of the compressible Stokes problem. Beside the convergence
of the scheme, these analyses also provide an existence result for solutions of the
continuous problem (which could also be derived from the continuous existence theory
ingredients for the Navier-Stokes equations, as stated in [17, p. 162]). In this respect,
we would like to note that the strong convergence of the density and pressure, which is
the difficult point of this study, is performed by mimicking a proof for the convergence
of perturbations of continuous Stokes equations [5, Theorem 2.2]. A crucial step of
this proof is the fact that the integral of the product of the pressure times the density
converges, as described in [5, Proof of Theorem 2.2, Step 3] and section 7.1 of the
present paper; this way of proving the strong convergence of the pressure results from
a (slight) simplification of the original proof [17].

An easy extension of this work consists in replacing the diffusive term −∆u in
(2.1) by its complete expression −µ∆u − µ/3 ∇(divu) with µ > 0 (i.e. the usual
form of the divergence of the shear stress tensor in a constant viscosity compressible
flow), which is a more realistic term for the model problem (2.1). Then, say for the x
component, one replaces the quantity −∆xux in 4.2a by −µ∆xux − µ/3 ∇

x
M(divMu).

Another easy extension is to take gravity effects, that is to replace f by f + ρ g, with
f ∈ L2(Ω)d and g ∈ L∞(Ω)d. In both cases, the convergence results given above are
still true.

Ongoing work concerns the extension to the steady state and transient Navier-
Stokes equations in two or three space dimensions.

Appendix A. Weak formulations of the mass balance equation. For
the sake of completeness, we add here a proof of a known result, used in order to
prove (2.2b). Indeed, the proof that the limit of the approximate solutions satisfies
(2.2b) is done for a test function ϕ ∈ C∞

c (Ω) rather than for ϕ ∈ W 1,∞(Ω). The
following lemma (Lemma A.1) proves that this is indeed also true with ϕ ∈W 1,∞(Ω).
Lemma A.1 is given with ρ ∈ L2(Ω) and u ∈ (H1

0(Ω))d, which is the case needed
for the present paper (and allows a nice proof using the Hardy inequality). Similar
results are possible with different assumptions on u and ρ (for instance, ρ ∈ L∞(Ω)
and u ∈ (W 1,1

0 (Ω)d). However, the fact that ρu ∈ L1(Ω) is obviously not sufficient to
ensure that (2.2b) is true with ϕ ∈W 1,∞(Ω) if it is true for ϕ ∈ C∞

c (Ω).

Lemma A.1. Let Ω be a bounded open set of R
d, with a Lipschitz continuous

boundary. Let u ∈ (H1
0(Ω))d and ρ ∈ L2(Ω) such that, for all ϕ ∈ C∞

c (Ω),

∫

Ω

ρu · ∇ϕdx = 0. (A.1)

Then (A.1) holds for all ϕ ∈W 1,∞(Ω).

Proof. Step 1. We first prove that (A.1) holds for all ϕ ∈ C∞
c (Rd). Using the

regularity of the boundary, there exists C ∈ R, only depending on Ω, an increasing
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sequence (Kn)n∈N ⊂ Ω and a sequence (ϕn)n∈N ⊂ C∞
c (Ω) such that:

ϕn = 1 on Kn, 0 ≤ ϕn ≤ 1 on Ω, d(Kn,R
d \ Ω) ≤ 1/n,

|∇ϕn| ≤ Cn, m(Cn) ≤ C/n with Cn = Ω \Kn,

where m(Cn) denotes the d-dimensional Lebesgue measure of Cn. Let ϕ ∈ C∞
c (Rd).

Since ϕϕn ∈ C∞
c (Ω) for all n ∈ N, one has

∫

Ω

ρu · ∇(ϕϕn) dx = 0.

This gives that

∫

Ω

ρuϕn · ∇ϕdx +

∫

Ω

ρuϕ · ∇ϕn dx = 0.

The Dominated Convergence Theorem gives that:

lim
n→∞

∫

Ω

ρuϕn · ∇ϕdx =

∫

Ω

ρu · ∇ϕdx.

Then, in order to obtain (A.1), it remains to prove that:

lim
n→∞

∫

Ω

ρuϕ · ∇ϕn dx = 0.

This is an easy consequence of the Hardy Inequality, namely of the fact that, thanks
to u ∈ H1

0(Ω)d, one has u/δ(x) ∈ L2(Ω)d, where δ(x) in the distance from x to the
boundary of Ω. More precisely, using the Cauchy Schwarz inequality, the assumptions
on ϕn and δ(x)n ≤ 1 for all x ∈ Cn, one has:

|
∫

Ω

ρuϕ · ∇ϕn dx| ≤ CϕCn

∫

Cn

|ρu| dx ≤ CϕC
[

∫

Cn

ρ2 dx
]

1
2
[

∫

Cn

(
u

δ
)2 dx

]
1
2

,

where Cϕ only depends on ϕ. The right hand side of this inequality tends to 0
as n→ ∞ since ρ, u/δ ∈ (L2(Ω))d and limn→∞m(Cn) = 0. This gives (A.1) for
ϕ ∈ C∞

c (Rd).

Step 2. Proof of (A.1) for ϕ ∈W 1,∞(Ω).
Let ϕ ∈W 1,∞(Ω). The function ϕ is the restriction to Ω of an element of W 1,∞(Rd),
still denoted by ϕ. Let (rn)n∈N⋆ be a sequence of mollifiers, that is:

r ∈ C∞
c (Rd,R),

∫

Rd

r dx = 1, r ≥ 0 in R
d

and, for n ∈ N
⋆, x ∈ R

d, rn(x) = ndr(nx).
(A.2)

Setting ϕn = ϕ ⋆ rn, one has, for all n ∈ N
⋆,

∫

Ω

ρu · ∇ϕn dx = 0.

Since ∇ϕn = (∇ϕ) ⋆ rn, using the Dominated Convergence Theorem, one gets (A.1).

Remark A.1. The hypothesis ρ ∈ L2(Ω) is sharp in Lemma A.1, as we show
now by a counterexample. Let q < 2 (with q ≥ 6/5 if d = 3 and q > 1 if d = 2). Let
us construct ρ and u such that (A.1) does not imply (2.2b).

Take ρ ∈ Lq(Ω) and u ∈ (H1
0(Ω))d (note that ρu ∈ L1(Ω)d). Let us assume that

Ω = (0, 2) × (−1, 1)d−1. Let α ∈ (1
2 ,

1
q ) and let ρ and u = (u1, . . . , ud)

t be defined as
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follows:

u1(x) =























xα1

d
∏

i=2

(1 − |xi|) if x ∈ Ω, x1 ≤ 1,

(2 − x1)
α

d
∏

i=2

(1 − |xi|) if x ∈ Ω, x1 > 1,

u2 = . . . = ud = 0,

ρ(x) =











1

xα1
if x ∈ Ω, x1 ≤ 1,

1

(2 − x1)α
if x ∈ Ω, x1 > 1.

We have ρ ∈ Lq(Ω) (thanks to αq < 1) and u ∈ (H1
0(Ω))d (thanks to 2α > 1). Since

ρu1 does not depends on x1, if is easy to see (integrating by parts) that (A.1) holds.
Taking now ϕ ∈ C∞

c (Rd) with, for instance ϕ = 0 outside (−1, 1) × (−1/2, 1/2)d−1,
one has:

∫

Ω

ρu · ∇ϕdx = −
∫

]− 1
2
, 1
2
[d−1

d
∏

i=2

(1 − |xi|)ϕ(0, y)dy,

where y = (x2, . . . , xd). It is possible to choose ϕ such that ϕ(0, y) > 0 for all
y ∈ (−1/2, 1/2)d−1. This gives:

∫

Ω

ρu · ∇ϕdx < 0,

and proves that (2.2b) is not true.

Appendix A. Discrete Laplace operators and H1 norms. The discrete
Laplace operator ∆x is such that, ∀vx ∈ Sx0 , ∆xvx ∈ Sx0 and:

for 2 ≤ i ≤ N, for 2 ≤ j ≤M − 1,

hxi− 1
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hyj (−∆xvx)i− 1
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for 2 ≤ i ≤ N,
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(A.1)
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The operator ∆y is such that, ∀vy ∈ Sy, ∆yvy ∈ Sy and:

for 2 ≤ i ≤ N − 1, for 2 ≤ j ≤M,
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(A.2)

Using Equations (A.1) and (A.2) and reordering the summations in Equations
(3.5), we obtain for the discrete H1

0 inner products the following expression:

∀vx ∈ Sx0 , ∀wx ∈ Sx0 ,

(vx, wx)x =
∑
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