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Abstract

Sedimentation and erosion processes in sedimentary basins can be modeled by a parabolic equation
with a limiter on the fluxes and a constraint on the time variation. This limiter happens to satisfy a
stationary scalar hyperbolic inequality, within a constraint, for which we prove the existence and the
uniqueness of the solution. Actually, this solution is shown to be the maximal element of a convenient
convex set of functions. The existence proof is obtained thanks to the use a numerical scheme.
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1 Introduction

Geological models are increasingly used in the framework of the petroleum industry to provide infor-
mations on sedimentary basins. Since such models are recent, only few papers present mathematical
and numerical studies. We focus in this paper on the sedimentation and erosion model ([1], [3], [10],
[14], [19], [9]) given by the following equations:

Hi(z,t) — div[A(z)\(z,t)VH(z,t)] = 0, for a.e. (z,t) € Qx (0,T), (1)

where the unknowns, A and H, are limited by the following constraints:

Hy(z,t) > —F(z), for a.e. (z,t) € Q x (0,7T), (2)
0 < Az, t) <1, for ae. (z,t) € Qx(0,T), (3)

and
Mz, t) — 1) (He(z,t) + F(x)) =0, for a.e. (z,t) € Q x (0,7T). (4)

In (1)-(4), the horizontal extension of the basin is modeled by the domain © C R?, the diameter of
which can be about several hundreds of kilometers, and 7" is the age of the basin (between 0 and 107
years for example). The unknowns are the thickness of the sediments H (z,t) and the erosion limiter
A(z,t), at any point (z,t) € Q x (0,7). We denote by F(z) > 0 the maximum erosion rate at any
point = € Q. We define, for a given to € (0,T), the functions u(z) = A(z,t0), h(z) = H(z,to) and
g(z) = A(x)Vh(z). Then equations (1)-(4) lead to

div[u(z)g(x)] + F(x) > 0, for a.e. x € Q, (5)
0<u(z) <1, for ae. z€Q,

and

(u(z) — 1) (div[u(z)g(z)] + F(z)) =0, for a.e. z € Q. (6)
Assuming that there exists a solution to Problem (5)-(6), denoted by u = U(g) (indeed, the data F
is fixed), then the problem (1) can be expressed using this function U:

Hi(z,t) — div[U (A()VH(-, 1)) (2)A(z)VH (2, t)] = 0. for ae. (z,t) € Q x (0,T).
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Hence the study of Problem (5)-(6) is a key point for the study of the complete problem (we show
in [9] that some numerical schemes are based on the resolution of this problem). Note that the
continuous framework of problems similar to (5)-(6) has already been studied for example in [18], in
which the authors consider stationary hyperbolic inequalities, where the linear hyperbolic operator
satisfies some coercivity hypothesis. For Problem (5)-(6), this coercivity condition reads div(g) < 0
and leads to the coercivity of the elliptic operator —eAu — div(gu), for any ¢ > 0. This coercivity
condition is not necessary for proving an existence and uniqueness result for Problem (5)-(6) as
it is not necessary for proving an existence and uniqueness result for the elliptic problem without
coercivity, —eAu — div(gu) = F with (for instance) Dirichlet boundary condition and F € H™*(Q)
(see, for instance, [5], for the continuous case, and [7], [8] for convergence of numerical schemes for
such an elliptic problem). Note that, for this elliptic problem without coercivity, we have F > 0
implies u > 0 (in this paper also, the positivity of u is related to that of F, and is not an additional
constraint). It is also interesting to notice that the study of such a linear elliptic problem needs some
nonlinear tools to obtain a priori estimates, which is the main point of the proof. In the present
paper, one proves an existence result for Problem (5)-(6) passing to the limit on numerical schemes.
An alternative proof could be to pass to the limit, as ¢ — 0, on the solution of the problem obtained
replacing div(gu) by eAu + div(gu) which corresponds to a more classical variational inequality but
without coercivity condition.

In [9], we proved that, under some regularity hypotheses, there exists one and only one solution ug
to Problem (5)-(6) for any given function g = A(z)Vh(x) (the existence of h is explicitly used in the
proof of [9], which is not the case in this paper) and that this solution is the weak solution in the
sense of Definition 2.1. Numerical applications are provided in [9], in which we also give the analytical
solution of Problem (5)-(6) in the 1D case. The proof of the result given in [9] was based on the
classical doubling variable technique of Krushkov and on a generalized sense for a solution (Young
measure or entropy process solution) for the uniqueness part, and on a finite volume scheme for the
existence part. Note that, in [16], the author shows the existence of a solution, in the case where
the first inequality of (5) is modified by the introduction of a time derivative of u, by passing to the
limit on analytical solutions of a regularized problem, using a similar result of uniqueness (this result
is also provided in [17]). Note that, thanks to the time dependent term, this result of uniqueness
requires less hypotheses on g and F' than that of the stationary case.

Our approach in this paper is somewhat different. We first establish in Section 2 the connection
between the weak solution of Problem (5)-(6) and the maximal element of C(g, F) (which is indeed
also the projection of the constant function 1o on C(g, F), such providing an alternative weak sense
for a solution of Problem (5)-(6)). In Section 3, the sense of the maximal element of C(g, F) is
extended (process maximal element) in order to meet the weaker limits of the finite volume scheme.
This weaker sense involves a Lagrange multiplier associated to the erosion constraint, the existence of
which has to be proven as well as the existence of a process maximal solution (indeed, it is true that
the maximal element of C(g, F') is a process maximal element but the proof of this result will be a
consequence of our work). Then, thanks to a uniqueness result, we get that a process maximal element
is indeed, if it exists, identical to the maximal element of C(g, F)). In Section 4, we provide a finite
volume scheme for the approximation of the solution and also for the approximation of the Lagrange
multiplier, thus obtaining, by passing to the limit, the existence of such a process maximal element.
Then, one deduces the strong convergence of the approximate solution to the maximal element of
C(g,F). A by product of this proof of convergence is that the maximal element of C(g, F') is also
the unique weak solution of (5)-(6). It also gives the existence of a Lagrange multiplier associated
to the erosion constraint (see Proposition 2.13 and Theorem 4.14). Some directions of research are
discussed in Section 5.

2 Weak solution

Let us define the following hypotheses, denoted by Hypotheses (H) in this paper (we consider the
theoretical problem in any space dimension, but the applications are only considered for d = 1 or
d=2).

Hi. Q c R? (with d € N*) is a bounded open subset, with a Lipschitz continuous boundary 9 (this
gives the existence, for a.e. x € 91, of the unit outward vector n(x) normal to the boundary),



H2. the function g : © — R? is Lipschitz continuous on Q and satisfies g(z) - n(z) = 0 for a.e.
x € 09,

H3. F € L*(Q) is such that there exists Fy > 0 with F(z) > Fp, for a.e. = € .

As we show in [9], one can find an example of a discontinuous function u : £ — R solution of (5)-(6).
The regularity of div(ug) in the general case is an open problem. Theref_ore we first give a weak
formulation of Problem (5)-(6), following [9]. For this purpose, let ¢ € C*(Q,R4) and let £ € C*(R)

be such that ¢'(1) > 0. We multiply the first inequality of (5) by &' (u(z))¢(x) and we integrate on
Q. We get

/Q5'(U(1’))s0(x)(diV[U(w)g(w)] + F(z))dz = /5'(1)30(x)(diV[U($)y(w)} + F(z))dz+

f; (&' (u(=)) — € (1)) p(a) (diviu(e)g(2)] + F(x))da.

(7)
The second term of the right hand side vanishes, using (6), and the first one is nonnegative. This
leads to

/ &' (u(@))p (@) (div[u(z)g(x)] + F(z))dz > 0. (8)
Q

and we develop equation (8), integrating by parts. We then derive the following weak sense for a
solution to Problem (5)-(6).

Definition 2.1 (Weak solution to Problem (5)-(6))
Under hypotheses (H), we say that a function uw € L () is a weak solution to Problem (5)-(6) if u
satisfies the following inequalities : 0 < u(x) <1 for a.e. x € Q and

/S2 (€(U(f))(—g(1»’) - Vo(a)) + [ (u(@))u(z) — &(u(x))]p(z)divg(z)+
€ (u(@))p (@) F () ) > 0, ®)
Ve € CHR) s.t. €(1) >0, Vo € CHQ,RY).
Remark 2.2 If the test function & in (9) is such that £'(1) = 0, then the inequality becomes an
equality. Note also that, if & is such that £ (1) > 0 and &' is nonincreasing, we can get (8) from (7),
for any function u which only verifies (5). We show in Proposition 2.5 that one can indeed limit the
test functions £ in (9) to convex ones (in the sense that &' is nondecreasing, this terminology is used
in this paper).
We then define the set C(g, F') of functions which satisfy (5) in a weak sense.

Definition 2.3 Under hypotheses (H), we define the convex set C(g,F) of functions v € L*=(Q),
with 0 < wv(z) <1, for a.e. x € Q and

/Q ([Fv(@)g(z) - Veo(a)] + p(2)F(x)) dx > 0, Yo € C' (2, R+). (10)

Note that the convexity of C(g, F') directly results from the linearity of the left hand side of (10) with
respect to v. Since 0 € C(g, F), the set C(g, F') is therefore nonempty. We also note that C(g, F') is a
closed subset of LP(Q) for all p € [1,00]. Let us recall the following proposition, proven in [9] (under
a slightly different formulation), which gives a characterization of the functions of C(g, F).

Proposition 2.4 (Characterization of C(g, F'))
Under hypotheses (H), for all v € L% (), the property v € C(g, F) (defined in Definition 2.3) holds
if and only if the following property holds

/Q (i(v(x))[—g(x) V()] + [€'(v(z))o(z) — Eu(@))] o(z) divg(z)+
€ (v(@))p(2)F(2) )dz > 0, (11)

Vo € CH(Q,Ry), V€ € C'(R) s.t. Vi €[0,1], & (k) > 0.

Using the characterization 2.4, it is now possible to prove the following properties.



Proposition 2.5 (A convexity property)
Under hypotheses (H), a function u € L (Q) is a weak solution to Problem (5)-(6) in the sense of
Definition 2.1 if and only if u satisfies the following inequalities : 0 < u(x) <1 for a.e. z € Q and

/S2 (é(U(w))(—g(w) V() + €' (u(@))u(z) — €(u(@))]p(z)divg(x)+

§'(u(@)) (@) F(x) )dw > 0,
Ve € CH(R) conwex s.t. £'(1) >0, Vo € CH(Q,R;).

Proof. If u satisfies (9), it clearly satisfies (12). Conversely, let us assume that (12) holds. We
immediately get u € C(g, F), letting £(s) = s in (12). Let ¢ € C*(R) be such that &(1) > 1. We write
€= & + &, with &(t) = €(1) + [/ €(s)*ds and &[(t) = — [ €”(s)~ds. Since & > 0, we write (11)
with &1, and since & is nondecreasing and £,(1) > 0, we write (12) with £&. Adding both inequalities
leads to (9) for all £ € C*(R). Taking regularizations in C*(R) of £ € C*(R) permits to get (9) for
all ¢ € CY(R). O

(12)

Proposition 2.6 (Maximum of two elements of C(g, F))
Under hypotheses (H), for all elements u and v of C(g, F) (this set is defined in Definition 2.3), then
the function w € L*(Q) defined, for a.e. © € Q by w(z) = max(u(x),v(zx)) satisfies w € C(g, F).

Proof. Let u,v € C(g, F) be given. We notice that, if u,v are regular enough, say u,v € W(Q),
then the conclusion of the proposition is straightforward, since div(max(u,v)g) + F = div(ug) + F
a.e. on the set {u > v}. For the general case, we use the doubling variable technique of Krushkov
(see Proposition 5.1). We consider, for a given € > 0, the function S. € C*(R) defined by

S:(s) =0, Vs € (—o0,0],
Se(s) = s%(3e — 2s)/e®, Vs € [0,¢], (13)
S:(s) =1, Vs € [, +00).

We define &(s) = [; Se(7)dr and we set, for all (a,b) € R?, ne(a,b) = a + (b — a). Then this
function 7. satisfies 01ne(a,b) = 1 — Sc(b —a) > 0 for all (a,b) € R?, and d2ne(a,b) = Sc(b—a) > 0
for all (a,b) € R%. Thanks to Proposition 2.4, the hypotheses of Proposition 5.1 are therefore satisfied
by 7., v and v. We then obtain, for all $ € C*(R?, Ry),

[ (@00 -at0) - Tot) +
(01 (u(@), v(@))u() + Oane (u(e), v(w))v() — me(u(z), 0(2)) ) e)divg ()t (14)
(0rme(u(@), v(@)) + 8277€(u(x),v(:r)))F(w)qﬁ(m))dx > 0.
We remark that, for all (a,b) € R?,
adine(a,b) + bd2ne(a,b) — n:(a,b) = a + (b — a)S(b — a) — n-(a, b)

leads to
lir%(aalni (av b) + b6277€ (a’7 b) — TNe (av b)) = 07
and we also remark that
01n:(a, b) + 02m(a,b) = 1.

Thus, using the Lebesgue dominated convergence theorem, we can let ¢ — 0 in (14). This leads to
/Q ((u(x) + (v(z) = u(@))") [~g(z) - Vo(x)] + d(2) F(x)) dz > 0. (15)

Since w(z) = max(u(z), v(z)) = u(z) + (v(z) —u(x)) " for a.e. € Q, we thus get that (10) is satisfied
by w, which proves that, since 0 < w(z) < 1 for a.e. z € Q, w € C(g,F), and thus concludes the
proof of the proposition. [J

Remark 2.7 A similar property holds for the minimum of two elements of C(g,F) (it suffices to
consider ne(a,b) =b—&.(b—a)).



Proposition 2.8 (Maximal element of C(g, F'))

Under hypotheses (H), there exists u € C(g,F) such that, for all v € C(g,F), v(z) < u(z) for a.e.
x € Q. This element is therefore unique, and is called the mazimal element of C(g, F). An immediate
consequence is that this mazimal element is equal to the projection in L*(Q) on C(g, F) of the function
lo (defined by 1la(x) =1 for z € Q).

Proof. Since L'(Q) is separable and C(g, F') is a closed subset of L'({2), then there exists a se-
quence (vn)nen of elements of C(g, F'), dense in C(g, F'). For all n € N, we define u, € L*(Q) by
Un = MAxX U We get, from Proposition 2.6, that u, € C(g, F). Since the sequence (un)nen is

nondecreasing and is bounded by 1, it converges in L*(Q2) to some u € L> () such that 0 < u(z) < 1
for a.e. © € Q. We then get, since C(g, F) is a closed subset of L*(Q), that v € C(g, F). Let v € C(g, F)
and let & > 0. There exists n € N such that [[v — vn||;1(q) < e. This implies |[(v — va)"|lp1(q) < e
Since v, (x) < u(z) for a.e. x € €, we then get that |[(v — u)¥||p1q) < e Letting e — 0 gives
[(v —w)* |11 () = 0, which concludes the proof of the proposition. [J

We can now prove, using Hypothesis (H3), that any weak solution to Problem (5)-(6) in the sense of
Definition 2.1 is the maximal element of C(g, F).

Proposition 2.9 (The weak solution is maximal)
Under hypotheses (H), let u be a weak solution to Problem (5)-(6) in the sense of Definition 2.1.
Then u is the mazimal element of C(g, F).

Proof. The proof is divided in two steps. In the first step, we show that, for all v € C(g, F'), we
have g - Vsign™ (v — u) = 0 (defining sign™ : R — R by sign™(s) = 1 for all s > 0 and sign™(s) = 0
otherwise). We then remark, in the second step, that if sign™(v — u) > 0, then u < 1, and that
div(ug) + F < 0 where v < 1. Then the inequality [, sign™ (v — u)(div(ug) + F)dz < 0 suffices to
obtain, thanks to Hypothesis (H3) (namely the fact that F' > 0 a.e.), that v < u almost everywhere
in Q.

Step 1

We again consider the function S. defined by (13), and we set for all (a,b) € R?, ne(a,b) =

Ob_a Sc(s)ds. Then this function 7. satisfies 917:(1,b) = —Se(b— 1) = 0 for all b < 1, and

92m:(a,b) = S=(b—a) > 0 for all (a,b) € R%. Hence (9) holds with &(a) = 1.(a,b) for all b € [0,1],
and (11) holds with £(b) = n<(a,b) for all a € [0,1]. Since the hypotheses of Proposition 5.1 are then
verified by u, v, 7. for any v € C(g, F), we get, for a given ¢ € C*(R%,R,),
/Q<v75(u(x), v(z)) [-9(x) - Vo(z) — ¢(z)divg(x)] +
(01 (u(@), v(@)u(a) + Oome (u(a), v(@)o(x) ) $()divg () + (16)
((91775 (u(z),v(x)) + O2ne (u(x), U(a:)))F(x)qS(x))dx > 0.

Since, for all (a,b) € R?,
081776 (av b) + b6277€ (a’7 b) —MNe (av b) = (b - a)SE(b - a‘) —MNe (av b)

leads to
hr%(aalni (a7 b) + ba?ﬁs (a7 b) — e (a7 b)) =0,

and since
81778 (av b) + 62778 (a’7 b) = 07

we get, letting e — 0 in (16) thanks to the dominated convergence theorem,
—/ (0(x) — u(@)) g(x) - Vo(w)dz > 0, Vo € C* (R, R,). (17)
Q

Remark 2.10 Inequality (17) is also proven in [9], in which the hypothesis g = Vh, not assumed in
this paper, permits to conclude to the uniqueness of ug.



We can then apply Proposition 5.2, which leads to
/Q<sign+(v(w) —u(z)) [—g(z) - Vo(z) — ¢(z)divg(z)] )dw =0, V¢ € C' (R, R), (18)

where the application sign™ : R — R is defined by sign*(s) = 1 for all s > 0 and by sign™(s) = 0
for all s <O0.

Step 2

Since S:(0) = 0, let us now introduce the function & : a — [’ S-(1 — s)ds in (9). We get

/Q (Ee(U(w))(—g(w) V() + (€ (u(@))u(z) — §(u(x))]p(z)divg(x)+

€ (u(@))p(@)F(x) )dz > 0,
VQO € Cl (ﬁ, ]R+)

(19)

We have that, for all a € [0,1], (&c(a) — —a as € — 0, and that, for all a € [0,1[, £&(a)a — &(a) — O
and £.(a) — —1 as ¢ — 0. We then get, thanks to the dominated convergence theorem, letting ¢ — 0
in (19),

| walgf@)- vz + [

pla)divg(a)da — | (@) F(z)dz > 0,
{zeQu(z)=1}

{zeQ,u(z)<1} _ (20)
Yo € CH(Q,Ry).

(In fact, this inequality is an equality, see Remark 2.2).
We introduce a sequence of mollifiers in R?. Let p € C°(R%,R;) (the set of smooth functions with
a compact support) be such that

{z € R% p(x) # 0} C {z € R |z| <1}, (21)
and
/ p(z)dx = 1. (22)
R4
For n € N*, we define
pn(z) = n’p(nz), Yo e R (23)

Let n € N. We set ¢, (z) = /pn(x —y) sign™ (v(y) — u(y))dy in (20). Defining Tl("), TQ(") and Tgf")
Q
by
17 = | [ u(@)gla) - Vou(a ~y) sign” (o(0) ~ u(w))dyde,
QJIQ
=~ | [ ot =) sign® (o(0) = u(w)ddivg(a)d.
{zeQu(z)=1} JQ

and
- | [ ol = ) sign” (0(0) - u(w) Fe)dyd,
{zeQu(z)<1} JQ

we get
7™ + 1™ + 7 > 0. (24)
We then have, Tl(n) = Tin) + Ts(n) + Tén) defining T4(n)a T5(n) and Ts(n) by

T = / / w(@)(9(@) — 9(w)) - Von(z — y) sign* (v(y) — u(y))dydz,

T = / / () = u(w)(a(x) = 9(0) - Vol =) sizn” (0(3) = u(y))dyd.

T = /Q/QU(w)g(y) - Vpn(z — y) sign™ (v(y) — u(y))dyda.



Thanks to an integrate by parts with respect to x, we get

17 == [ [ oo =) sign’ (0(0) — ulo)div(a(@))dyd,
and therefore T\™ = T{™ + T{™ | with

T =~ | [ u@pnte =) sien" (w(o) = u))divla(w)dyds,

™ = — / / pu(@ — y) sign® (v(y) — u(y))(u)div(g()) — u(@)div(g(y)))dydz.

We now remark that, letting ¢(z) = pn(y—=) in (18) (recall that the gradient of p,(y—x) with respect
to x is equal to —Vp,(y — x)), multiplying by u(y) and integrating on 2, we get Té") + T7(") =0.
Since we easily obtain

lim T\ =0,
n—-—4oo
and
lim 7" =0,
n—-—4oo
we thus get
lim 7" = 0.
n—-—4oo

Since, for a.e. z € Q, v(z) > u(z) implies u(x) < 1, we have

lim Té”) = —/ sign (v(z) — u(zx))F(z)dz = —/ F(x)dz,
{z€Q,u(xz)<1} {zeQ,v(z)>u(x)}

n—-—+oo

and
lim 7" = / sign™ (v(z) — u(z))divg(z)dz = 0,
{zeQu(z)=1}

n—-+4oo

we get passing to the limit n — oo in (24),

—/ F(x)dz > 0.
{zeQ,v(z)>u(x)}

Thanks to Hypothesis (H3), this implies that v(z) < w(z) for a.e. z € Q and thus concludes the
proof. [

Using Theorem 4.14, which expresses the convergence of a numerical scheme, we can state the fol-
lowing proposition.

Proposition 2.11 (The maximal element is a weak solution)
Under hypotheses (H), the mazimal element of C(g, F) is a weak solution of Problem (5)-(6) in the
sense of Definition 2.1.

Therefore, we conclude from Propositions 2.9 and 2.11 the following theorem.

Theorem 2.12 (The weak solution is unique and is the maximal element)
Under hypotheses (H), the mazimal element of C(g, F) is the unique weak solution of Problem (5)-(6)
in the sense of Definition 2.1.

We present now a characterization of the maximal element of C(g, F') using a Lagrange multiplier.
This characterization will be useful to define is Section 3 the notion of “process maximal element” of
C(g,F).

Since the maximal element of C(g, F') is the projection in L?*(Q) of the function 1q on C(g, F) (this is
proven in Proposition 2.8), it is the unique solution of the following problem, which is a minimization
problem under constraints :

ue C(g, F),
J(u) SgJ(v), Vo € C(g, F), (25)

where J(v) : /(1 —w(z))?dz for all v € C(g, F).
Q



The set C(g, F) is defined with the three constraints, v > 0, v < 1 and div(ug) + F > 0. Thanks to
the hypothesis F' > Fj a.e, with Fy > 0, we can prove that the first constraint is not active. Indeed,
for u > 0 small enough, the function ulq belongs to C(g, F) which gives that the maximal element u
of C(g, F) (which is the solution of (25)) satisfies u > u a.e.. The two other constraints are possibly
active and we can prove the existence of Lagrange multipliers linked with these constraints (thus
stating a generalization of the Kuhn-Tucker theorem in this infinite dimension case): let u be the
solution of (25), a consequence of Theorem 4.14 is the existence of a function p € L*(Q), 1 > 0 a.e.,
and of a finite nonnegative measure on €2, denoted by v, such that:

/S (1= u()o(a)do + /S2 ple)div(og)@)da — | pla)dvia) =0, Vo € C'@R).  (20)

Furthermore, one formally gets that p(div(ug) + F) = 0 and v(1 —u) = 0 (this can be only formal
since the regularity proven for u, u and v does not suffices to give a precise sense to these quantities),
which means that the multiplier is nonzero only when the corresponding constraint is active.

Then, taking ¢ = u — v in (26), one obtains, again formally since the regularity of this function is
not sufficient:

[ - i) - vepas - [

[ () (aiviog)(@) + F(2))az ~ / (- v@)dv(z) =0,

Yu € CH(Q,R).

Considering only the functions v such that v < 1, (27) leads to:

/(1 — (@) (u(z) — v(z))ds — / 1) (div(vg) (z) + F(z))dz > 0, Yo € CL@,R),0 < 1. (28)
Q Q

Although (27) is only formally obtained from (26), the discrete counterpart of the former, i.e. equation
(55), is rigorously deduced in Section 4 from (52), the discrete counterpart of the latter. Then, passing
to the limit (Theorem 4.14) and using a uniqueness result (Proposition 3.2 in Section 3), we prove
that (28) gives a characterization of the solution to (25), leading to the following proposition.

Proposition 2.13 (Characterization of the maximal element) Under hypotheses (H), u is the
unique solution of (25), i.e. the mazimal element of C(g, F), if and only if u € C(g,F) and there
exists p € L*(Q), u >0 a.e., such that (28) holds.

3 Uniqueness of the process maximal element

Since we consider below the convergence of numerical schemes, on which we only prove an L°°(Q2)
estimate, we have to introduce, for technical reasons, a definition of “maximal element” of C(g, F)
in a weaker sense that the one given in Proposition 2.8. This new notion is called process maximal
element (this notion is an extension of that introduced in [11], related to the notion of Young measure,
first used by [4] in the nonlinear scalar hyperbolic framework). When this process maximal element
reduces to a classical function (which is shown in Proposition 3.2), the definition below gives (28).

Definition 3.1 (Process maximal element of C(g, F))

Under hypotheses (H), we say that a function u € L*(Q x (0,1)) is a process mazimal element of
C(g, F) if the function @ : x — fol u(z, @)da is such that @ € C(g,F) and there exists p € L*(Q)
such that the pair (u,p) satisfies the following inequalities : 0 < u(z,a) < 1 and 0 < u(x) for a.e.
(z,a) € 2 x (0,1) and

(1 — u(z, @) (u(z, o) — ¢(z))da — p(z)(div(p(z)g(z)) + F(z)) | dz > 0, (29)

Q 0 _
Yo € C1(Q,[0,1]).

We now state the uniqueness of such a process maximal element, indeed equal to the projection of
1o in L?(Q) on C(g, F).



Proposition 3.2 (Uniqueness of the process maximal element) Under hypotheses (H), let u
be a process maximal element of C(g, F) in the sense of Definition (3.1). Then the following inequality
holds:

/Q/O (1 — u(z, a))(u(z, @) — v(z))dads > 0, Vo € C(g, F). (30)

As an immediate consequence, we get that the function @ defined in Definition 8.1 is such that u(x) =
u(z,a) for a.e. (x,a) € Q% (0,1) and u is the unique mazimal element of C(g, F).

Proof. We again use the sequence (pn)nen of mollifiers in R? defined by (21) (23). We then introduce
the functions v, (y fﬂ x)pn(z — y)dz in (29) and the functions pn(x fsz w(y)pn(z — y)dy in
(10). We then get

/Q [ / (1 — u(y, ) (u(y, @) — va(y))da — p(y)(divigon) (v) + F(y))| dy > 0,

and

/sz ([~v(z)g(z) - Vin(2)] + pin(z) F(2)) dz > 0.

We sum the two above inequalities. Defining 74", T and TJ” by

i~ [ [ 11—uy,a 1)y @) — v (3))dady

T = / / (1) Vpn(z — y) + pu(@ — y)divg(y) + 9(x) - Vpn(z — y)) dady
Ty = (¥)F(y) + pn(y) F(y)] dy,
we get

™ 4+ 1 + 18 > 0. (31)
We have T = T3 + T3 + T, with

TR = - / / 1) (0(@) — () (9(z) — 9(v)) - Vou ( — y)dady
Ty jﬁ z) — g(y)) - Vpu(z — y)dady

Ty = f f 2)pn (2 — y)divg(y)dzdy.

Thanks to the fact that (z,y) — (g(z) — g(y)) - Vpn(z — y) vanishes for |z —y| > 1/n and belongs to
L' (Q) since g is regular, we can apply the theorem of continuity in means applied to the function v.
We thus get that

lim T3 = 0.

We have, thanks to an integrate by parts with respect to z, that Tl(gb) = Tl(g) + Tl(g) with

15 // y)pn(z — y)divg(z)dxdy,
oJo

T = - / H(y)o(y) / pu(@ — 1)(g(x) — 9()) - n(@)dy(2)dy.

Elo)
We get, using |g(z) — g(y)| < Cily — z| (where C1 only depends on g), 0 < v(z) < 1 and the
Cauchy-Schwarz inequality,

Tfé” <Cl// ly — z|pn(x — y)dy(z dy// )?ly = @|pn(x — y)dy(z)dy,
oN

which gives

(Tfé‘))Q < Cf% /{%2 (/ﬂpn(w - y)dy) dv(w)/ﬂu(y)2 </6Q ly — z|pn(z — y)dv(w)) dy.

and



We have on one hand /pn(x —y)dy < 1, and on the other hand, for all y € Q, [, ly — z|pn(z —
Q
y)dvy(z) < n?ly (B(y, 2) N 9Q) < Ca (where Cz only depends on d and §2). We thus get

(Tl(6)) < Clzgmeas(aﬂ)C’z/ﬂﬂ(y)Qdyv
and therefore
lim T =0

n— oo

We then get that
tim 77 =~ lim 7 = [ uy)o(w)divg(w)ay:

n— oo

Gathering the above results gives (30). Applying (30) when v is the projection of 1o on C(g, F') gives

/Q / (1 — u(y, ) (u(y, @) — v(y))dady > 0,

and the characterization of this projection gives, since 4 € C(g, F') which implies that

/Q / (1 - v(y))(0(y) — u(y, a))dady > 0.

The sum of the two above inequalities then gives

_/Q /Ol(v(y) —u(y, ))*dady > 0,

which gives the conclusion. [J

4 Passing to the limit on numerical schemes

We now start the study of the convergence of numerical schemes, which are based, in the industrial
framework, on finite volume methods. Let us first define the notion of admissible mesh, following
[12].

Definition 4.1 (Admissible meshes) An admissible finite volume mesh of Q, denoted by T, is
given by a finite family of disjoint polygonal (one uses here the two space dimensions terms, for
the setting of the general space dimension) connected subsets of R? such that Q is the union of
the closure of the elements of T (which are called control volumes in the following) and such that
the common “interface” of any pair of neighboring control volumes is included in a hyperplane of
R? (this is mot necessary but is introduced in order to simplify the formulation). We denote by
size(T) = sup{diam(K),K € T}, by mk the measure of K, for all K € T, by Nk the subset
of T of all the control volumes having a common interface with K. We then denote by £ one set
of pairs of neighbors (K,L) € T?, such that, if (K,L) € £, (L,K) ¢ &£, and for all K € T and
Le Nk, (K,L)ye & or (L,K) €&. For K€ T and L € Nk, we denote by mir the measure of the
common interface between K and L. We measure the regularity of the mesh by means of the following
expression: regul(7) = max{}_; _\, mxrdiam(K)/mx, K € T}.

Let 7 be an admissible mesh of Q. Let g7 := (g9x,z)keT,Leny be a family of real values such that

gx.L = —gri, VK € T, VL € Nk (32)
and
S grr = / divg(z)dz := Gx, VK € T. (33)
LeNg K

Denoting by
Fr = / F(z)da, (34)
K
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the finite volume scheme, in order to approximate Problem (5)-(6), is given by

Z (g;LuL —gxux) + Fx =0and ux < 1or (35)
LeENK
Z (g;LuL—gg’LuK)—l—FK >0 and ug = 1. (36)
LeNK

We define the function ur by

ur(z) =uk, Ve € K, VK € T. (37)
We then define the following value, which measures the consistency of the approximation g7 of the
fluxes by means of a discrete L?(2)? norm, and which is expected to tend to 0 with size(7):

cons(gr) = S 5 1D (g, (39)

m
KeT LENK KL

where
gL = / g(x) - ng rds(z), VK € T, VL € Nk. (39)
K|L

Different choices are possible for g7. We can propose, for example:

e The choice gk, = gk,L, for all K € T and L € Nk, is the simplest one which satisfies that
cons(gr) tends to 0 as size(7) tends to 0. Unfortunately, it demands in the general case to
know an analytical expression of g.

e In the framework of the coupled problem given in the introduction to this paper, the field
g = AVh is not analytically known, and it must be approximated. This can be achieved, using
for example the finite volume method (see [12] for the isotropic case and [13] for the general
case). The notion of admissible meshes must then be restricted to the case where there exists,
for all K € 7, a point zx in the control volume K such that, for a pair of two neighboring grid
blocks K and L, the line (zx, 1) is orthogonal to the interface &K N L between these grid blocks.
Let us recall the scheme in the isotropic case: one defines 7xr = [ ; A(z)ds(x)/d(zx,xL),
where we denote by ds(x) the d — 1 Lebesgue measure at point x € K N L. One can then
compute the family (hx)rxe7 of reals such that (33) holds under the condition

gr.n = Tkr(hr — h), VK € T, VL € Nk, (40)

in addition to such a relation as ZKeT mgrhg = 0 (this corresponds to the discrete solution of
a homogeneous Neumann problem). One can then prove that, under Hypotheses (H), cons(g7)
tends to 0 as size(7) tends to 0 (see [12] and [20]).

e In the same way, one can compute a mixed finite element approximate for gx,; which also
satisfies that cons(g7) tends to 0 as size(7) tends to 0 (see [6]).

We then have the following property, which is available under Hypotheses (H) of this paper and in
particular (H3), which was not proven under the hypotheses made in [9].

Proposition 4.2 (A positivity property) Under Hypotheses (H), let T be an admissible mesh
of Q and let (gx,L)KkeT,Leny be a family of real values such that (32) and (33) are satisfied and let
(Fr)xer be defined by (34). Let (ux)xet be a solution to System (85)-(36). Then, the property
ug >0, for all K € T, holds.

Proof. Let us prove Proposition 4.2 by contradiction. Let us assume that the set 7 = {K € T;
ug < 0} is not empty. Then, if K € 7_, one has ux < 1, and therefore

Z (g;gLuL — QE,LUK) 4+ Fx =0, VK € 7T_. (41)
LeNk
Summing (41) for K € 7_ leads to
> > gk pur —gxux)+ > Fx=0. (42)

KeT_ LeNg\7T_ KeT_

Since ux < 0 for K € 7_ and ur, > 0 for L ¢ 7_, (42) gives Fx = 0 for all K € 7_, which is in
contradiction with Hypothesis (H3). O
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Definition 4.3 (The discrete convex set) Under Hypotheses (H), let T be an admissible mesh
of Q and let (gr,)keT,Leny be a family of real values such that (32) and (33) are satisfied and
let (Fx)xer be defined by (34). We then define C(gr, F,T) (this set of functions is a natural dis-
cretization of C(g,F)) as the set of all (vk)rxeTr such that, for all K € T, the following inequalities
hold:
0<wvx <1 and Z (g}‘;’LvL—g;(’LUK)—t—FKzO, VK eT. (43)
LeENK

Note that the set C(g7, F,7) is closed and nonempty since (0) ke € C(g7, F,T). We can then prove
the existence of at least one solution to System (35)-(36).

Proposition 4.4 (Property of the maximal element of C(g7,F,7)) Under Hypotheses (H),
let T be an admissible mesh of Q and let (gx,1)keT,Len be a family of real values such that (32)
and (33) are satisfied and let (Fx)xer be defined by (34). Let us denote by (ux)keT the family

defined, for all K € T, by ug = sup vi. Then (ux)kxeT is a solution to System (35)-(56).
veC(gr,F,T)

Proof. Let us first denote by (vik)rke7r and (wk)xe7r two elements of C(g7, F, 7). Then
(max(vk,wk))xer € C(97,F,T) (44)

Indeed, we have, for all K € 7,

VK Z 9r,L < Z gzt,LUL"‘FK < Z gft,LmaX(vL,wL)+FK,
LeNk LeENK LeNk

and

w Y g < D gkpwr+Fx <Y gk pmax(vr,we) + Fi.
LeNk LeNgk LeNk

Therefore, since max | vk E 9Ky WK E gx.r | = max(vi,wk) E gx.L» We get
LeNk LeNEk LeNK

max(vi, wi) Y, G < Y 9k max(vr, wr) + Fr,
LeNk LeENK

which proves (44), since max(vk,wk) < [0,1]. We now consider the family (ux)xer defined, for all

K €T, by ug = sup vik. For all n € N*, it is possible to find, for all L € 7, an element
veC(gr,.F,T)

(vE)ker € Clgr,F,T) such that ur, < vF + % Using (44), we get that the family (w&?))KeT
defined, for all K € 7 by wl(,?) = rglea¥vf( is such that (wl(;?))KeT € C(gr,F,T) and wﬁ?) <ug <

w + L for all K € T. Passing to the limit n — oo in (43), with vx = w{’ for all K € T,

gives that (ux)xer € C(g7, F,T). Let us assume that there exists some K € 7 such that ug < 1
and 3 7 (9% Lur — 9x.Lur) + Fx > 0. Then there exists € > 0 such that ux +& < 1 and
Prenk (g}‘;’LuL—g}_{’L(UK +¢€))+Fk > 0. Let us denote (@) me7 the family defined by tx = ukx +¢
and @y = un for all M € T such that M # K. We then have, for all M € 7 such that M # K,

> (ghnpin — grpiing) + Far = > (ghrpiin — gx pun) + Far o >
LeNy LeENM

> (gdr,pur — gk Lum) + Fu > 0.
LeNy

This completes the proof that (aa)mer € C(gr, F,T), which is in contradiction with the definition
of (ux)rxer. Therefore, for all K € 7, ux = 1 or ZLENK(gIt',LuL — gf(yLuK) + Fx = 0, which
completes the proof that (ux)xe7 is a solution to System (35)-(36). O

Proposition 4.5 (A monotony property) Under Hypotheses (H), let T be an admissible mesh
of Q and let (gx,L)keT,LeNy be a family of real values such that (32) and (33) are satisfied and let
(Fr)xer be defined by (34). Let (ux)xer be a solution to System (35)-(56).
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Then, for all family of reals (Wi, sk )keT such that sk >0, for all K € T, and such that

Z (g;ngL —ggLwk) = -5k, forallK €T st ux <1,
LeENK (45)
WK = SK, forall K € T s.t. ug =1,

the property wi > 0, for all K € T, holds.

Let us first remark that Proposition 4.5 suffices to prove that the matrix of the linear system (45)
is invertible, since, in the case sg = 0, for all K € 7, for any family (wx)xer satisfying (45), then
(—wk)keT also satisfies (45), which proves that wx = 0, for all K € 7. We therefore state the
following corollary.

Proposition 4.6 Under the hypotheses of Proposition 4.5, for all family (sx)keT of reals, there
exists one and only one family of reals (Wi )keT such that (45) holds.

Proof. of Proposition 4.5. Let us assume the hypotheses of Proposition 4.5, and let (wk, Skx)xet
be a family of reals such that sx > 0, for all K € 7, and such that (45) holds. Let us assume that
the set 7_ = {K € T; wx < 0} is not empty. Then, if K € 7_, one has ux < 1, since wxg = sg >0
for K € 7 such that ux = 1. We therefore have

Z (9% wL — gx.Lwi) + sk =0, VK € T_. (46)
LENK

Summing (46) for K € 7_ leads to

> > (gkwr —gxw)+ Y sk =0. (47)

KeT_ LeENg\T- KeT_
Since wg < 0 for K € 7_ and wy > 0 for L & 7_, (47) gives sx = 0 for all K € 7_ and
VK €T, VLe Nk \T-, g =0. (48)
Since, for all K € 7_, we have ug < 1, we therefore have

Z (9%.LuL — 9. Luk) + Fx =0, VK € T_.
LENK

Summing the above equation for K € 7_ leads to

Z Z (g;,LUL — 9k, LuK) + Z Fr =0,

KeT_. LeENg\T_ KeT_

and, using (48), we get

Z Z g;LuL—&- Z Frx =0.
KET_ LeNg\T_ KeT_

which is impossible, since uz, > 0 for all L € Ng \ 7= and Fx > 0. This contradiction proves that
7_ is empty, which concludes the proof of the proposition. [J

Proposition 4.7 (Property of the discrete solution) Under Hypotheses (H), let T be an ad-
missible mesh of Q and let (9x,1)keT,Len be a family of real values such that (32) and (33) are
satisfied and let (Frx)xeT be defined by (34). Then any solution (uk)kxeT to System (35)-(36) is
such that, for all (vk)xer € Cgr,F,T), then 0 < vxg < ug for all K € T. Since 0 < ug for all
K €T, (35)-(36) imply that (ux)xer € C(g7,F,T), and therefore, as an immediate consequence,
there is one and only one solution (ux)keT to System (35)-(36).

Remark 4.8 The above proposition easily gives that the solution (uk)xer to System (35)-(36) is
the projection in L*(Q) of the function 1q on C(gr, F,T).
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Proof. Let (ux)kxe7 be a solution to System (35)-(36) and let (v )xer € C(g7, F,T). We get from
(35)-(36)
Z (g}LuL —grux) +Fx =0, VK € T sit. ux < 1. (49)
LeENK

On the other hand, since (vk)xer € C(g7, F,7T), we have

Z (QX,LUL —gxVK)+ Fx >0, VK € T. (50)
LeNK

Subtracting (50) to (49) gives, setting wx = ux — vk for all K € T,

Z (g}’LwL —9gxwK) <0, VK € T st ug <1,
LeENK

and

wrg >0, VK € T s.t. ux = 1.
We can therefore apply Proposition 4.5, which proves that wx > 0 for all K € 7, which concludes
the proof of the proposition. [J
The following property is proven in [9].
Proposition 4.9 (Weak bounded variation inequality) Under Hypotheses (H), let T be an
admissible mesh of Q and let (gx,1)keT,Len be a family of real values such that (32) and (33) are
satisfied and let (Fx)xeT be defined by (34). Let (uk)rxeT be the solution to System (35)-(36). Then
there exists C' > 0, which only depends on d,<), g, F' and not on T, such that

> lgr.rl(ux —ur)? < C. (51)
(K,L)e€
The two following propositions concern the Lagrange multipliers.

Proposition 4.10 (Existence of the discrete Lagrange multipliers)

Under Hypotheses (H), let T be an admissible mesh of Q and let (gx,1)keT, Leny be a family of real
values such that (82) and (83) are satisfied and let (Fi)keT be defined by (34). Let (ux)keT be the
solution to System (35)-(36). Then there exists (ux)xer and (Vik)keT such that:

> (mK(UK — Dok — pr( Y (9k Lvr — gx,LVK)) + VKUK = 0), V(vx)xer €RT,  (52)

KeT LeNK
pre 2 0 and purc( Y (gipur — g, pur) + Fre) =0, VK €T, (53)
LeNK
vk > 0and vk(l —ux) =0, VK € 7. (54)

Furthermore, one has:

> (mK(UK —D(ux — o) +pr( Y (9k L — gx,.9K) + Fi)
KeT LENK (55)

+vic(l = px) = 0), V(px)rer €R.

One defines the functions ur and v in L () by:
ur = px and vy = nyz_K a.e. on K, forall K € 7. (56)
K

Proof.
Since (urk)xer is the solution to System (35)-(36), it is also the projection in L?(£2) of the function
1o on C(gr, F,T) (see Remark 4.8). Then, (ux)xer is the solution of the following problem:

u = (UK)KET € C(QT,F, T)7

J(w) < J(v), Yo = (vi)xer € Clgr, F,T), (57)

with J(v) = > ccq mi(vi — 1)? for v = (vK)KeT.
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Problem (57) is the minimization, in a finite dimension space, of the differentiable function J under
affine constraints, which is a classical case of the Kuhn-Tucker theorem. Since the constraint u > 0
is not active (we already know that ux > 0 for all K € 7, see Proposition 4.2), the Kuhn-Tucker
theorem gives the existence of (ux)xer and (Vi )kxer satisfying (52)-(54).

In order to obtain (55), for (px)xer € ]RT, one takes, in (52), v = (vK)Kker, With vk = ux — pK
for all K € 7. Using (53) and (54) leads to (55).
O

Proposition 4.11 (Estimates on the discrete Lagrange multipliers)

Under Hypotheses (H), let T be an admissible mesh of Q and let (9x,r)keT,Leny be a family of real
values such that (82) and (33) are satisfied and let (Fi)keT be defined by (34). Let (ux)keT be the
solution to System (35)-(36) and let pr and vt satisfying (52)-(54), (55) and (56). Then

1 2 meas(Q))*/?
lrllzey = O mrpk)? < % (58)
lvrllei e = Z vk < meas(Q) (59)

KeT
and there exists Cs, only depending on €2, g and Fy, such that and

Z Z 9ren(px — pr)? = Z lgr.l(ux — pr)® < Cs. (60)

KeT LENK (K,L)e&

Remark 4.12 The proof of this proposition uses in particular Assumption (H3).

Proof.
We first take ¢ = 0, for all K € 7, in (55). Since 0 < ux <1, ux > 0 and vxg > 0 for all K € 7,
this gives (59) and

Fy Z mrpr < Z pr Fr < meas(Q). (61)
KeT KeT

Inequality (61) gives an L'-estimate on pu7. In order to obtain (58) (which is an L2-estimate on p7),
we use (53) which gives > M%((ZLGNK (g}yLuL — 9x.puk) + Fr) =0 and then:

Fo Y mipx <Y Frpie=— > pk Y. (9k Lur — gx pux). (62)
KeT KeT KeT LeNk

Changing the order of summation in (62), this inequality reads:

Foy Z mipk < Z Frpk = Z UK Z 91?,1;(#%{ —ui). (63)

KeT KeT KeT LeNK

We take now vk = uxpui for all K € T in (52). It gives, using vk purur > 0 for all K € T:

=k Y Grpunpn — gr puxpk) < Y mi(l— uk)uk . (64)
KeT LeNk KeT

Changing, here also, the order of summation in (64), and using (61), this inequality leads to:

2 2 2
_ (pr —pr _ (px —p meas({2
S 3 g, B S S g (s)  mete),

KeT LeNk KeT LeNK
and then, with (63):

2

_ - 1 Q

Sk Y g WEH LS g < mes(@) (65)
2 2 Fy

KeT  LeNk KeT

Inequality (65) gives, in particular, (58).

It remains to prove (60). To obtain this bound, we first remark that Inequality (65) gives:
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2
- K — ML meas({2
S ux 3 gK,L(M 3] < ) (66)
2 Fo

KeT LeENK
Since (ux)ke7 is the maximal element of C(gr, F,7), we can easily find a strictly positive lower
bound for (uk)xer, denoted by u, which only depends on g and Fy and thus provides (60) with
Cs = 2meas(Q)/uFo. Indeed, if ||divg|loc = 0, then ux = u holds for all K € 7, with u =
1. Otherwise, setting u = min(1, Fo/||divg||s), we get that the constant family (u)xe7 satisfies
(W ket € C(gr, F,T), from which one deduces ux > u for all K € 7.
(]
We can now state the convergence of the scheme to the solution.

Proposition 4.13 (Convergence of the scheme to a process solution)

Under hypotheses (H), let (T(m),gT(m))meN be a sequence such that, for all m € N, T s an
admissible mesh of  in the sense of Definition 4.1, and g, m) is a family of reals such that (32)-(33)
are satisfied. We assume that lim,, . size(7 ™) = 0, that there exists R > 0 s.t regul(7™) < R for
allm € N, and that limy,— o cons(gym)) = 0. For all m € N, we denote by ur(m) and (lg(m), Vyim))
the respective solutions to System (35)-(36) and to (52)-(56) for T = T'™ and g7 = grm). Then,
from the sequence (T™)pmen, one can extract o subsequence, again denoted (T(m))meN, such that
the corresponding sequences (Ur(m))men and (ftp(m))men are such that

1. (Wp(m))men converges in L°°(Q) for the nonlinear weak-+ sense to some function u with 0 <
u(z,a) <1 for a.e. © € Q and a.e. o€ (0,1) (see [11] or [12]),

2. (yr(m) )men weakly converges in L?(Q) to some function p with 0 < p(x) for a.e. x €,
3. the pair (u, p) is such that (29) holds,
4. u is such that

/Q/O (E(U(m,a))(—g(m) V() + [€ (u(z, 0))u(z, @) — E(u(z, a))]p(z)divg(z)+
€ (u(, 0))p(2) F(2) )dadz > 0
Ve € C'(R), conver s.t. £€'(1) >0, Vo € C'(QLRy).

(67)

and therefore u : © — fol u(z, a)da is such that u € C(g, F).

Thanks to the uniqueness theorem 3.2, we therefore deduce that all the sequence (U (m))men converges
in LP(Q) for all p € [1,400) to the mazimal element of C(g, F) as m — oo, which is, thanks to (67)
and to Proposition 2.5, a weak solution of Problem (5)-(6) in the sense of Definition 2.1.

Proof. Using the property (35) satisfied by u,(m), we can deduce the existence of a subsequence,
again denoted (T(m))meN, such that the corresponding sequence (uz(m))men converges in the non-
linear weak-x sense to some function u € L (Q x (0,1)), (7 )men weakly converges to u in L(€).
Let ¢ € C*(Q,Ry) with 0 < o(x) < 1 for all 2z € Q. Let m € N, and let (7(™) the corresponding
admissible mesh of the subsequence. For the simplicity of the notation, we do not mention the index
m until we consider some convergence properties as m — co. We take px = # S p(z)dz in (55).
We get, thanks to the positivity of vz, Ti7 — Tis — Thg > 0, with

Tz = Z mr(l —ur)(ux — ¢x)
KeT

Tis = Y px| Y (9k 9L —9rex)
KeT LeENK

Ti9 = Z i Fr.
KeT

We get, from the nonlinear weak convergence of (t(m))men, that

lim sup Tl(;") = /Q/O (1 —u(z, @) (u(z, @) — p(z))dadz.

m— oo
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We remark that, replacing g by —g, we can apply Proposition 5.3 to Tis, thanks to (60). We then
get

tim 747 = [ padivip(a)g()ds.
m—00 Q
Since we easily obtain that
lim 7" = / w(z)F(z)dz,
Q

m— oo

we get that (29) is satisfied.

Let us now prove (67). Let ¢ € C'(Q,R;) be given and let £ € C*(R) be a convex function such that
(1) = 0.
We get from (36), using &' (ux) = &'(1) + &' (uk) — £'(1), that

Eur) | D (9kur —grux)+ Fx | 20, VK €T, (68)
LeENK

We can then multiply (68) by @i, where we denote by o = ¢(z)dz, and we sumon K € 7.

We get TS + T8 + 10 > 0, with
5 = > & uk)ukex Y gk,

KeT LeNKk

T =3 Eun)ex Y gikn(ur —ux),

KeT LeENK

mK fK

and

T = N € (uk)px Fr.
KeT

Since ZLENK gk, = [, divg(z)dz, we thus get that

lim TQ((’J") :/Q/o & (u(z, @))u(z, a)p(z)divg(z)dadz.

m—oo

On the other hand, thanks to the convexity of £, we have
T < TR = Y e Y gk n(€lur) - E(ux)).

KeT LeENK

Since [£(ur) — &(uk)| < |ur — ux|maxsepo,1) |€'(s)|, thanks to Proposition 4.9, we can apply Propo-
sition 5.3 to T»3. This shows that

lim T /sz / £(u(x), a)div(p(z)g(z))dadz.

m— oo

Finally, we easily get
1
hm T2(2) // & (u(z, ))p(z)F(z)dadz.

We then get (67) letting m — oo in T4 + T4 + TS™ > 0. Letting £(s) = s in (67) proves that
fo z,a)da is in C(g, F). We can then apply the uniqueness result Proposition 3.2. We

thus classically get that the convergence is strong, and therefore we get that (67) gives (12). This

concludes the proof of Proposition 4.13 and completes the proof of Proposition 2.11.

O

We can now state the concluding result.

Theorem 4.14 (Convergence of the scheme to the unique weak solution of the problem)

Let R > 0. Under hypotheses (H), for an admissible mesh T of Q0, in the sense of Definition 4.1, and

for gr satisfying (32)-(33), let ur be the unique solution to System (85)-(36). Let u be the unique

weak solution of Problem (5)-(6) in the sense of Definition 2.1. Then, ur — u in LP(Q), for all

p € [1,00[, as size(7T) — 0 and cons(gr) — 0, with regul(7) < R.

Furthermore, there exist i € L*(Q) and a finite nonnegative measure v, such that (26) and (28) hold.

As remarked above, this theorem allows to prove Propositions 2.11 and 2.13.
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5

Conclusion

The strong convergence of the scheme has been practically observed (see [9]). However, much work
now remains to be completed. In particular, the regularity which is necessary for the function g
cannot be easily expected in the coupled problem given in the introduction of this paper. Different
ways can be chosen for solving this problem: one can directly study the time dependent problem and
its approximation (see [2] for some attempts in direction of the resolution of the continuous problem),
or one can look for an extension of the results given here, assuming less regularity for the function g.

References

(1]

R.S. Anderson and N.F. Humphrey. Interaction of weathering and transport processes in the
evolution of arid landscapes. Quantitative Dynamics Stratigraphy, T.A. Cross ed., pages 349-361,
1989.

S.N. Antontsev, G. Gagneux, and G. Vallet. On some stratigraphic control problems. J. of Appl.
Mech. and Tech. Phy., 44(6):821-828, 2003.

R. Burger, C. Liu, and W.L. Wendland. Existence and stability for mathematical models
of sedimentation-consolidation processes in several space dimensions. J. Math. Anal. Appl.,
264:288-310, 2001.

R. DiPerna. Measure-valued solutions to conservation laws. Arch. Rat. Mech. Anal., 88:223-270,
1985.

J. Droniou. Solving convection-diffusion equations with mixed, neumann and fourier bound-
ary conditions and measures as data, by a duality method. Adv. Differential Equations, 5(10-
12):1341-1396, 2000.

J. Droniou, R. Eymard, D. Hilhorst, and X. D. Zhou. Convergence of a finite volume - mixed
finite element method for a system of a hyperbolic and an elliptic equations. IMA Journal of
Numerical Analysis, 23:07-538, 2003.

J. Droniou and T. Gallouét. Finite volume methods for right-hand side in H~*. Math. Mod.
Anal. Num., 4:705-724, 2002.

J. Droniou, T. Gallouét, and R. Herbin. A finite volume scheme for noncoercive elliptic equation
with measure data. SIAM J. Numer. Anal., 41(6):1997-2031, 2003.

R. Eymard and T. Gallouét. Analytical and numerical study of a hyperbolic inequality arising
in a model of erosion and sedimentation. accepted for publication in SIAM J. on Num. Anal.,
2005.

R. Eymard, T. Gallouét, D. Granjeon, R. Masson, and Q.H. Tran. Multi-lithology stratigraphic
model under maximum erosion rate constraint. Internat. J. Numer. Methods Engrg., 60(2):527—
548, 2004.

R. Eymard, T. Gallouét, and R. Herbin. Existence and uniqueness of the entropy solution to a
nonlinear hyperbolic equation. Chi. Ann. of Math, 16(B1):1-14, 1995.

R. Eymard, T. Gallouét, and R. Herbin. The finite volume method. Handbook of Numerical
Analysis, Ph. Ciarlet J.L. Lions eds, 7:715-1022, 2000.

R. Eymard, T. Gallouét, and R. Herbin. A finite volume scheme for anisotropic diffusion prob-
lems. Accepted for publication in Comptes Rendus de I’Académie des Sciences, 2004.

D. Granjeon, P. Joseph, and B. Doligez. Using a 3-d stratigraphic model to optimize reservoir
description. Hart’s Petroleum Engineer International, pages 51-58.

S.N. Krushkov. First order quasilinear equations with several space variables. Math. USSR. Sb.,
10:217-243, 1970.

L. Lévi. The singular limit of a bilateral obstacle problem for a class of degenerate parabolic-
hyperbolic operators. Adv. in Appl. Math., 35:34-57, 2005.

L. Lévi, E. Rouvre, and G. Vallet. Weak entropy solutions for degenerate parabolic-hyperbolic
inequalities. Appl. Math. Letters, 18:497-504, 2005.

18



[18] F. Mignot and J.P. Puel. Inéquations variationnelles et quasivariationnelles hyperboliques du
premier ordre. J. Math. pures et appl., 55:353-378, 1976.

[19] J.C. Rivenaes. Impact of sediment transport efficiency on large scale sequence architecture:
results from stratigraphic computer simulation. Basin Research, 4:133-146, 1992.

[20] M.H. Vignal. Convergence of a finite volume scheme for a system of an elliptic equation and a
hyperbolic equation. Modél. Math. Anal. Numér., 30(7):841-872, 1996.

Appendix: technical results

The following result, extracted from [9], is based on Krushkov’s doubling variable technique [15]. The
proof is given for the sake of completeness.

Proposition 5.1 (Doubling variable result)
Under hypotheses (H), let us assume that there exist u,v € L () with0 < u(z) <1 and0 <v(z) <1
for a.e. x € Q and n € C'(R*,R) such that:

/Q (n(u(x), b)(—g(x) - Vo(2)) + [01n(u(z), b)u(z) — n(u(z), b)lp(x)divg(x)+

Oun(u(z), b)ga(;r:)F(x))dx >0, (69)
Vb e [0,1], Vo € CHQ,RS),
and
/ (n(aw(y))(—g(y) “Vo(y)) + [02n(a, v(y))v(y) — n(a, u(y))]e(y)divg(y)+
Q (70)

Dan(a, v(y))¢(y) F(y) )dy = 0,
Ya € [0,1], Vo € CH(Q,Ry).
Then the following inequality holds:

- (stut@). @) 1=(0)- Tote] +

(om(u(@), v(@)u(@) + dan(u(x), v(@)v(@) = nu(@), v(z)) )é(x)divg @)+ 1)
(Bn(u(@), v(@)) + dan(u(a), U(fr)))F(x)sb(x)>dz >0,

V<p S Cl(ﬁ, R+)

Proof. Let us assume the hypotheses of the proposition. Let ¢ € C' 1(Rd x R4, Ry) be given.

Then, for all z € Q, we have ¥(z,-) € C*(Q,Ry) and for all y € Q, ¥(-,y) € C'(Q,Ry). We write
(69) with b = v(y) and and ¢ = ¥(-,y), for a.e. y € Q, and we integrate the result on Q. This
produces

] (n(u(ac),v(y)) —g(2) - Vatb(ar, )] +
Drn(ula), v(y))u(e) — n(u(e), o(y))] (e, y)divg(e)-+ (72)
Srn(uz), v(y) w<x,y>F<x>)dzdy > 0,

We now consider (70) with a = u(z) and ¢ = ¢(z,-) for a.e. x € , and we integrate the result on
Q). We thus get

)
)

[ Q<n<u<x>,v<y>>[— () - Votb(a,y)] +
don(ule), v())o(y) — n(u(e), v(y))] bz, y)dive(y)+ (73)
Ban(u(z, @), ()b (z, )F<y>)dxdyzo.

We now add (72) and (73). Defining T24, Tos and Tas by

Ta=— [ [ [ a0 (s0) oviw,0) +50) - Vot )dady, ()
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1= [ / ((@untuto).v()ate) = ntut), o) )i v+

(75)
(nu(z). o(w)e(w) - n<u<x>,v(y)))wu,y)divg(y))dxdy
and
7o = [ [ (ot () + Ban(u(), 0()) F(9) )z, y)ddady. (76)
we get
Toa + Tos + T2 > 0. (77)
We again use the sequence of mollifiers in R and R?, defined by (21)-(23). Let ¢ € C'(R%,R.)

and n € N* be given. We then take ¥(z,y) = ¢(z)pn(z — y) in (72) and (73), which gives ¢ €
C'(R? x R4, R.). We thus get, from (77):

T + 1 + 7S >0, (78)

TS = - / / n(u(a:),v(y))(pn(x—y)g(m)~v¢<w>+¢<x><g<x>—g<y>>-Vpn<x—y>)dxdy, (79)

T = / / ( Bun(u(), v(y)yu(z) — n(ux), v(y))] divg(z)+

(80)
Ban(ula), o())o(y) — n(u(z), v(y)) divg<y>)¢<x>pn(m — y)dady,
AT () + an(u(z), o) F () ) (@)pnle — y)dady. — (81)
QJIQ
We have T3 = TS + T8 + T(;” with
TS = / / Von(e — y)g(z) - Vo(x)dady, (82)
T = - / / n(u(@), v(2))$(@) (9(z) — 9(1)) - Von(z — y)dady, (83)

- | <n<u(:c>,u(y>)—n(u(xxv(x)))qs(z)(g(z)—g(y))-Vpn<z—y>dxdy. (81)

The limit of TQ(?) as n — oo is given by

n— oo

lim TS = - / n(u(e). o@))g(@)- Vo(r)da

Thanks to an integration by parts with respect to y and to Hypotheses (H), we get T28 = T3n) +T(n)
where

1 = [ [t £)pn(x — )g(z) - n(y)dydz, (85)
aJoo
and
Tgff”) 7/2/77 u(x) z)pn(z — y)divg(y)dzdy. (86)
ala

We have, for a.e. y € 09,

lim [ n(u(z), v(@))¢(x)pa(z - y)g() - n(y)dz = 0,

n—oo Q
which produces
lim 7" =0,

n—oo
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and therefore
lim T = lim T = /n(u(m),v(m))qﬁ(m)divg(w)dx.

n—oo

Thanks to the theorem of continuity in means applied to the function v, thanks to the fact that
(x,y) — (9(x) — g(y)) - Vpn(x — y) vanishes for |z —y| > 1/n and belongs to L*(f) since g is regular,
we get

Jim T =

We have, again using the Lebesgue dominated convergence theorem,

lim Ty = / 2 (21n(u(@), v(@))u(@) + Dan(u(z), v(w))o(w) -
2n(u(), v()) ) (2)divg(w)da

and
lim T = /ﬂ (Orn(u(z), v(z)) + Oan(u(z), v(x))) F(z)¢(z)dz.

We thus get (71), passing to the limit n — oo in (78). O
We have the following technical result.

Proposition 5.2
Under hypotheses (H), let us assume that there exist w € L= (Q) such that:

_ /Q w(z)g(x) - Vip(z)dz > 0, Yo € O (T, Ry). (87)
Then
/sz w(z)g(x)  Ve(x)de =0, Ve € Cl(ﬁ, R), (88)

and, defining the function sign™(s) by sign*(s) = 1 for all s > 0 and sign™(s) = 0 for all s <0,
/ sign™ (w(z))div(g(x)p(x))dz = 0, Yo € C' (O, R). (89)
Q

Proof. We first remark that, for any ¢ € C'(Q,Ry), then the function ¢ = @]z ) — ¢ is such
that 1» € C'(Q, Ry ). Inequality (87) applied to  provides [, w(z)g(z) - Vi (z)dz = — [, w(z)g(z) -
Vo(z)dz > 0, which gives (88) for all ¢ € C*(Q,Ry). For all p € C*(Q,R), it suffices to consider
(88) written with the function ¢ = ¢ — min, g ¢(x), which is such that ¢ € C*'(Q,R4). We now
prove the following relation: for all f € C*(R,R) such that f’ is Lipschitz continuous,

., flw(@))div(g(z)p(z))dz = ; ' (w(@))w(z)p(z)divg(z)dz, Ve € C'(Q,R). (90)

In order to prove (90), we again use the sequence of mollifiers in R and R?, defined by (21)-(23). Let
¢ € CY(R%,R) and n € N* be given. We define the function w,(z) = Jo pn(z —y)w(y)dy. We define

the term T3(2" ) by
TS = / f(wn (@))div(g (2)p(z) )dz.
Q
We then have

n—oo

tim T = | () div(g(e)o(e)da.

We then write
TS = - / p(@)g(x) -V f(wn(2))dz = — / (@) (wn (2))g(x) - Vwn ()de.

Hence we get

T = - / ()9 (@) - V f (wn (2))dz = — / / (@) [ (wn(2))g (@) - V(@ — y)w(y)dydz.
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We remark that (88) gives
/ / (@) (wn(2))g(y) - Vou(z — y)w(y)dydz = 0,
alo
and therefore, defining Tia”, TS and T\2” by

TG = - / / o) (wn () (9(x) — 9(3)) - Vonu(z — y)w(y)dyde,

TG = / / £ (wn () () — () (9(z) — 91)) - Von( — y)w(y)dyda,

and

T = - / 2 / o) (' (wn(@) — F (wn @) (9(@) — 9(w)) - Vou( — y)w(y)dydz,

we get T3(2") = Tég) + Téz) + Tég). Thanks to an integrate by parts with respect to x, we get

T = / / ))pn(@ — y)w(y)divg(z)dyda,

which proves that

lim T, :/Q<p(m)f'(w(w))w(:r)divg(m)dx.

n— oo

Thanks to the facts that w € L> (), and (z,y) — (g9(x) —g(y)) - Vpn(x —y) vanishes for [t —y| > 1/n
and belongs to L'(Q) since g is regular, we get that

lim T3 = 0.

n—oo

Let us turn to the study of T3(5"). We have, using the fact that f’ is Lipschitz continuous with the
constant L, and that ¢ is Lipschitz continuous with the constant L,

TS| < L Ly ol zoo oy 0o / / lwn () — wa(®)] |z — | [Von(z — )|dyda.

Prolonging the function w by 0 at the exterior of €2, we have

lwn(2) —wa(y)| =

/Rd pn(r — 2)w(z)dz — / pu(y — 2)w(z)dz

R4

< / pu(2) [z + 2) — w(y + 2)| dz,

and therefore we get that \Tég)| <L L, H<p||Loo(m||w||Loo(mT3(g), defining Tgfg) by

Ty / / pu(2) [w(@ + 2) — w(y + 2)| & —y| [Vpn(e — y)|dydzdz

fffpn ) Jw(a’) —w(y)| & —y'| [Vou(e’ —y)|dy'dz'dz
d Jrd Jrd

—f f [w(z) —w(y)| |z -yl [Von(z — y)|dydz.
]Rd Rd

lim T35) = hm Tég) =0,

n—oo

and concludes the proof of (90). We now take in (90) f = S., for € > 0, where S. is defined by (13).
We thus get

This proves that

/S ))div(g(x) dx—/S (z)p(x)divg(x)dz.

Letting e — 0 in the above equation provides (89) thanks to the dominated convergence theorem,
since |S.(a) a| remains bounded and tends to 0 for alla € R as ¢ — 0. OJ
The following result is used twice in the course of the proof of convergence of the scheme.
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Proposition 5.3 (A convergence property) Under hypotheses (H), let (T(m)7gT(m>)m€N be a
sequence such that, for allm € N, T s an admissible mesh of  in the sense of Definition 4.1, and
Gr(m) is a family of reals such that (32)-(33) are satisfied. We assume that lim oo size(T ™) = 0,

that there exists R > 0 s.t regul(T(m)) < R for all m € N, and that lim, .o cons(gym)) = 0. We

assume that (v(m))meN s a sequence of functions such that ™ s, forall K € T g constant vl(r{m),

such that there exists Cy with ||v(™ ll2(0) < Ca for allm € N, that the sequence (™) en converges
to v € L>®(Q) for the weak topology of L*(R) and

Z |gK,L|(U§(m) - v(Lm))2 < C4, YVm € N. (91)
(K,L)yeg(m)

Let ¢ € C*(Q,R) be given. Then the term Té;ﬂ), defined for all m € N by

T = > (vr —vk) ek — PLIKL),
(K,L)e&

where we denote for all K € T by ox = # S e(x)dzx, is such that

m— oo

lim 7" = — | £(u(@)div(e(@)g(x))de. (92)

Proof. In the following proof, we designate by C'; various real values which can depend on d, €2, g,
F, R, ¢ and C4 but not on m, and we drop the index m when this does not make any ambiguity. Let
m € N be given. Let us compare T4 with T{7" defined by

1 = = 3 o [ div(p(a)g(o)ds.
KeT K

We have, on one hand, that

lim T8V = — /ﬂv(x)div(ap(m)g(m))dx,

and on the other hand, we have
= 3 (o) [ p@gl@) nxsds(o)
(K,L)€E K|L

Thus we get that - - - - -
T3;n _T3;n :T397)n +T45n +T4;nv

with
m — 9K,L
T = Y (v — o) (sDKgZ,L—sDLgK,L—m / so(w)dS(:r)>,
(K,L)eE KL JK|L
m _ 1
T’ = > (m—w)(gK,L—gK,L)(m / so(x)ds(ac)),
(K,L)eE KL JK|L
and

T = 3 (v —wk) (/K (gK—'L—g@)-nK,L)so(w)ds(x)).

(K,L)cE |L MKL
(recall that g, is defined by (39)). Using |px — m;KL leL p(z)ds(x)| < diam(K)Cs and |pr —
m;m f KL p(z)ds(x)| < diam(L)Cs, we get thanks to the Cauchy-Schwarz inequality,

TP <Co | D0 lgrrlox —ve)* | | D0 lgr.cl(diam(K)® + diam(L)?)
(K,L)e& (K,L)eE
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Using (91) and
> lgxrl(diam(K)® + diam(L)?) < Crsize(T),
(K,L)e&
we thus get that
lim [T = 0.

We now turn to the study of Tién). Since we have

T == vk (gK,L—gK,L>< : /K le(x)ds(m),

m
KeT LeNk KL

we get, using the property (33),

T =-> v Y (gK,L—gK,L>< ! /K Lw(x)dS(f)—wK>-

m
KeT LeNgk KL

Thus, thanks to the Cauchy-Schwarz inequality and using (38), we get the existence of Cs, only
depending on d, Cs and R such that

(Ti§")? < Cs cons(gr).

Thus
lim || = 0.

We conclude with the study of Tﬂn ). Since

T == v Yy ( /K (ZEL _ g(2) - nien)(p(x) — sax)ds(x)> ,

m
KeT  LeNgk L THEL

9K, L
MmKEL

and since leL( —g(x) -ng,L) (@) — px)ds(z) < Comrrdiam(K)?, we easily get
lim |[T™] =o0.

Gathering these results gives (92). O
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