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LLN, CLT and LD

Let us go back to the two last lectures. We assume N is large.
(sN(t), iN(t)) is close to the solution (s(t), i(t)) of the ODE

ds

dt
(t) = −βs(t)i(t), t > 0,

di

dt
(t) = βs(t)i(t)− αi(t), t > 0.

OK, but even if N is large, N <∞. The CLT gives us an indication
about the fluctuations, i.e. it tells us that for fixed t, s(t)− sN(t) is
N−1/2 times a Gaussian r.v., which means that it is small with a very
high probability.
Now the theory of Large Deviations, more precisely the
Wentzell–Freidlin theory of “small perturbations of dynamical systems”
tells us that after a long time, the small random perturbations that
the process (sN(t), iN(t)) suffers, might produce a “large deviation”
from its LLN limit (s(t), i(t)).
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In which cases does such a phenomenon produce an important
divergence from the the behaviour of (s(t), i(t)) ?
Consider an ODE epidemiological model. Suppose the ODE has several
equilibria, each being locally stable and having its basin of attraction.
In the two examples to be considered below, there are 2 locally stable
equilibria, one endemic equilibrium and a disease free equilibrium.
Starting from a point close to the endemic equilibrium, the
deterministic model tells us that the system remains for ever in the
vicinity of the endemic equilibrium, i.e. the deterministic model
predicts that the illness will continue for ever.
The Wentzell–Freidlin theory tells us that soon or later the solution of
the SDE will escape the basin of attraction of the endemic equilibrium,
and reach the disease free equilibrium. However, what means “soon or
later” ? 1 month, 1 year, 1 century ? More ?
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Two models with several equilibria

We consider both the SIV model studied by Kribs–Zaleta and
Velasco–Hernández :

ds

dt
(t) = µ(1− s(t)) + αi(t)− βs(t)i(t)− ηs(t) + θv(t), t > 0,

di

dt
(t) = −µi(t) + βs(t)i(t)− αi(t) + rβv(t)i(t), t > 0,

dv

dt
(t) = −µv(t) + ηs(t)− θv(t)− rβv(t)i(t), t > 0;

and the S0IS1 model of Safan, Heesterbeek and Dietz
ds0
dt

(t) = µ(1− s0(t))− βs0(t)i(t), t > 0,

di

dt
(t) = −µi(t) + βs0(t)i(t)− αi(t) + rβs1(t)i(t), t > 0,

ds1
dt

(t) = −µs1(t) + αi(t)− rβs1(t)i(t), t > 0.
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Main result

In those two above models, one can choose the parameters in such a
way that both the DFE and one of the endemic equilibria are locally
stable. Denote by O the basing of attraction of the endemic
equilibrium. Let us denote by τN,x the time it takes for the stochastic
system, starting from x ∈ O, to exit O ( ' the time to reach the
DFE).
Our main result says

Theorem
For any x ∈ O, δ > 0,

lim
N→∞

P(e(V−δ)N < τN,x < e(V+δ)N) = 1.
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The case of the SIV model

Figure: The characteristic boundary separating the domains of attractions of
x̄ = (0, 0.86)> (on the left) and x∗ = (0.31, 0.45)> (on the right). The unstable
equilibrium x̃ = (0.18, 0.59)> is on the characteristic boundary.
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The model

We write the stochastic model as (hj ∈ Rd)

ZN(t) = x +
1
N

k∑
j=1

hjPj

(
N

∫ t

0
βj(Z

N(s))ds

)
,

and the LLN model as

dY (t)

dt
= b(Y (t)),

where b(x) =
∑k

j=1 hjβj(x).

Note that both ZN(t) and Y (t) take their values in the set
A = {x ∈ Rd , xi ≥ 0, 1 ≤ i ≤ d ,

∑d
i=1 xi ≤ 1}.
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The rate functional 1

For any φ ∈ ACT ,A, let Ad(φ) the set of vector valued Borel measurable
functions µ such that for all 1 ≤ j ≤ k , µjt ≥ 0 and

dφt
dt

=
k∑

j=1

µjthj , t a.e.

We define the action function

IT (φ) =

{
infµ∈Ad (φ) IT (φ|µ), if φ ∈ ACT ,A, Ad(φ) 6= ∅,
+∞, otherwise,

where

IT (φ|µ) =

∫ T

0

k∑
j=1

f (µjt , βj(φt))dt,

with f (ν, ω) = ν log(ν/ω)− ν + ω, where we use the convention
log(ν/0) = +∞ for ν > 0, while 0 log(0/0) = 0 log(0) = 0.
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The rate functional 2

Another equivalent definition is

IT (φ) =

∫ T

0
L(φt , φ

′
t)dt

where for all z ∈ A, y ∈ Rd , L(x , y) = supθ∈Rd `(z , y , θ), with

`(z , y , θ) = 〈θ, y〉 −
k∑

j=1

βj(z)
(
e〈θ,hj 〉 − 1

)
.

Recall the definition

Definition
A rate function IT is a semi–continuous mapping I : DT ,A → [0,∞] (i.e. its
level sets ΨI (α) = {φ, IT (φ) ≤ α} are closed subsets of DT ,A). A good
rate function is a rate function whose level sets are compact.
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The rate functional 3

Our IT above is a good rate function.
We notice that IT (φ) = 0 iff

dφt
dt

= b(φt).

IT (φ) could be thought of as an energy which is necessary in order to
drive the function φ away from being a solution to the ODE.
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Girsanov’s theorem 1

Let Q denote the number of jumps of the of ZN in the interval [0,T ],
τp be the time of the p–th jump, and define

δp(j) =

{
1 , if the p–th jump is in the direction hj ,

0 , otherwise.

We shall denote FN
t = σ{ZN

s , 0 ≤ s ≤ t}.
Consider another set of rates β̃j(z), 1 ≤ j ≤ k . Let PN denote the law
of ZN when the rates are βj , P̃N the law of ZN when the rates are β̃j
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Girsanov’s theorem 2

We have

Theorem

Assume that {x , β̃j(x) = 0} ⊂ {s, βj(x) = 0}. Then PN |FN
T
<< P̃N |FN

T
,

and

∆N
T =

dPN |FN
T

d̃P
N
|FN

T

=

 Q∏
p=1

k∏
j=1

[
βj(Z

N(τ−p ))

β̃j(ZN(τ−p ))

]δp(j)
 exp

N k∑
j=1

∫ T

0
[β̃j(Z

N(t))− βj(ZN(t))]dt

.
Note the similarity with f (ν, ω) = ν log(ν/ω)− ν + ω.
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Large Deviations

The theory of Large Deviations is well developed for small Brownian
perturbation of dynamical systems. There is much less litterature in
the case of Poissonian SDEs. In particular the Wentzell–Freidlin theory
is new in this context.
One specific difficulty is that some of the rates vanish on the boundary
(in order to prevent the process from exiting the set where the
proportions in each compartment is non negative, and the sum of the
proportions in some of the compartments is less than 1). Since the
logarithm of the rates appear in the first definition of the rate function
IT , this is clearly a problem.
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The general result

We want to prove is that for any G open subset of DT ,A,

lim inf
N

1
N

logP(ZN ∈ G ) ≥ − inf
φ∈G

IT (φ),

and for any F closed subset of DT ,A,

lim sup
N

1
N

logP(ZN ∈ F ) ≤ − inf
φ∈F

IT (φ).

One of the difficulties is the fact that some of the rates vanish on the
boundary, since otherwise the process would leave the set A. But the
log of those rates appear in the first expression for the rate function !
The way out of this is to approximate an arbitrary trajectory in A by a
function which remains at distance at leats a > 0 from the boundary.
One then have to show that with a small, the error made in the rate
function is small.
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Lower Bound

For the lower bound, it is sufficient to consider an open set G of the
form G = {ψ, ‖ψ − φ‖T < δ}, for a given φ, and it suffices to
consider φ absolutely continuous.
We first approximate φ by a function which stays at distance a from
the boundary, then by a piecewise linear function.
Finally we use a Girsanov transformation which expresses the Radon
Nikodym derivatives of the law of ZN w.r. to that of a process with
rates µj which are such that

dφt
dt

=
k∑

j=1

µjthj .
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Upper Bound 1

For φ ∈ DT ,A, H ⊂ DT ,A let ρT (φ,H) = infψ∈H ‖φ− ψ‖T . Now
define Φ(s) = {φ ∈ DT ,A : IT (φ) ≤ s} and for all δ, s > 0,

Hδ(s) = {φ ∈ DT ,A : ρT (φ,Φ(s)) ≥ δ}.

Essentially all we have to do is to prove that for any δ, η, s > 0 there
exists N0 ∈ N such that

(∗) PN(Hδ(s)) ≤ exp{−N(s − η)},

whenever N ≥ N0.
Indeed, let F ⊂ DT ,A be a closed set, choose η > 0 and put
s = inf{IT (φ) : φ ∈ F} − η/2. The closed set F does not intersect the
compact set Φ(s). Therefore δ = infφ∈F infψ∈Φ(s) ‖φ− ψ‖T > 0.
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Upper Bound 2

From (∗), for any δ, η, s > 0 there exists N0 ∈ N such that for all
N > N0,

PN(F ) ≤ PN(Hδ(s))

≤ exp{−N(s − η/2)}
≤ exp{−N( inf

φ∈F
IT (φ)− η)}

then
lim sup
N→∞

1
N
PN(F ) ≤ inf

φ∈F
IT (φ).
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Time of exit from a domain

Let O = Õ ∩ A for Õ ⊂ Rd open, and x∗ ∈ O be the unique stable
equilibrium of the ODE in O. We want to study the time it takes for
ZN to reach the boundary ∂̃O := ∂Õ ∩ A.
For y , z ∈ A, we define the following functionals.

V (x , z ,T ) := inf
φ∈D([0,T ];A),φ(0)=x ,φ(T )=z

IT ,x(φ)

V (x , z) := inf
T>0

V (x , z ,T )

V̄ := inf
z∈∂̃O

V (x∗, z).
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Main Assumptions

We assume that For all x ∈ O, Y x(t) ∈ O, and Y x(t)→ x∗, that
V̄ <∞.
We first assume that Y x(t)→ x∗ if x ∈ ∂̃O. This is not satisfied in
our case, so we need an appoximation.
We set

τN,x := inf{t > 0|ZN,x(t) 6∈ O},

σN,xρ := inf{t > 0|ZN,x
t ∈ B(x∗, ρ) or ZN,x

t 6∈ O}.

Let us sketch the proof of the fact that for any δ > 0,

P(τN,x < e(V̄+δ)N)→ 1, as N →∞.
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It follows from the Lower Bound of the LDP that for ρ small enough
there exists T0 <∞ and N0 > 0 such that for N > N0,

inf
x∈B(x∗,ρ)

P[τN,x ≤ T0] > e−N(V̄+η).

Moreover there exists T1 <∞ and N1 > 0 such that for all N > N1,

inf
x∈O

P[σN,xρ ≤ T1] > 1− e−2Nη.

For T := T0 + T1 and N > N0 ∨ N1 ∨ 1/η, we hence obtain

qN := q := inf
x∈O

P[τN,x ≤ T ]

≥ inf
x∈O

P[σN,xρ ≤ T1] inf
y∈B(x∗,ρ)

P[τN,y ≤ T0]

> (1− e−2Nη)e−N(V̄+η) ≥ e−N(V̄+2η).

This yields for k ∈ N

P[τN,x>(k + 1)T ]=
(
1− P[τN,x ≤ (k + 1)T |τN,x>kT ]

)
P[τN,x>kT ]

≤ (1− q)P[τN,x > kT ]
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Hence inductively

sup
x∈O

P[τN,x > kT ] ≤ (1− q)k .

This implies

sup
x∈O

E[τN,x ] ≤ T
(
1 +

∞∑
k=1

sup
x∈O

P[τN,x > kT ]
)

≤ T
∞∑
k=0

(1− q)k =
T

q
≤ TeN(V̄+2η);

by Chebychev’s Inequality we obtain

P[τN,x ≥ eN(V̄+δ)] ≤ e−N(V̄+δ)E[τN,x ] ≤ Te−δN/2,

provided η = δ/4.
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Application to our two examples

In the SIV model with β = 3.6, α = 1, θ = 0.02, µ = 0.03, η = 0.3
and r = 0.1, we get V = 0.39.
This gives rather astronomical values of τN , even for N = 100 !
In the S0IS1 model with β = 3, α = 5, µ = 0.015 and r = 2, we get
V = 0.0745.
This means that for N = 100, τN ' 1720, and for larger N, the value
of τN is huge !
We have not yet checked how V depends upon the parameters !
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