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1. Introduction

The theory of homogenization tries to understand what equations should be used

at a macroscopic level, in order to approximate the behavior of physical phenomena

described at a microscopic level by equations with highly oscillatory coefficients.

This theory has motivated the development of various notions of weak convergence

in analysis, see in particular Tartar [18]. One way to understand such convergence,

at least in the case of linear or certain semilinear equations with periodic coefficients

is based on a probabilistic interpretation of the equation, see among others Freidlin

[6, 7] in the linear case, Briand and Hu [3], Pardoux [12] and Delarue [4] in the

semilinear case. The last three papers exploit the connection between BSDEs and

semilinear PDEs, see Pardoux and Rascanu [15].

Recently Hairer and Pardoux [8] have generalized the probabilistic approach to

the homogenization of linear second–order periodic PDEs with periodic coefficients

to systems where the matrix of second order coefficients can be allowed to degen-

erate or even vanish on an open subset of Rd. Those results have been extended

to semilinear parabolic PDEs in Sow, Rhodes and Pardoux [17]. The aim of the

present paper is to treat a class of semilinear elliptic PDEs, whose matrix of second

1
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order ocefficients is allowed to vanish in part of Rd.
More precisely, we will study the homogenization of the elliptic Dirichlet bound-

ary value problem in the smooth bounded domain G ⊂ Rd :Lε u
ε(x) + f

(x
ε
, x, uε(x), ∂xu

ε(x)σ
(x
ε

))
= 0, x ∈ G,

uε(x) = g(x), x ∈ ∂G,
(1.1)

where the second order differential operator with rapidly oscillating coefficients, Lε
is given by

Lε(·) =
1

2

d∑
i,j=1

aij

(x
ε

)
∂2xixj

·+
d∑
i=1

[
1

ε
bi

(x
ε

)
+ ci

(x
ε

)]
∂xi ·, (1.2)

a, b, c being periodic functions (a = σσ∗ for some periodic function σ).

The paper is organized as follows. Section 2 contains our main assumptions, some

preliminary results including ergodicity. In section 3 we prove our main theorem,

while the proof of several technical results is delayed until section 4.

2. Diffusions with periodic coefficients

In all what follows, we assume given

a complete stochastic basis (Ω, F , (Ft)0≤t≤T , P), where the filtration (Ft)0≤t≤T
is generated by a d-dimensional Brownian motion (Bt)0≤t≤T and the continuous

functions

b, c : Rd −→ Rd, σ : Rd −→ Rd × Rd

are periodic of period 1 in each direction of Rd.
Given ε > 0, x ∈ Rd, let (Xx,ε

t )t≥0 (which will be mostly written Xε
t ) denote

the solution of the stochastic differential equation

Xε
t = x+

∫ t

0

[
1

ε
b

(
Xε
s

ε

)
+ c

(
Xε
s

ε

)]
ds+

d∑
j=1

∫ t

0

σj

(
Xε
s

ε

)
dBjs (2.1)

and

Lε(·) =
1

2

d∑
i,j=1

aij

(x
ε

)
∂2xixj

·+
d∑
i=1

[
1

ε
bi

(x
ε

)
+ ci

(x
ε

)]
∂xi
·

its infinitesimal generator. Here a(x) = σ(x)σ∗(x). Considering the processes

(X̃ε
t )t≥0 and (X

ε

t )t≥0 defined by

X̃ε
t =

1

ε
Xε
ε2t, X

ε

t =
Xε
t

ε
= X̃ε

t/ε2 , ∀ t ≥ 0,
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then there exists a standard d−dimensional Brownian motion (Bt)t≥0 depending

on ε (in fact Bεs = 1
εBε2s and we forget that dependence), such that for all t ≥ 0,

X̃ε
t =

x

ε
+

∫ t

0

[b(X̃ε
s ) + ε c(X̃ε

s )]ds+

d∑
j=1

∫ t

0

σj(X̃
ε
s ) dBjs . (2.2)

We consider the Markov process (X̃ε
t )t≥0 solution of (2.2) as taking values in the

d dimensional torus Td = Rd/Zd and denote by pε(t, x,A) its transition probability.

We shall write p(t, x,A) for p0(t, x,A).

We will also consider the same equation starting from x but without the term

εc, namely

X̃x
t = x+

∫ t

0

b(X̃x
s ) ds+

d∑
j=1

∫ t

0

σj(X̃
x
s ) dBjs (2.3)

and let (Jxt )t≥0 denote the Jacobian of the stochastic flow associated to (X̃x
t )t≥0,

that is the d× d matrix valued stochastic process solving

dJxt = Db(X̃x
t ) Jxt dt+

d∑
j=1

Dσj(X̃
x
t ) Jxt dB

j
t , Jx0 = I. (2.4)

Moreover to the stochastic differential equation satisfied by (X̃x
t )t≥0, having in

mind Stroock-Varadhan’s support theorem, we associate the following controlled

ODE (where we use the convention of summation over repeated indices). For each

x ∈ Td, u ∈ L2
loc(R+, Rd), (zx,εu (t), t ≥ 0) denotes the solution of

dzi
dt

(t) = (bi + εci)(z(t))−
1

2

(
∂xk

σijσkj

)
(z(t)) + σij(z(t))uj(t);

z(0) = x.

(2.5)

2.1. Assumptions and preliminary results

Let us recall the following

Definition 2.1. Consider b and the columns vectors σj of σ as vector fields on the

torus Td. We will say that the strong Hörmander condition holds at some point

x ∈ Td if the Lie algebra generated by {σj(x)}1≤j≤d spans the whole tangent space

of Td at x.

We furthermore say that the parabolic Hörmander condition holds at x, if the Lie

algebra generated by the (d + 1)–dimensional vectors (b, 1) ∪ {(σj , 0)}1≤j≤d spans

the whole space Rd+1 at (x, 0) ∈ Td × R.

We say that the drift and the diffusion coefficients satisfy the assumption (H1)

((H1.1) to (H1.5)) if the following holds

(H1.1) σ, b and c are of class C∞.
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(H1.2) There exists a non empty, open and connected subset U of Td on which the

strong Hörmander conditions holds. Futhermore, there exists t0 and ε0 such that

∀ x ∈ Td, 0 ≤ ε ≤ ε0, inf
u∈L2(0,t0,Rd)

{||u||L2 ; zx,εu (t0) ∈ U} < ∞.

(H1.3) If V denotes the subset of Td where the parabolic Hörmander condition

holds, τxV the first hitting time of V by the process {X̃x
t }, then

inf
t>0

sup
x∈Td

E(|Jxt |, {τxV ≥ t}) < 1.

It is not difficult to verify that under (H1.1) and (H1.2) the following Doeblin

condition is satisfied : there exists t1 > 0, 0 < ε1 < ε0, β > 0 and ν a probability

measure on Td which is absolutely continuous with respect to the Lebesgue measure,

s.t. for all 0 < ε < ε1, x ∈ Td, A a Borel subset of Td,

pε(t1;x,A) ≥ β ν(A).

This ensures existence and uniqueness of a unique invariant measure µε of (X̃ε
t )t≥0

(we shall write µ for µ0) and the following facts (see [8])

Lemma 2.1 (The spectral gap). There exists C, ρ > 0 such that for all 0 ≤ ε ≤
1, t ≥ 0 and f ∈ L∞(Td),∣∣∣∣Ef(X̃ε

t )−
∫
Td

f(x)µε(dx)

∣∣∣∣ ≤ C‖f‖∞ e−ρt.

Lemma 2.2. The following holds

µε
ε−→0−−−−→ µ, weakly.

As a consequence we have the following sort of ergodic theorem

Corollary 2.1. Let f ∈ L∞(Td). Then for any t ≥ 0,∫ t

0

f(X
ε,x

s )ds→ t

∫
Td

f(y)µ(dy)

We finally assume that

(H1.4) The crucial centering condition is satisfied :

∫
Td

b(x)µ(dx) = 0.

2.2. The Poisson equation

Let us consider the infinitesimal generator L of the Td−valued diffusion process

(X̃x
t )t≥0 given by

L =
1

2

d∑
i,j=1

(σσ∗)ij(x)∂2xixj
+

d∑
i=1

bi(x)∂xi
(2.6)
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and Pt the semigroup generated by (X̃x
t )t≥0.

For some functions f ∈ C1(Td) satisfying the centering condition∫
Td

f(x)µ(dx) = 0, (2.7)

we want to solve the PDE

Lf̂(x) + f(x) = 0, x ∈ Td. (2.8)

This will be essential in order to get rid of the terms depending on ε−1 in the

perturbed equations. For this purpose we recall the following result given in Lemma

2.6 from [8] which will be useful in the sequel :

Lemma 2.3. Under (H1.1)–(H1.3), Pt maps C1(Td) into itself and there exists

two positive constants K > 0 and ρ > 0 such that for every f ∈ C1(Td) satisfying

(2.7) and for every t ≥ 0, we have

‖Pt f‖C1(Td) ≤ Ke−ρt‖f‖C1(Td). (2.9)

It follows from Lemma 2.3 the

Lemma 2.4. Under (H1.1)–(H1.3), if f ∈ C1(Td) satisfies (2.7), then the func-

tion f̂ defined by

f̂(x) =

∫ +∞

0

Ex[f(X̃t)] dt, x ∈ Td,

belongs to C1(Td) and is the unique weak sense solution of equation (2.8) which is

centered with respect to µ.

For the notion of weak sense solution to (2.8), see [16]. Under the previous

assumptions, for i = 1, . . . , d, we can consider the following Poisson equation on the

torus Td:

Lb̂i(·) + bi(·) = 0. (2.10)

Thanks to Lemma 2.3, for any i = 1, . . . , d, the function b̂i solution of (2.10) belongs

to C1(Td) and is given for any x ∈ Td by

b̂i(x) =

∫ +∞

0

Ex[bi(X̃t)] dt. (2.11)

Let us consider the constant coefficients A and C given by (with Λ(x) = (I +

∂xb̂)(x)σ(x))

A =

∫
Td

(ΛΛ∗)(x)µ(dx); C =

∫
Td

(I + ∂xb̂)c(x)µ(dx)

and the diffusion (Xx
t )t≥0 given by

∀ t ≥ 0, Xx
t = x+ Ct+ A1/2Bt. (2.12)
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We state the following crucial condition

(H1.5) The matrix A is positive definite.

Remark 2.1. Necessary and sufficient condition for (H1.5) to hold are given in [8]

in terms of the diffusion (X̃x
t )t≥0, the associated control problem, and the support

of its invariant measure.

Recall the subset G ⊂ Rd from the Introduction. Define the stopping times

τεx = inf{t ≥ 0, Xε,x
t /∈ G} and τx = inf{t ≥ 0, Xx

t /∈ G} (the subscript x will be

often omitted for notational simplicity). Note that (H1.5) implies that τx = 0, a.s.

for all x ∈ ∂G.

We have the following result, see Theorem 3.1 in [8]

Proposition 2.1. Under assumptions (H1), the following weak convergence holds

(Xx,ε, τεx) =⇒ (Xx, τx) in C(R+, G)× R+.

We are now in position to study our main subject.

3. Homogenization of an elliptic PDE

For each ε > 0, we consider the elliptic PDE with Dirichlet boundary conditionLε uε(x) + f
(x
ε
, x, uε(x), ∂xu

ε(x)σ
(x
ε

))
= 0, x ∈ G,

uε(x) = g(x), x ∈ ∂G
(3.1)

where G ⊂ Rd is a smooth bounded domain whose boundary is of class C2, g ∈
C2(∂G) and f : Rd × Rd × R × Rd −→ R is continuous and satisfies the following

assumptions (H2) (in what follows, the reader should keep in mind that y stands

for uε and z for ∂xu
ε) :

(H2.1) f is periodic of period one in each direction of Rd in the first argument.

(H2.2) There exists two constants µ < 0 and K > 0 such that for every x ∈
Td, (x̃, x̃′) ∈ Rd × Rd, (y, y′) ∈ R2 and (z, z′) ∈ (Rd)2,

(y − y′)(f(x, x̃, y, z)− f(x, x̃, y′, z)) ≤ µ(y − y′)2

|f(x, x̃, y, z)− f(x, x̃, y, z′)| ≤ K ||z − z′||
|f(x, x̃, y, z)| ≤ K(1 + |y|+ |z|)

(H2.3) There exists a function ϕ ∈ C(R+,R+) satisfying ϕ(0) = 0 such that for

every x ∈ Td, (x̃, x̃′) ∈ Rd × Rd, (y, z) ∈ R× Rd,

|f(x, x̃, y, z)− f(x, x̃′, y, z)| ≤ ϕ(|x̃− x̃′|(1 + |z|)).

(H2.4) There exists a constant λ 6= 0 such that λ > 2µ+K2 and

sup
x∈G

sup
ε>0

Ex e
λ τε

<∞. (3.2)



October 19, 2010 12:39 WSPC/INSTRUCTION FILE epabs-sd

Homogenization of an elliptic degenerate PDE 7

(H2.5) For every ε > 0, the set Γε = {x ∈ ∂G : P(τεx > 0) = 0} is closed.

Let us consider the second order differential operator

L =
1

2

d∑
i,j=1

Aij∂
2
xixj

+

d∑
i=1

Ci ∂xi
. (3.3)

We are interested in the elliptic PDE{
Lu(x) + f(x, u(x), ∂xu(x)) = 0, x ∈ G,
u(x) = g(x), x ∈ ∂G.

(3.4)

where the function f is given by (recall that Λ(x) = (I + ∂xb̂)(x)σ(x))

∀ (x̃, y, z) ∈ Rd × R× Rd, f(x̃, y, z) =

∫
Td

f(x, x̃, y,Λ(x)z)µ(dx).

It is easy to see that f is jointly continuous and satisfies assumption (H2.2). So

using the BSDE with random terminal time

Y xt∧τ = g(Xx
τ ) +

∫ τ

t∧τ
f(Xx

r , Y
x
r , Z

x
r )dr −

∫ τ

t∧τ
Zxr dBr, t ≥ 0,

we deduce thanks to Theorem 5.65 and Corollary 6.96 in [15], that under our stand-

ing assumptions, u(x) = Y x0 ∈ C(G) and is the unique viscosity solution of (3.4).

We now formulate our main result :

Theorem 3.1. Under assumptions (H1) and (H2), for all x ∈ G, we have

uε(x)
ε−→0−−−−→ u(x).

Before proving Theorem 3.1, let us establish the following technical result to face

the lack of smoothness of u (whose proof is given in section 4).

Proposition 3.1. Assume that (H1) and (H2) are in force. Then there exists a

sequence of functions (un)n≥1 ⊂ C∞(Rd) satisfying :

(i) There exists a constant Γ > 0 such that

∀ n ≥ 1, ∀ x ∈ G, |∂xun|+ |un(x)| ≤ Γ.

(ii) sup
x∈G

[|un(x)− u(x)|+ |∂un(x)− ∂u(x)|]→ 0, as n→∞.

(iii) The sequence (un)n≥1 satisfies Lun(x)+f(x, un(x), ∂xu
n(x))→ 0 as n→∞

uniformly on Gδ = {x ∈ G : d(x,Gc) ≥ δ}, for any δ > 0.

(iv) For any p ≥ 1, Lun + f(·, un(·), ∂xun(·)) is uniformly bounded in Lp(G).
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3.1. The homogenization property

Our approach to prove our main result is purely probabilistic and is based on BSDE

techniques. The strategy consists in introducing the unique pair (Y ε,xt , Zε,xt )0≤t≤τε

of Ft-progressively measurable processes solution of the BDSE with random termi-

nal time

Y ε,xt∧τε = g(Xε,x
τε ) +

∫ τε

t∧τε

f(X
ε,x

r , Xε,x
r , Y ε,xr , Zε,xr ) dr −

∫ τε

t∧τε

Zε,xr dBr (3.5)

satisfying

E

(
sup

0≤t≤τε

eλt|Y ε,xt |2 +

∫ τε

0

eλt |Zε,xt |2 dt
)

< ∞. (3.6)

It follows fromTheorem 5.65 and Corollary 6.96 in [15] that the function uε(x) =

Y ε,x0 is the unique viscosity solution of (3.1).

Let us consider the process Mε
t = −

∫ t
0
Zε,xr dBr, t ≥ 0. We intend to study the

tightness property of the pair of processes (Y ε· ,M
ε
· ) indexed by ε > 0 in the space

D(R+;Rd+1) (the space of right continuous functions having left limits) equipped

with the S–topology of Jakubowski (see [11] for further details).

For this end it suffices to establish this result on the interval [0, T ] for every T > 0.

Let us recall that the sequence of quasi-martingales {Uns ; 0 ≤ s ≤ T} defined on

the filtered probability space {Ω;F , (Fs)0≤s≤T , P} is tight whenever

sup
n

[ sup
0≤s≤T

E|Uns | + CV 0
T (Un)] <∞,

where CV 0
T (Un), the so-called ”conditional variation of Un on [0, T ]”, is defined as

CV 0
T (Un) = sup E

(∑
i=1

|E(Unti+1
− Unti | Fti)|

)
and the supremum is taken over all partitions of the interval [0, T ].

We claim that (the proof is given in section 4)

Proposition 3.2. There exists a positive constant C3.2 > 0 such that

sup
ε>0

E
[

sup
0≤r≤τε

eλr|Y εr |2 +

∫ τε

0

eλr|Zεr |2 ds
]
≤ C3.2.

As a consequence, we have

Corollary 3.1. For any T > 0, the family of processes (Y ε· ,M
ε
· ) indexed by ε > 0 is

P− tight as elements of D([0, T ],Rd+1), equipped with the S–topology of Jakubowski.

To deal with the highly oscillating terms (depending on ε−1) in the diffusion

(2.1), we consider the process (X̂ε
t )t≥0(recall that X

ε

t = Xε
t /ε) given by

∀ t ≥ 0, X̂ε
t = Xε

t + ε(̂b(X
ε

t )− b̂(
x

ε
))
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Thanks to Itô’s formula (see Lemma 3.2 in [8]), we have

∀ t ≥ 0, X̂ε
t = x+

∫ t

0

(I + ∂xb̂) c(X
ε

r) dr +

∫ t

0

Λ(X
ε

r) dBr. (3.7)

As a consequence we deduce that the sequence of processes {Xε
s , 0 ≤ s ≤ t, 0 <

ε ≤ 1} is tight in the space C([0, t], Rd) endowed with the topology of uniform

convergence. Moreover thanks to the martingale central limit theorem, see Theorem

7.1.4 in [5], which follows from Corollary 2.1, we have∫ ·
0

Λ (X
ε

s) dBs =⇒ A1/2B· in C([0, T ];Rd) as ε→ 0.

Hence there exists a subsequence (still denoted like the whole sequence) such that

(Xε, Y ε,Mε) =⇒ (X,Y,M) in D([0, T ];R2d+1).

Let us assume that the following extension of Corollary 2.1 holds (the proof is given

in section 4).

Proposition 3.3. Let Ψ : Rd × RN → R be a measurable function, periodic with

respect to its first variable, satisfying:

i) for any R > 0, we can find KR > 0 such that whenever (x, v, v′) ∈ Rd×RN×RN ,

|v| ≤ R and |v′| ≤ R, then we have |Ψ(x, v)−Ψ(x, v′)| ≤ KR|v − v′|.
ii) there exists M > 0 such that for any x ∈ Rd, v ∈ RN , |Ψ(x, v)| ≤M(1 + |v|).

Suppose additionally that (V ε)ε>0 is a family of RN -valued processes, which is tight

in D([0, T ];RN ) equipped with the S–topology of Jakubowski and satisfies

sup
ε>0

E( sup
0≤s≤τε

eλs|V εs |2) <∞. (3.8)

Then the following convergence holds: for any ν < λ,

E
∣∣∣ ∫ τε

0

eνrΨ(X
ε

r, V
ε
r ) dr −

∫ τε

0

eνrΨ(V εr ) dr
∣∣∣ −→ 0, as ε tends to 0, (3.9)

where Ψ(v) =

∫
Td

Ψ(x, v)µ(dx).

From now on our strategy consists in proving that the difference Y ε,x0 − u(x)

tends to 0 as ε goes to 0. However in the following computations, we are faced with

the lack of smoothness of the function u. To overcome the difficulty, we approximate

the function u with the help of the smooth sequence (un)n∈N defined in Proposition

3.1. Thus we consider, for every n ∈ N the pair of processes (Ỹ ε,ns , Z̃ε,ns )s≥0 defined

by

∀ s ≥ 0, Ỹ ε,ns = Y ε,xs − un(X̂ε
s∧τε); Z̃ε,ns = Zε,xs − ∂xun(X̂ε

s )Λ(X
ε

s).

Our main result, Theorem 3.1, is an immediate consequence of
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Theorem 3.2. The following holds

(i) There exists a constant C3.2 >0 such that for every ε > 0, n ∈ N and t ≥ 0, we

have

|Ỹ ε,nt | ≤ C3.2 a.s.

(ii) For all η > 0 there exists an integer n(η) such that for all n ≥ n(η),

lim sup
ε−→0

|Ỹ ε,n0 | ≤ η.

Proof. Step 1 : Proof of (i). Itô’s formula applied to the function (t, y) 7→ eλty2

yields that for every t ≥ 0

eλt∧τ
ε

|Y ε,xt∧τε |2 +

∫ τε

t∧τε

eλr |Zε,xr |2 dr = eλτ
ε

|g(Xε
τε)|2 −

∫ τε

t∧τε

λ eλr |Y ε,xr |2 dr

+2

∫ τε

t∧τε

eλr Y ε,xr f(Θ(ε, r))dr − 2

∫ τε

t∧τε

eλr Y ε,xr Zε,xr dBr,

where for every ε > 0 and r > 0, Θ(ε, r) = (X
ε,x

r , Xε,x
r , Y ε,xr , Zε,xr ).

Using standard estimates and assumptions (H2.2), we have

2eλr Y ε,xr f(Θ(ε, r)) ≤eλr(K2 + 2µ)|Y ε,xr |2 + eλr |Zε,xr |2

+ αeλr|Y ε,xr |2 +
1

α
eλr|f(X

ε,x

r , Xε,x
r , 0, 0)|2

with α = λ − (2µ + K2) > 0. Since g is bounded, there exists a positive constant

K ′ such that for every t ≥ 0,

eλt∧τ
ε

|Y ε,xt∧τε |2 ≤ K ′eλτ
ε

+
1

α

∫ τε

t∧τε

eλr|f(X
ε,x

r , Xε,x
r , 0, 0)|2 dr

− 2

∫ τε

t∧τε

eλr Y ε,xr Zε,xr dBr

Taking the conditional expectation EFt , we deduce thanks to assumption (H2.2),

∀ ε > 0, t ≥ 0, |Y ε,xt |2 ≤ K ′EFt(eλ(τ
ε−t)+)

From the Markov property, the term of the right hand side is equal to EXε
t

(eλτ
ε

).

Hence from (3.2) there exists a constant C3.2 > 0 such that

∀ ε > 0, t ≥ 0, |Y ε,xt |2 ≤ C3.2.

(i) follows, since un is bounded, uniformly w. r. t. n ≥ 1.

Step 2 : an upper bound for Ỹ ε,n0 . Note that for every s ≥ 0,

X̂s∧τε = X̂ε
τε −

∫ τε

s∧τε

(I + ∂xb̂)c(X
ε

s)dr −
∫ τε

s∧τε

Λ(X
ε

r)dBr.
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Since un ∈ C∞(Rd), Itô’s Formula yields for any s ≥ 0,

un(X̂ε
s∧τε) = un(X̂ε

τε)−
∫ τε

s∧τε

L̂ε,n(r)dr −
∫ τε

s∧τε

∂xu
n(X̂ε

r )Λ(X
ε

r)dBr,

where we define

L̂ε,n(s) =
1

2

∑
i,j

(ΛΛ∗)(X
ε

s)∂xixj
un(X̂ε

s ) +
∑
i

[(I + ∂xb̂)c(X
ε

s)]∂xu
n(X̂ε

s ).

Putting pieces together, we deduce that for any s ≥ 0,

Ỹ ε,ns∧τε = g(Xε
τε)− un(X̂ε

τε) +

∫ τε

s∧τε

[f(Θ(ε, r)) + L̂ε,n(r)]dr −
∫ τε

s∧τε

Z̃ε,nr dBr

Let ν = 2µ + K2. Itô’s formula applied to the function (t, y) 7→ eνty2 yields for

t ≥ 0,

eνt∧τ
ε

|Ỹ ε,nt∧τε |2 +

∫ τε

t∧τε

eνs|Z̃ε,ns |2ds = eντ
ε

|g(Xε
τε)− un(X̂ε

τε)|2 −
∫ τε

t∧τε

νeνs|Ỹ ε,ns |2ds

+ 2

∫ τε

t∧τε

eνs Ỹ ε,ns [L̂ε,n(s) + f(Θ(ε, s)]ds

− 2

∫ τε

t∧τε

eνs Ỹ ε,ns Z̃ε,ns dBs.

Consider the decomposition

Ỹ ε,ns [L̂ε,n(s) + f(Θ(ε, s)] =

Ỹ ε,ns [L̂ε,n(s) + f(X
ε,x

s , Xε,x
s , un(X̂ε

s∧τε), ∂xu
n(X̂ε

s )Λ(X
ε

s)]

+Ỹ ε,ns [f(Θ(ε, s)− f(X
ε,x

s , Xε,x
s , un(X̂ε

s∧τε), ∂xu
n(X̂ε

s )Λ(X
ε

s)].

From assumption (H2.3), the second term of the last right hand side is less than

µ|Ỹ ε,ns |2 +K|Ỹ ε,ns ||Z̃ε,ns |.

Hence using standard estimates, we deduce that

|Ỹ ε,n0 |2 ≤ E(eντ
ε

|g(Xε
τε)− un(X̂ε

τε)|2) + 2E

∫ τε

0

eνsỸ ε,ns [δ1,n(ε, s) + δ2,n(ε, s)]ds

+ 2E

∫ τε

0

eνsỸ ε,ns [L̂ε,n(s)− Lun(X̂ε
s )]ds

with

δ1,n(ε, s) = f(X
ε,x

s , Xε,x
s , un(X̂ε

s ), ∂xu
n(X̂ε

s )Λ(X
ε

s))− f(Xε,x
s , un(X̂ε

s ), ∂xu
n(X̂ε

s ))

δ2,n(ε, s) = Lun(X̂ε
s ) + f(Xε,x

s , un(X̂ε
s ), ∂xu

n(X̂ε
s )).
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Let

Cn(ε) = E(eντ
ε

|g(Xε
τε)− un(X̂ε

τε)|2) + 2E

∫ τε

0

eνsỸ ε,ns [L̂ε,n(s)− Lun(X̂ε
s )]ds

+ 2E

∫ τε

0

eνsỸ ε,ns δ1,n(ε, s)ds+ 2E

∫ τε

0

eνsỸ ε,ns δ2,n(ε, s)ds

:= Cn(1, ε) + Cn(2, ε) + Cn(3, ε) + Cn(4, ε).

We have that for every n ≥ 1 and ε > 0,

|Ỹ ε,n0 |2 ≤ Cn(ε). (3.10)

Step 3 : Estimate of Cn(1, ε), Cn(2, ε) and Cn(3, ε). Assume w. l. o. g. that ν

and λ have the same sign. From Hölder’s inequality, we deduce that with p = λ/ν,

q−1 + p−1 = 1,

0 ≤ Cn(1, ε) ≤
(
E(eλτ

ε

)
)1/p(

E(|g(Xε
τε)− un(X̂ε

τε)|2q)
)1/q

(3.11)

Fix n ∈ N. Thanks to the tightness of (Xε
s , X̂

ε
s , Ỹ

ε,n
s ), we deduce from Proposition

3.3 that for each n ≥ 1 fixed, Cn(2, ε)
ε→0−−−→ 0 and Cn(3, ε)

ε→0−−−→ 0.

Step 4 : Estimate of Cn(4, ε). We shall take advantage of Proposition 3.1. For

this end for any δ > 0 we consider a function ϕδ ∈ C(Rd, [0, 1]) satisfying

ϕδ(x) =

{
1, x ∈ G \Gδ,
0, in G2δ.

We have for every ε > 0 and n ≥ 1,

Cn(4, ε) = 2E

∫ τε

0

eνsỸ ε,ns δ1,n(ε, s)(1−ϕδ(X̂ε
s ))ds+ 2E

∫ τε

0

eνsỸ ε,ns δ1,n(ε, s)ϕδ(X̂
ε
s )ds

= Cn(4.1, ε, δ) + Cn(4.2, ε, δ).

For any δ > 0, all the arguments in the integral defining Cn(4.1, ε, δ) are bounded,

uniformly w. r. t. ε > 0. So using Proposition 3.1, we deduce that thanks to

Lebesgue’s theorem, uniformly w. r. t. ε > 0,

E

∫ τε

0

eνsỸ ε,ns δ1,n(ε, s)(1− ϕδ(X̂ε
s ))ds→ 0, as n→∞. (3.12)

Moreover we have

Cn(4.2, ε, δ) ≤ C3.2E

∫ τε

0

eνs|δ1,n(ε, s)|ϕδ(X̂ε
s )ds.

Using Proposition 2.1, we deduce that for every t ≥ 0,

E

∫ τε

0

eνs|δ1,n(ε, s)|ϕδ(X̂ε
s )ds

ε→0−−−→ E

∫ τ

0

eνs|Fn(Xs)|ϕδ(Xs)ds
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with Fn(Xs) = Lun(Xs) + f(Xs, u
n(Xs), ∂xu

n(Xs)), n ≥ 1. Let us prove that

lim
δ→0

sup
n≥1

E

∫ τ

0

eνs|Fn(Xs)|ϕδ(Xs)ds = 0. (3.13)

To this end we consider two cases :

Case 1: λ < 0. This implies ν < 0. Thanks to assumption (H1.6) and Krylov’s

estimate (see Theorem 2.2 in [10]) there exists an integer p > d and a constant

K̃ > 0 depending on d, p, ν and the diameter of the region G such that

E

∫ τ

0

eνs
∣∣∣Fn(Xs)

∣∣∣ϕδ(Xs)ds ≤ K̃
(∫

(0,∞)×G
epνs|Fn(x)|pϕδ(x)dxds

)1/p
Then Hölder’s inequality implies

sup
n≥1

E

∫ τ

0

eνs|Fn(Xs)|ϕδ(Xs)ds ≤K̃
(∫

(0,∞)×G
epνsϕδ(x)dxds

)1/2p
(

sup
n≥1

∫
(0,∞)×G

epνs|Fn(x)|2pdxds
)1/2p

.

Since ν < 0 and Fn(·) is bounded in L2p(G) (thanks to Proposition 3.1 (iv)), the last

term of the right hand side is finite. Moreover the sequence (ϕδ(x))δ>0 is decreasing

to 0 at any point x ∈ G, as δ ↓ 0. As a consequence we have

lim
δ→0

∫
(0,∞)×G

epνsϕδ(x)dxds = 0.

(3.13) follows in case 1.

Case 2: λ > 0. Let 0∨ ν < γ < λ. Using Hölder’s inequality with p = λ/γ > 1 and

q s.t. p−1 + q−1 = 1, we have

E

∫ τ

0

eνs|Fn(Xs)|ϕδ(Xs)ds = E

∫ τ

0

eγsϕδ(Xs)e
(ν−γ)s|Fn(Xs)|ds

≤
(
E

∫ τ

0

eλsϕδ(Xs)ds
)1/p(

E

∫ τ

0

eq(ν−γ)s|Fn(Xs)|qds
)1/q

Using again Krylov’s estimate, we deduce that (for some m > d and K̃ > 0 depend-

ing on the region G, q, ν − γ and d)

sup
n≥1

E

∫ τ

0

eq(ν−γ)s|Fn(Xs)
∣∣∣qds ≤ K̃( sup

n≥1

∫
(0,∞)×G

emq(ν−γ)s|Fn(x)
∣∣∣mqdxds)1/m<∞,

thanks to Proposition 3.1 (iv) and ν−γ < 0. Moreover by uniform integrability, we

have

lim
δ→0

E

∫ τ

0

eλsϕδ(Xs)ds = 0.

(3.13) follows in case 2.
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Step 5 : Proof of (ii). It follows from (3.13) that we can first choose δ(η) > 0

small enough, such that

sup
n≥1

lim
ε→0

Cn(4.2, ε, δ(η)) ≤ η2/3. (3.14)

From Proposition 3.1 (ii) and (3.12), we can next choose n(η) large enough, such

that (with p = λ/ν) both

sup
x∈∂G

|un(η) − g|(x) ≤

(
sup

ε>0,x∈G
Ex(eλτ

ε

)

)−1/2p√
η2/3,

sup
ε>0

Cn(η)(4.1, ε, δ(η)) ≤ η2/3. (3.15)

We now deduce from the above estimates, in particular (3.11), that

lim sup
ε→0

Cn(η)(1, ε) ≤ η2/3, (3.16)

Cn(η)(2, ε) + Cn(η)(3, ε)→ 0, as ε→ 0. (3.17)

(ii) now follows from (3.10), (3.14), (3.15), (3.16) and (3.17).

4. Proofs of Propositions 3.1 to 3.3 and Corollary 3.1

4.1. Proof of Proposition 3.1

To begin with let us establish some preliminary result. Since g ∈ C2(∂G) and ∂G is

of class C2 there exists a function v ∈W 2,p(G) such that v(x) = g(x), x ∈ ∂G.
Putting Ψ(x, r, q) = −Lv(x) − f(x, v(x) + r, ∂xv + q), (x, r, q) ∈ G × R × Rd, we

have the following consequence of Theorem 2 from [2].

Lemma 4.1. Assume that (H1) and (H2) are in force. Then the PDE{
Lu(x) + Ψ(x, u(x), ∂u(x)) = 0, x ∈ G,
u(x) = 0, x ∈ ∂G.

(4.1)

admits at least one solution u ∈ H1
0 (G).

We now deduce the

Proposition 4.1. The unique viscosity solution u of equation (3.4) satisfies

u ∈W 2,p(G), for any p ≥ 1.

Proof. Let us consider u = u− v. It suffices to prove that u ∈W 2,p(G)∩W 1,p
0 (G),

p ≥ 1. Let v ∈ H1
0 (G) be a solution of (4.1). It follows from (H2.2) that

Ψ(·, v(·), ∂v(·)) ∈ L2(G). Consequently, from [1], v ∈ W 2,2(G) ∩W 1,2
0 (G). We then

deduce that ∂xv ∈ H1(G) ↪→ Lp(G) and v ∈ Lp(G) for all p ≥ 2 if d ≤ 2, for

p = 2d(d− 2)−1 otherwise, by Sobolev embedding. From the linear growth of f , we

deduce that Ψ(·, v(·), ∂v(·)) ∈ Lp(G). This implies, again by [1],

v ∈W 2,p(G) and ∂xv ∈W 1,p(G).
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Using again the Sobolev embedding, we deduce that v and ∂xv belong to Lq(G) for

all q if d ≤ 4, for q = 2d(d− 4)−1 otherwise. Iterating this argument dd2 − 1e times,

we deduce that v ∈ W 2,p(G) for all p ≥ 1. Thus v is a viscosity solution of (4.1).

Now uniqueness of the viscosity solution of the elliptic PDE (4.1) (see Corollary

6.96 in [15]) implies u = v. The result follows since v ∈W 2,p(G) for all p ≥ 1.

We are now in position to prove Proposition 3.1. To this purpose, we first extend

the function u as an element of W 2,p(Rd), which is possible given the regularity of

∂G and u. Let ρ : Rd → R be a smooth mollifier with compact support, and define

for n ≥ 1, ρn(x) = ndρ(nx). We regularize u, the solution of (3.4), by convolution

: un defined as un(x) = (u ∗ ρn)(x). Thanks to Proposition 4.1, u ∈ C1(G). This

implies that (∂xu
n)n≥1 is uniformly bounded and

(un, ∂xu
n)→ (u, ∂xu), as n→∞,uniformly in G. (4.2)

(i) and (ii) are established. Let us prove (iii). Since Lun = (Lu) ∗ ρn, we have

Lun(x) + f(x, un(x), ∂xu
n(x)) =

[
Lu+ f(·, u(·), ∂x(·))

]
∗ ρn(x)

+ f(x, un(x), ∂xu
n(x))−

[
f(·, u(·), ∂x(·))

]
∗ ρn(x)

:= An(x) +Bn(x)

For all x ∈ Gδ, An(x) = 0 if n is large enough such that Supp(ρn) ⊂ B(0, δ), the

unit ball of radius δ. Moreover since f is continuous with respect to its second and

third arguments and (4.2), we have Bn(x)→ 0 as n→∞, uniformly w. r. t. x.

Finally (iv) follows from the fact that, since u has been extended to an element

of W 2,p(Rd), un is bounded in W 2,p(G).

4.2. Proof of Proposition 3.2.

From (3.5), we deduce thanks to Itô’s formula applied to the function (t, y) 7→ eλty2

eλt∧τ
ε

|Y ε,xt∧τε |2 +

∫ τε

t∧τε

eλr |Zε,xr |2 dr = eλτ
ε

|g(Xε
τε)|2 −

∫ τε

t∧τε

λ eλr |Y ε,xr |2 dr

+2

∫ τε

t∧τε

eλr Y ε,xr f(Θ(ε, r))dr − 2

∫ τε

t∧τε

eλr Y ε,xr Zε,xr dBr.

(4.3)

Let 0 < γ < 1 and β > 0 such that λ = 2µ+ K2

γ + β. Using standard estimates, we

have

2Y ε,xr f(Θ(ε, r)) ≤ (2µ+
K2

γ
+ β)|Y ε,xr |2 + γ|Zε,xr |2 +

1

β
|f(Xε,x

r , X
ε,x

r , 0, 0)|2
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Hence we deduce from (4.3)

eλt∧τ
ε

|Y ε,xt∧τε |2 + (1− γ)

∫ τε

t∧τε

eλr|Zε,xr |2 dr ≤ K2 eλτ
ε

+
1

β

∫ τε

t∧τε

eλr |f(Xε,x
r , X

ε,x

r , 0, 0)|2dr − 2

∫ τε

t∧τε

eλr Y ε,xr Zε,xr dBr.

(4.4)

It follows from Burkholder–Davis–Gundy’s inequality that there exists a constant

C3.2 > 0 such that

E
[

sup
0≤t≤τε

eλt|Y εt |2+

∫ τε

0

eλs|Zεs |2 ds
]
≤C3.2E

(
K2eλτ

ε

+

∫ τε

0

eλr |f(Xε,x
r , X

ε,x

r , 0, 0)|2dr
)

which is enough to get the desired result thanks to asumption (H2.2) and (3.2). �

4.3. Proof of Corollary 3.1.

Let T > 0. Note that the process Mε
t =

∫ t∧τε

0

Zε,xr dBr, 0 ≤ t ≤ T satisfies

CV 0
T (Mε) = 0. Using standard estimates and Doob’s inequality, we have for any

ε > 0,

sup
0≤t≤T

E|Mε
t | ≤

1

2
(1 + E( sup

0≤t≤T
|Mε

t |2)) ≤ 1

2
(1 + 4 sup

ε>0
E < Mε >T )

Since for every 0 ≤ s ≤ T, eλs(1 ∨ e−λT ) ≥ 1, we deduce that

sup
ε>0

sup
0≤t≤T

E|Mε
t | ≤

1

2
(1 + 4 sup

ε
E

(
(1 ∨ e−λT )

∫ T∧τε

0

eλs|Zε,xs |2ds
)
<∞.

Consequently, the sequence {Mε
t , 0 ≤ t ≤ T} is tight in D([0, T ],Rd).

Futhermore let 0 = t0 < t1 < ... < tn = T be a partition of [0, T ], thanks to the

assumptions on f and standard estimates, we have for all ε > 0,

E

n−1∑
i=0

|E(Y εti+1
− Y εti |Fti)| ≤ E

∫ T∧τε

0

|f(X
ε

s, X
ε
s , Y

ε
s , Z

ε
s )| ds

≤ KE(1 ∨ e−λT )

∫ T∧τε

0

eλs(1 + |Y εs |+ |Zεs |)ds

≤ KT (1 ∨ e−λT )(1 + E sup
0≤s≤T∧τε

eλs|Y εs |2 + E

∫ T∧τε

0

eλs|Zεs |2 ds)

From this and Proposition 3.2, we deduce that

sup
ε>0

(
sup

0≤t≤T∧τε

E|Y εt |+ CV 0
T (Y ε1[0,τε])

)
<∞

which implies that the sequence (Y εs )ε>0 satisfies the Meyer–Zheng tightness crite-

ria. �
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4.4. Proof of Proposition 3.3.

Let us define Ψ̃(x, y) = Ψ(x, y) − Ψ(y). For every T > 0, and δ > 0, we have for

any ν < λ,

P

(∣∣∣∣∣
∫ τε

0

eνrΨ̃(X
ε

r, V
ε
r ) dr

∣∣∣∣∣ > δ

)
≤ P(τε > T )+P

(∣∣∣∣∣
∫ T∧τε

0

eνrΨ̃(X
ε

r, V
ε
r ) dr

∣∣∣∣∣ > δ

)
Since τε =⇒ τ , the sequence (τε, ε > 0) is tight and we can choose T large enough

such that supε>0 P(τε > T ) is arbitrary small. Moreover the second term of the

hand right side is equal to

P

(∣∣∣∣∣
∫ T

0

eνrΨ̃(X
ε

r, V
ε
r )× 1{0≤r≤τε} dr

∣∣∣∣∣ > δ

)
.

Thanks to the tightness of the process 1{0≤r≤τε} in D([0,∞)), Lemma 4.2 from [12]

implies that

P

(∣∣∣∣∣
∫ T

0

eνrΨ̃(X
ε

r, V
ε
r )× 1{0≤r≤τε} dr

∣∣∣∣∣ > δ

)
→ 0, as ε→ 0.

It remains to prove that the collection of random variables{∫ τε

0

eνrΨ̃(X
ε

r, V
ε
r ) dr, ε > 0

}

is uniformly integrable. Since |Ψ̃(x, v)| ≤ 2M(1 + |v|),∣∣∣∣∣
∫ τε

0

eνrΨ̃(X
ε

r, V
ε
r ) dr

∣∣∣∣∣ ≤ 2M

∫ τε

0

eνr(1 + |V εr |)dr (4.5)

Now we consider two cases :

Case 1: λ > 0. We consider the case ν > 0 only, from which the result follows for

ν ≤ 0. (4.5) implies∣∣∣∣∣
∫ τε

0

eνrΨ̃(X
ε

r, V
ε
r ) dr

∣∣∣∣∣ ≤ 2M

ν

(
eντ

ε

+ 2eντ
ε/2 sup

0≤r≤τε

eνr/2|V εr |
)

The collection of random variables {ξε := eντ
ε

, ε > 0} is tight since

supε>0 E[|ξε|p] < ∞ with p = λ/ν > 1, by (3.2). Now choose 2 < p < 2λ/ν,

and let q be such that q−1 + p−1 = 1. Then from Young’s inequality,

eντ
ε/2 sup

0≤r≤τε

eνr/2|V εr | ≤
1

p
epντ

ε/2 +
1

q
sup

0≤r≤τε

eqνr/2|V εr |q.

Tightness of the last right hand side follows from pν/2 < λ and qν/2 < λ, since

q < 2, (3.2) and (3.8).
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Case 2: λ < 0. Then ν < 0 as well. We have for any ε > 0,∫ τε

0

eνr(1 + |V εr |)dr =

∫ τε

0

e(ν−λ)reλr(1 + |V εr |)dr

≤ 1

λ− ν
(1 + sup

0≤r≤τε

eλr|V εr |)

Since λ < 0, we have E[(sup0≤r≤τε eλr|V εr |)2] ≤ E[sup0≤r≤τε eλr|V εr |2]. Hence using

standard estimates and (3.8), we deduce that the last right hand side is tight. �
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