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Abstract

In this paper we study the asymptotic phase space energy distribution of solution of the Schrodinger equation with a time-
dependent random potential. The random potential is assumed to have slowly decaying correlations. We show that the Wigner
transform of a solution of the random Schrédinger equation converges in probability to the solution of a radiative transfer equation.
Moreover, we show that this radiative transfer equation with long-range coupling has a regularizing effect on its solutions. Finally,
we give an approximation of this equation in term of a fractional Laplacian. The derivations of these results are based on an
asymptotic analysis using perturbed-test-functions, martingale techniques, and probabilistic representations.
© 2012 Elsevier Masson SAS. All rights reserved.

Résumé

Cet article présente I’étude asymptotique de la densité d’énergie de la solution de I’équation de Schrodinger ayant un potentiel
aléatoire a décorrélations lentes. On montre que la transformée de Wigner de la solution de 1’équation de Schrodinger aléatoire
converge en probabilité vers la solution d’une équation de transport radiatif ayant un effet de régularisation instantané. Pour termi-
ner, on propose une approximation de cette équation de transport en terme de Laplacien fractionnaire. Les démonstrations de ces
résultats utilisent une analyse asymptotique a partir de la méthode de la fonction test perturbée, des techniques de martingale, ainsi
que des représentations probabilistes.
© 2012 Elsevier Masson SAS. All rights reserved.
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1. Introduction

The Schrodinger equation with a time-dependent random potential has been studied for a long time and arises in
many applications [12,17-19,24,38], for instance in wave propagation in random media under the paraxial or parabolic
approximation [5-8,10]. The present work has been motivated by data collections in wave propagation experiments
showing the possibility to encounter propagation medium with slowly decaying autocorrelation functions [16,36].
These observations have stimulated this field of research [22,31,32,37], but mainly in one-dimensional propagation
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media. These media are very convenient for mathematical studies, but not relevant in many applications. Random
media with long-range correlations have been also considered in motion of particles. In this context, the authors have
shown that the deviation of the trajectory of a particle from its mean trajectory converges to a fractional Brownian
motion [20,26,27].

Let us consider the random Schrddinger equation

10, + %quﬁ —JeV(t,x)¢=0, t>0andxeR?,
#(0,x) = ¢o(x),

with a random potential V (¢, x), which is a spatially and temporally homogeneous mean-zero random field. Here,
t > 0 represents the temporal variable, x € R4 the spatial variable with d > 1, and € « 1 is a small parameter which
represents the relative strength of the random fluctuations. A classical tool to study the phase space energy density of
solutions of the random Schrddinger equation is the Wigner transform defined by

1 ik y y
W, x, k) = ) /dyeky¢<t,x—§>¢><t,x+ E)

We refer to [23,29] for the basic properties of the Wigner transform. In our problem the size of the random variations
is small, so we have to wait for long propagation distance and large time propagation to observe significant effects.
Consequently, we consider the rescaled field
t X
Pe(t,X) =0\ =, —
€ €

which satisfies the scaled random Schrédinger equation

2
t
i€dpe + %qube — ﬁV(—, §)¢e =0, t>0andxeR?,
€ €
e (0, x) = @, (X).

In this regime, we consider the scaled Wigner transform given by

1 ik y y
(2n)d/dyekyqbe(t,x—ei)qbe(t,x—f-ei).

The scaled Wigner transform is well suited to study functions oscillating on scales of order € ~!, since the difference
between ¢, (¢,x — €y/2) and ¢ (¢,x + €y/2) is of order O(1). In several papers [6,7,17-19,24,30,38] it has been
shown that the expectation of the Wigner transform E[W, (¢, x, k)] converges as € goes to O to the solution W of the
radiative transport equation

We(t, x, k) =

oW +k- VW = [ dpo@IO(W(rx p) = Wt x.10),

where the transfer coefficient o (p, k) depends on the power spectrum of the two-point correlation function of the
random potential V. This result holds under mixing assumptions on the random potential V. Moreover, it has been
shown that the limit W is often self-averaging, that is, W, converges in probability to the deterministic limit W for the
weak topology on L?(R>?) [5,7,8].

In [10] the authors study the Schrédinger equation with a random potential with either rapidly or slowly decaying
correlations. This paper constitutes a first step in the study of wave propagation in random media of dimension strictly
greater than 1 with long-range correlations. In [10] the authors study the field ¢ itself and not its phase space energy
density. In the rapidly decorrelating case the authors show that the field and the phase space energy density evolve at
the same scale, which is of order e . As a result, in this case the scale € ! is universal in the sense that it does not
depend on the random potential V. However, in the slowly decorrelating case, the authors have observed macroscopic
effects happening on the field ¢ at a shorter scale € ~1/(<0) | with ko > 1/2. On this scale, the asymptotic field has a
random phase modulation given by a fractional Brownian motion with Hurst index k(. Let us note that the parameter
ko depends on the statistic of the random potential V, and therefore the scale at which we can observe significant
effects on the field ¢ is no longer universal. Moreover, as we will see in this paper, at the scale ¢ ~!/(2¢0) the phase
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space energy of the field ¢, is not affected. In fact, the phase space energy distribution in both cases, rapidly and
slowly decaying correlations, evolves on the scale e 1.

In this paper, we investigate the propagation of the phase space energy density of the field ¢ in a random
medium with slowly decaying correlations. We show in Theorem 3.2 that the Wigner transform of ¢, converges
in probability, for the weak topology on L?(R>?), to the unique solution of a radiative transfer equation simi-
lar to the one obtained in [6] under rapidly decaying correlations, but with an important difference coming from
the long-range correlation assumption. In contrast with the rapidly decorrelating case [6], the scattering coefficient
Yk) = f dpo (k, p) = +oo is not defined anymore. The radiative transfer equation is still well defined because of
the difference W (z,x, p) — W (¢, x, k) which balances the singularity given by the long-range correlation assump-
tion. This result shows a qualitative and thorough difference between the two cases, rapidly and slowly decorrelating
cases. First, in contrast with the rapidly decorrelating case, for which the phase and the phase space density evolve on
the same scale € !, the phase of ¢ and its phase space energy evolve at different scales in the slowly decorrelating
case, which are respectively € ~!/(%0) and e ~!. Moreover, we show in Theorem 4.1 that the long-range correlation
assumption implies a regularizing effect of the radiative transfer equation. This regularizing effect is a consequence
of ¥ (k) = 400, and cannot be observed under rapidly decaying correlations [3,13]. Finally, we give in Theorem 6.1
an approximation of the radiative transfer equation in term of fractional Laplacian, which permits to exhibit from its
solutions a damping coefficient obeying a power law with exponent lying in (0, 1). This approximation corresponds
to the long space and time diffusion approximation of the radiative transfer equation.

The organization of this paper is as follows: In Section 2, we present the random Schrédinger equation that will
be studied in this paper. Then, we present the construction of the random potential that will be used to model the
random perturbations. Finally, we introduce the long-range correlation assumption used throughout this paper. In
Section 3, we state the main result of this paper. We describe the asymptotic evolution in long-range random media
of the phase space energy density of the solution of the random Schrédinger equation. In Section 4, we present the
regularizing effect of the radiative transfer equation. In Section 5, we present the probabilistic representation of the
radiative transfer equation. In Section 6 we present the approximation of the radiative transfer equation in term of
fractional Laplacian. Finally, Sections 7, 8, 9, and 10 are devoted to the proofs of Theorems 3.2, 4.1, Proposition 5.1
and Theorem 6.1.

2. The random Schrodinger equation

This section introduces precisely the random Schrodinger equation that we study in this paper. We consider the
dimensionless form of the Schrédinger equation on R? with a time-dependent random potential:

ial¢+%AX¢—e'_zyv<6Ly,x)¢=o, )

with y € (0, 1). The case y € (0, 1) permits to address a more convenient study of the phase space energy density of
the field ¢. The case y = 0 will be discussed at the end of Section 3.2 but will not be fully addressed in this paper. The
reason is that this case leads to much more difficult algebra. In (1) the strength of the random perturbations is small,
so we consider the rescaled field
r X
Ge(t,X) =\ =, =
€ €

to observe significant effects after a sufficiently large propagation distance and propagation time. Therefore, the
rescaled field ¢, satisfies the scaled Schrodinger equation

-y

. €2 1=y o x
zeatqbe—f—?AXqﬁe—e 2 V< -

T >¢e =0 with ¢ (0, X) = ¢, (x), 2)
€ €

with y € (0, 1). Here Ay is the Laplacian on R4 given by A = Z?:] 8%},. (V(t,x),x € R9,t > 0) is the random
potential, whose properties are described in the next section. Moreover, the initial datum ¢g ¢ (X) = ¢, (X, ¢) is a
random function with respect to a probability space (S, u(d¢)), and independent to the random potential V. This
randomness on the initial data is called mixture of states. This terminology comes from the quantum mechanics, and
the reason for introducing this additional randomness will be explained more precisely in Section 2.3.
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2.1. Random potential

In this section we present the construction of the random potential V which is considered throughout this paper. It
is also a short remainder about some properties of Gaussian random fields that we use in the proof of Theorem 3.2.
All the results exposed in this section can be shown using the standard properties of Gaussian random fields presented
in [1,2] for instance.

In this paper, the random perturbations are modeled using a stationary continuous random process in space and
time, denoted by (V(¢,x), t >0, x € Rd). We construct our potential in the Fourier space as follows. Let I/Q\O be a
nonnegative function with support included in a compact subset of R? containing 0, such that RoelL! RY), ﬁo(—p) =
ﬁo(p), and ﬁo has a singularity in 0. Let us consider

H= {(p such that /dp ﬁo(p)}w(p)Iz < —i—oo},
Rd

which is a Hilbert space equipped with the inner product

(. ¥)n= f dp Ro@¢®V ). V(p.y) e H>.
Let us consider (v(t, -))¢>0 be a stationary continuous zero-mean Gaussian field on A’ with autocorrelation function
given by
E[V(t1,dp)V (12, dp2)] = Qm)* R(t1 — 12, p1)8 (1 + p2).
and
E[V(t1.dp)V (12, dp2)] = Q1) R(t — 12, p1)8(P1 — P2).
and where H’ is the dual space of H. In other words, Vi € N*, V(¢1, ..., ¢,) € H" and V(11, ..., t,) € [0, +00)",

(V. o)y 30 (V) 00y 2)

is a zero-mean Gaussian vector with covariance matrix given by: V(j,/) € {1,..., n}2

E[(V ), 0)p V@), 01)3p 5] = / dpe;(P)pi(—p)R(t — 12, p).
R

and

B[Vt 01)2 2V @), 01)yy 3] = / dpe; (PP R(11 — 12, p).
R

Here, the spatial power spectrum is given by
R(t,p) = e " P Ry(p), 3)
where the nonnegative function g is the spectral gap. We assume that the spectral gap is symmetric, that is g(p) =
g(—p). Particular assumptions involving the spectral gap g will be introduced at the end of this section to ensure the
long-range correlation property of the potential V.
According to the shape of the autocorrelation function (3), we have the following proposition:
Proposition 2.1. Let
Fi=o(V(s, ), s<1) “)
be the o-algebra generated by (f/\(s, ), s <t). We have
E[V(+h,)|F]=e 2"V, 5)
and N (p, V) € H?
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E[(V(t + ), w)H/,H(V(t +h), Yy 5| Fi] = E[(V( +h), ey | FIE[(V @+, w)HQH“Ff]

+/dp¢(p)1/f(—p)§o(p)(1 — 729 (6)

These two properties will be used in the proof of Theorem 3.2, which is based on the perturbed-test-function
method.

Let us note that (V, @)7¢ 74 1s a real-valued Gaussian process once ¢ € H satisfies ¢(p) = ¢(—p). According to
this last remark, let us introduce the real random potential V defined by

/Vadma”,

R4

92 1
V(ta X) = <V(t, ’), eX)'H/,H = W

where ex € # is defined by ex(p) = ¢'P*/(27)?. Consequently, the random potential V is a stationary real-valued
zero-mean Gaussian field with a covariance function given by: V(¢1, #2) € [0, —i—oo)2 and V(x1,Xp) € R2d

R(t; — 12, X1 —X2) =E[V (11, X)) V (12.%2) |

/dp Rt — 1o, p)eiPA(X|—X2)

e
= Gy / dwdp R(w, p)e® 1712 P xi—x2) (7
where
= 29(p) Ro(p)
R(w,p) = 55" 8
@P =250 8)

According to the previous construction and [2, Theorem 2.2.1] the random potential V is continuous and bounded
with probability one on each compact subset K of R x R¢. This fact comes from the relation

271/2 =~
E[(V(t, %) = V(s, )] <c</dpRmm)0rﬂﬂ+m—ym
Y(t,s,x,y) € [0, T]2 x K2, Moreover, we have the following proposition.
Proposition 2.2. Viu > 0, > 0, and VK compact subset of R¢

v t X
ey e

According to [2, Theorem 2.1.1], one can show that the limit (9) holds exponentially fast as € — 0.

lim P(G”’ sup sup
€—>0 xeK 1€[0,T]

>n>=0 ©)

2.2. Slowly decorrelating assumption

In this paper we are interested in a random potential with long-range correlations. Let us introduce some additional
assumptions on the spectral gap g of the spatial power spectrum (3), in order to give slowly decaying correlations to
the random potential V.

Let us note that V¢ > 0, the random field V (¢, -) has spatial slowly decaying correlations. In fact, if we freeze the
temporal variable, the autocorrelation function of the random potential V (¢, -) is given by

R(t,x) =E[V(t,x+y)V(1’y)] Z/dpﬁo(p)e—ixp

where ﬁo(p) is assumed to have a singularity in 0. Therefore, R(¢,-) ¢ LY(R9) and (V())r>0 models a family of
random fields on R? with spatial long-range correlations which evolves with respect to time. However, since (1) is
a time evolution problem, we have to take care of the evolution of the random perturbation V with respect to the
temporal variable. In fact, as we will see, if the family (V (#));>0 has rapidly decaying correlations with respect to
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time the evolution problem (1) behaves like in the mixing case addressed in [9]. In a time evolution problem with
random perturbations with rapidly decaying correlations in time, even if at each fixed time the spatial correlations are
slowly decaying, the resulting time evolution problem behaves as if it has mixing properties. Consequently, we have
to introduce a long-range correlation assumption with respect to the temporal variable. Let us note that V(s, X,y) €
R, x R*

+o00 —~
/dt|E[V(t+s,x+y)V(s,y)]| =400 < fdplzo(g;) =400 (10)
0

Consequently, throughout this paper we say that the family (V (¢));>¢ of random fields with spatial long-range corre-
lations has slowly decaying correlations in time if

R
/a>“w=+m, (11)
9(p)
and rapidly decaying correlation in time otherwise. For technical reasons in the proof of Theorem 3.2 we assume that
= Ipl = o Ipl? S lpl?
dp Ro®) —— + [ dpRo(®)—— + [ dp Ro(p) . — < +00. (12)
9(p) g-(p) g’ (p)

This assumption is satisfied if |p| = O(g(p)) as p — 0 for instance since ﬁo e L' (R?). For the sake of simplicity, we
assume throughout this paper that

Rop) o
a(p)  [p|*+?

and o > 0. This last assumption is used in the proof of Theorem 4.1. For example, in [10] the authors have supposed
that

asp— 0, with 9 € (0, 1), (13)

g® =vlp and ﬁo(p)=mﬁ%- (14)

Here, a is a continuous function with compact support and a(0) > 0,v >0, 8 € (0,1/2], € (1/2,1),and ¢+ 8 > 1.
These assumptions permit to model a random field V (¢, x) with spatial long-range correlations for each time ¢ > 0
and with slowly decaying correlations in time.

2.3. Wigner transform

To study the asymptotic phase space energy propagation of the solution ¢, of the Schrodinger equation (2), let us
consider the Wigner distribution of ¢, averaged with respect to the randomness of the initial data:

Wé(tska):; f dyM(dg)eik.y¢€ t,X—Ez,C ¢€ t,X+€X,§ .
(2m)d 2 2
Rdx S
We refer to [23,29] for the basic properties of the Wigner distribution. The Wigner distribution satisfies the following
evolution equation

a[WG(taxs k)+k'VXW€(t1X»k)

1 V(A dp) . p p
_ x/e( w _P)\_w p
= Ity / (€2n)di e 5( 6(t’x’k 2) €(I’X’k 2))’ (15

2
€ Re

with initial conditions W, (0, x, k) = Wy ((x, k), where Wy  is the Wigner transform of the initial data ¢o . of (2).
Eq. (15) can be recast in the weak sense as follows: VA € Cg° (R24),
t

1
(We(t)’)‘-)l}(RZd) _<W€(O)’)‘-)L2(R2d) =/<W€,k vx)‘-+ 1+y ‘CE(S))‘-> dS,
0

€7 L2(R%)
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1 st ip- p p
— vV ip-x/€ N =
LA, X,K) = et / (€1+V’dp)e <A(x,k 2) A(x,k—l— 2)) (16)

R4

where

Here, C3° (R24) stands for the set of smooth functions with compact supports. In what follows, we assume that Wy ¢
converges weakly in Lz(RM) to a limit W, that is,

Vi e L*(R™),  1im(Wo.e, )12 m2a) = (Wo, A) 2 w24y (17)
€

Let us recall that by the Banach-Steinhaus Theorem Wy . is bounded in L?(R>?) uniformly in €. The main reason to
introduce the additional randomness through the initial data ¢¢_ and (S, ;(dq)), is to make possible the weak conver-
gence (17). Let us give an example of such a situation. Let 1 (q) be a nonnegative rapidly decreasing function such that
el 1 ray = 1. Then, (R4, u(dq)) is a probability space, where 1 (dq) = n(q) dq. Let @0.c(X,q) = do(x)e 14¥/€ and
¢o be a sufficiently smooth function. In this case, we have || Wo el 122y < | il L2(ray 10l 4 (way, and Wo e converges

weakly in L2(R2) to Wy(x, k) = wﬁ(k) |po(x)|2. In this example, the initial data ¢g ¢ (X, q) depends on the phase
vector ¢, which is distributed according to the probability distribution @ (dq). Then, the averaged Wigner transform
consists in taking the expectation of the Wigner transform with respect to the probability distribution ©(dq) of the

phase vector q.
3. Asymptotic evolution in long-range random media

The two following sections present the asymptotic behavior of the phase and the phase space energy density of the
solution of (2). The results in these two sections permit to show the qualitative difference between the random effects
induced on a wave propagating in long-range random media in time and in rapidly decorrelating random media in
time (10).

3.1. Phase evolution

In this section we present the asymptotic behavior of the phase of ¢, solution of (2). Theorem 3.1 stated below
has been shown [10] in the case y = 0. Nevertheless, the proof of Theorem 3.1 remains the same as the one of [10,
Theorem 1.2], but we state this result in the case y € (0, 1) in order to provide a self-contained presentation. Under
the long-range correlation assumption in time and medium parameters given by (14), we have the following result.

Theorem 3.1. Let us assume that the autocorrelation function R(t, X) of the random perturbation is given by (3), (7),
and (14), and let

_a+2p—1 Ko

25 and Kk, =

Ko fory € (0, 1).

1 -y (=)

Let us consider the process ’g:,(we (t,K) defined by

—~ 1 —~ k ik I2 1/Cxy)
- [k|“t/(2€ /*577)
{KV,E(tvk)_ ed/(zKV)¢KV,6 (ts 61/(2’('}/))6 )

with

t X
b, e (1, %) =¢<61/(TV)’ m)

and where ¢ satisfies

10+ %A,@ —e]_Tyv<€iy,x>¢ -0,
¢ (0, x) = ¢o(X).
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Then, for eacht >0, k € R4 fixed, and y € (0, 1), ay,g(t, k) converges in distribution to

20(. k) = go(x) exp(i\/ Dl . k) B, (1)),

where (B, (t)): is a standard fractional Brownian motion with,

a(0)2 e
D(Ky,k) = D(K)/) = (27[)de(2/()/ — 1) / P 20( v

Here, §2, is the surface area of the unit sphere in R, and e; € S¢~1.

This result means that the phase of the field ¢ evolves on the scale € ~'/¥) which is smaller than the one on
which evolves the phase space energy density as we will see below in Theorem 3.2. The random perturbations induce
a random phase modulation of the fields ¢ given by a fractional Brownian motion. This result shows an important
difference with the case of media with rapidly decorrelating random perturbations in time (10), for which the phase
and the phase space energy density evolve on the same scale € ~! [10].

Let us note that the scale of evolution of the random phase is shorter in the case y > 0 than in the case y = 0, that
is € 71/ (2%) « ¢71/(2k0) « =1 This fact comes from the random perturbations which are stronger in the case y > 0
than in the case y = 0. These strong perturbations in time lead to the development of a random phase modulation
earlier than in the case y = 0. However, the scale of evolution of the phase space energy distribution is the same ¢~
in both cases, y > 0 and y =0.

3.2. Limit theorem

This section presents the main result of this paper. Theorem 3.2 describes the asymptotic behavior of the phase
space energy distribution of ¢, solution of the random Schrodinger equation (2). First, let us introduce some notations.
Thanks to (17), let r = sup, | Wo ell .2r2ay < 00,

By = {1 e L*(R*), Al 2geey < 7}

be the closed ball with radius r, and {g,,n > 1} be a dense subset of B,. We equip B, with the distance dp, defined
by

+00 1

dp, G ) =D 55|00 = 1. gn) 2oy

j=1
V(A, 1) € (B,)2, so that (B;, dp,) is a compact metric space. Therefore, (W), is a family of process with values in
(By, dp,), since [|We ()|l L2r2ay = | Wo.ell L2 (24

Theorem 3.2. The family (We)ee(o,1), solution of the transport equation (15), converges in probability on
C([0, +00), (B,,dp,)) as € — 0 to a limit denoted by W. More precisely, VT > 0 and Vn > 0,

tim P(* sup s, (We(t), W) > ) =0.

e—>0 te[0,T

W is the unique weak solution uniformly bounded in L*(R*?) of the radiative transfer equation

IW +k- VW =LW, (18)
with W (0, x, k) = Wy (x, k). Here, L is defined by
Ew(k)=/dpa(p—k)(¢(p) —9(k)), (19)
with ¢ € C®(R?) and, where
o(p) = —nolP) (20)

@2m)?g(p)
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Here, Cj° (R?) stands for the infinite differentiable functions with compact support. Let us precise that W is a weak
solution of the transfer equation (18) means that

t

(W), )2 ey = (Wo, ) p2gay — /(W(s), k- Vih + L1) 5 gay =0,
0

V¢ >0 and VA € C°(RY).

The topology generated by the metric dp, is equivalent to the weak topology on L%(R?) restricted to B,. We cannot
expect a convergence on L2(R??) equipped with the strong topology. In fact, the following conservation relation
| We @)l 2(m2dy = [|W0,ell .2 (r2¢y cannot be satisfied by the limit W. Moreover, let us note that the Wigner distribution
We is self-averaging as € goes to 0O, that is the limit W is not random anymore. This self-averaging phenomenon of
the Wigner distribution has already been observed in several studies [5,7,8] and is very useful in applications.

The proof of Theorem 3.2 is given in Section 7 and is based on an asymptotic analysis using perturbed-test-function
and martingale techniques.

Eq. (18) describes the asymptotic evolution of the phase space energy distribution of the field ¢ solution of the
random Schrodinger equation (2). The nonlocal transfer operator £ defined by (19) describes the energy diffusion
caused by the random perturbations, and the transfer coefficient o (p — k) describes the energy transfer between the
modes k and p.

Let us note that the result of Theorem 3.2 does not depend on whether [ dpo (p) is finite or not. In other words,
the radiative transfer equation (18) is valid in the two cases, slowly and rapidly decaying correlations in time (10).
Consequently, the phase space density energy distribution evolves on the same scale € ! in both cases, rapidly and
slowly decaying correlations in time. However, as we will see in Section 4, the solutions of these equations in the two
cases behave in different ways. As it has been discussed in Section 2.2, in the case of rapidly decaying correlations
in time (10), that is [ dpo (p) < 400, the radiative transfer equation (18) has the same properties as in the mixing
case addressed in [9]. In the case of slowly decaying correlations in time (10), that is f dp o (p) = 400, we observe
a regularizing effect of the solution of (18) which cannot be observed in the case of rapidly decaying correlations in
time. As we will see in Theorem 4.1, the unique solution W of (18) is actually the unique classical solution of (18).

Let us note that the case y = 0 leads to much more difficult algebra than the cases y € (0, 1). More precisely,
following the proof of Theorem 3.2 we show for y = 0 the tightness of the family (W), solution of (15), and show
that all the subsequence limits are deterministic weak solutions of the same transport equation (18) with now

k2_ 2
Lo(K) =/dpo<p—k, %

)(w(p) — (k)
with

2g(p) Ro(p)
Q2m) (g(p)? + @?)
However, it is difficult to show the weak uniqueness of the limiting transfer equation in the slowly decorrelating case.
First, the technique used in the proof of Theorem 3.2 to show the weak uniqueness leads to very difficult algebra.
Second, it should be possible to use the techniques developed in [13]. This kind of techniques use a lower and an
upper bound of ¢ in terms of |k — p|~“*+? However, we just have an upper bound of this form. Nevertheless, we
think that the transport equation obtained in the case y = 0 is still weakly well posed.

o(p,w)=

4. Regularizing effects of the radiative transfer equation (18)

In this section we investigate the regularizing effect of the radiative transfer equation (18). We show that the solution
of (18) becomes instantaneously a smooth function, that is upon ¢ > 0, despite the nonsmoothness of its initial data.

Theorem 4.1. Let Wy € L2(R2) and W be the unique weak solution of the radiative transfer equation (18). Then,
under (13) and ¥ty > 0, we have

We c°<(0, +o0), [ Hk(R2d)> NL™ ([ro, +o0), [ Hk(R2d)>,

k=0 k=0
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so that we also have
W e C°((0, +00), C®(R*)) N L= ([to, +00), C*(R*)).

Moreover, W is given by

W(t,x,k) = / dydqe' ®YHR D elo eV @ [y g 4 1y),

(27'[)2”1

where

lJf(q)=/dpo(p)(e"""'— 1). 21)

In Theorem 4.1, H*(R?) stands for the kth Sobolev space on R??. The proof of Theorem 4.1 is given in Section 8.
This result is an important consequence of the slowly decaying correlation assumption in time (11) and cannot be
observed in the case of rapidly decaying correlations in time (10). Theorems 3.2 and 4.1 lead us to the following
corollary.

Corollary 4.1. The family (We)ee(0,1), solution of the transport equation (15) with Wy € L2(R2), converges in prob-
ability on C([0, +00), (B,,dp.)) as € = 0 to a limit denoted by W, which is the unique classical solution uniformly
bounded in L*>(R??) of the radiative transfer equation

OW+k-VxW =_LW, (22)
with W (0, x, k) = Wy (X, k), and where L is defined by (19).

Thanks to the long-range decorrelation assumption in time (13), the limit obtained in Theorem 3.2 in not only a
weak solution of the radiative transfer equation (18) but also a classical solution. In Section 5, we give an explanation
of this regularizing effect using a probabilistic representation of the solution of (18) in term of a Lévy process with
jump measure o (p) dp.

5. Probabilistic representation

In this section we discuss the probabilistic representation of the solution of the radiative transfer equation (18) in
term of Lévy process. A Lévy process is a stochastic process with independent and stationary increments. We refer to
[4,35] for the basic properties of the Lévy processes. A particular property of these processes is that they are entirely
characterized by their characteristic exponent ¥ defined by E[¢!911] = ¢ =¥ @ For instance, there exists a Lévy pro-
cess associated to the generator (19) and for which its characteristic exponent is given by ¥ (q) = f dpo(p)(eP9—-1).

Proposition 5.1. Let W be the unique weak solution of the radiative transport equation (18) with initial datum Wy €
LZ(RM). Then, there exists a Lévy process (L;); >0 with characteristic exponent (21) such that Lo =0, and

t

W(t,x,k):E|:Wo<x—tk—/Lsds,k+Lt>:|.

0

According to Theorem 4.1, the unique classical solution W of (22) is uniformly bounded in L*(R?).

The proof of Proposition 5.1 is given in Section 9. According to (21), the Lévy process (L;); is a pure jump process
with jump measure o (p) dp. Therefore, because of the long-range correlation property (13) the jump process (L;);
has infinitely many small jumps. This last property of the symmetric process (L;); is the key to show the regularizing
effect of the radiative transfer equation (18). In fact, according to [34, Proposition 1.1] L; has a smooth bounded
density, which permits to obtain smoothness to the variable k. Moreover, the transport term in (18) permits to transfer
the smoothness of the variable k to the variable x. The probabilistic representation of the solution of (18) presented in
Proposition 5.1 will be useful in the proof of Theorem 6.1.
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6. Fractional radiative transfer equation

The goal of this section is to give an approximation of the radiative transfer equation (18). This approximation
permits to get a simpler radiative transfer model and derive an explicit formula of the solution, from which one can
easily extract the exponent of the decaying power law.

The nonlocal effect of £, defined by (19), is characterized by the support of the transfer coefficient o (p) defined
by (20). The extension of this support is tantamount to the extension of the nonlocal effects of the transfer operator L.
In this section, we are interested in what does the radiative transfer equation (18) look like if the support of the transfer
coefficient increase?

Let us recall that the transfer coefficient is given by

opy = 2RO® 2
@n)fg(p)  @n

which is the power spectrum of the two-point correlation of the random potential V' at frequency 0. In order to study
the impact of the extension of the support of o (p), let us consider the power spectrum given by

2 t+s X+y sy —ipx d+6
N(p) — A p —
o'l(p) = QA7 /IE[V( 7 1 )V(n, n)]e dxdt =n""o(np). 23)

Here, the parameter n represents the extension of the support of o”(p), and therefore the extension of the nonlocal
effects of the corresponding transfer operator £" as n goes to 0. Let us remark that this scaling corresponds to the
long space and time diffusion approximation of the radiative transfer equation (18).

In this paper, we have assumed (13), which means that the transfer coefficient behaves locally at O like the transfer
coefficient of the fractional Laplacian —(—A)?/ 2. Thanks to the scaling (23) this local behavior becomes global as
shown in Theorem 6.1. In fact, using (13) we have

X R(0,p) = @y / E[V(+s,x+y)V(s,y)]e P¥dxdt,

d . n _ o

Moreover, let us assuming that 1/?\() is bounded on each compact of R4 \ {0}, we also have

0<o(p) < Vp € RY\ {0} (25)

|p|d+9 ’

with C > 0.

Theorem 6.1. Let us assume that 1,3\0 is bounded on each compact of R \ {0}. Then, we have
VWo € L*(R*) and vt > 0, 111% W(t,x, k) = W, x, k)
]’]‘)
pointwise and weakly in L*>(R??). Here, W" is the unique classical solution uniformly bounded in L*(R*?) of the

radiative transfer equation (18) for the choice o = o' defined by (23), and W is the unique weak solution uniformly
bounded in L*(R*) of the following radiative transfer equation

AW 4+ k- VyW® =—a(0)(—AKZW>®, W0, x, k) = Wy(x, k). (26)
Here, (—Ay)?/? is the fractional Laplacian with Hurst index 6 € (0, 1), and

_00I'(1-6) 6
0(9)_7(27101) /dS(u) e - ul
§d—1

withe; € SV and I' (z) = f0+oo t'=2e~" dt. Moreover, W™ is given by the following formula:

W, x, k) =

@r) f dydqe! ¥V Ol el gy, g 4 ry). @7
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The proof of Theorem 6.1 is given in Section 10 and uses the probabilistic representation obtained in Proposi-
tion 5.1.

Eq. (26) is an approximation of (18) when we extend the nonlocal effect, and it permits to get an explicit for-
mula (27) of its solutions. This formula permits to exhibit a damping term, which means that the phase space energy
distribution decays with respect to time. Moreover this damping term obeying to a power law with exponent 6 € (0, 1).
In wave propagation such a kind of result has been already obtained for the wave equation in one-dimensional propa-
gation medium [22], and physical models involving fractional Laplacian have been proposed to predict such a power
law [15].

Regarding the regularity of W we can prove the following proposition in the same way as Theorem 4.1. This
result states that the unique solution of (26) W is actually a smooth function which is the unique classical solution
of (26).

Proposition 6.1. Let Wy € L*(R%?) and W™ be the unique solution of the radiative transfer equation (26). Then,
Yto > 0, we have

W™ e CO<(0, +o00), [ Hk(]RZd)> nL*® ([;0, +o0), [ Hk(RZd)>,
k=0 k=0
so that we also have
W € C%((0, +00), C*(R*)) N L*®([19, +00), C*®(R*?)).
Then, W is the unique classical solution uniformly bounded in L*>(R??) of the radiative transfer equation

GWE +Kk-VyW® =—50)(—A)PW>®,  W>®(0,x, k) = Wy(x, K).
7. Proof of Theorem 3.2

The proof of Theorem 3.2 is based on the perturbed-test-function approach [14]. Using the notion of a pseudogen-
erator, we prove tightness and characterize all subsequence limits.

Using a particular tightness criteria, we prove the tightness of the family (We)ee(o,1) on the polish space
C([0, +00), (B,, dp.)). In the next section, we characterize all subsequence limits as weak solutions of a well-posed
radiative transfer equation.

We have the following version of the Arzela—Ascoli theorem [11,25] for processes with values in a complete
separable metric space.

Theorem 7.1. A set B C C([0, +00), (B,,dp,)) has a compact closure if and only if

VYT >0, lim supmr(g,n) =0,
n—0 g€B

with
mr(g.m)= sup dp(g(s).g(1)).

(s,0)€[0,T1?
[t=s|<n

From this result, we obtain the classical tightness criterion.

Theorem 7.2. A family (P€)cc(0,1) of probability measure is tight on the polish space C([0, 4+00), (B,, dp,)) if and
only if

VT >0, 7">0 lim sup P(g; mr(g.n)>n")=0.
=0 (0,1

From the definition of the metric dp, , the tightness criterion becomes the following:
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Theorem 7.3. A family of processes (X)cc(0,1) is tight on the polish space C([0, +00), (B,, dp,)) if and only if the
process ((X€, 1) 12(rd xd))ee(,1) is tight on C([0, +00), R), VA € L?(R*?),

This last theorem looks like the tightness criterion of Mitoma and Fouque [33,21].

For any A € L2(R*), we set We,,. (1) = (We (1), 1) 12(g2dy. According to Theorem 7.3, the family (We)e is tight
on C([0, +00), (B,,dp,)) if and only if the family (W¢ ;). is tight on C([0, +00), R), VA € L?(R??). Furthermore,
(We)e is a family of continuous processes. Then, according to [11, Theorem 13.4], it is sufficient to prove that,
YA € L2(R??), (We;)e is tight on D([0, +-00), R), which is the set of cad-lag functions with values in R. Finally,
using that the process W¢ is a process with values in B, and that the set of all smooth functions with compact support
in R?4 is dense in L%(R??), it is sufficient to show that (We,)e is tight on D([0, +00), R), VA € C° (R%).

7.1. Pseudogenerator

We recall the techniques developed by Kurtz and Kushner [28]. Let M€ be the set of all F€-measurable functions
f () for which sup; <7 E[l f(®)|] < 400 and where T > 0 is fixed. Here, F; = ./—"t/elﬂ/ and (F;) is defined by (4). The
p-lim and the pseudogenerator are defined as follows. Let f and f¥ in M€, Vv > 0. We say that f = p-lim, fV if

stupE[|f”(t)|]<+oo and gi_rR)EHf”(t)—f(z)H:O, vi.

The domain of A€ is denoted by D(A€). We say that f € D(A€) and A€ f = g if f and g are in M€ and
[Ef[f(t +o)l - f0)

p- lim

v—0 v

- g(t)} =0,

where Ef is the conditional expectation given ;. A useful result about pseudogenerator A€ is given by the following
theorem:

Theorem 7.4. Let f € D(AF). Then
t
M0 =10~ 10 - [ A fadu
0

is an (F; )-martingale.
7.2. Tightness
Proposition 7.1. VA € C3°(R??), (We,3)ee(0,1) is tight on D([0, +00), R).

Proof. According to [28, Theorem 4] and because W is a process with values in 3,, we need to show Lemmas 7.2
and 7.4 below. Throughout the proof of Proposition 7.1, let A € Cgo (Rz‘i), f be a bounded smooth function, and

fo @) = f(We i (1)).
Lemma 7.1. VT > 0,
2
E[ sup ||£€)»(t) ”LZ(RM)] < +00.
1€[0,T]

Proof. First,
1/2

2
2 1 ~( t .
Hﬁek(l)“Lz(Rz(i> < W / du/dxdk‘/V(EH_V,dp>elpx/€p.Vk)n(X,k+Mp) .
~12

Let us fix x, Kk, and u. Let
D1axku(®) =eP¥p - VA, K + up). (28)
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Itis clear that ¢ ; x k.u € H. Consequently, V| = (f/\, . x.k,u) ', 18 centered Gaussian process with a pseudo-metric

m1 on [0, T'] given by
—E| (v w2 W1
my(t,s) = 1 prEeTl 1 pE=y .

~ r—s
mi(t, s) < 2sup|Vih(x, k)|2< f dpRo(P)g(P)lpI2> |51+y|’ V(t,s) €0, TP,
x.k

Then,

and
diani, (10.71) <2 [ Ro(wIpP[Vicix. -+ up) .

Here, diam,,, ([0, T']) stands for the diameter of [0, 7] under the pseudo-metric m. According to [2, Theorem 2.1.3],

we have

diam,, (10,71)/2
v t
e

2 2
}gk( / Hl/z(r)dr)

0

01 (x,k,u) 2
/ T
S Cl( / ln(czrzelw)dr) ’
0

where H(r) =In(N(r)), and N(r) denotes the smallest number of balls, for the pseudo-metric m 1, with radius r to
cover [0, T']. Moreover, 0] is given by

IE|: sup
1€[0,T1]

- 2
0 (x, K, u) =2 / Ro(®)IpI*| VA (x, k + up)|”.

2
T
/dxdk( ln(CQrZE—H_y> dr) < +00,

since Ry and A have a support included in a compact set, and that concludes the proof of this lemma. 0O

Consequently,

61 (x,k,u)

Thanks to Lemma 7.1, we can use the notion of pseudogenerator introduced in Section 7.1. Therefore, we have

1
A f5 (1) = f1(Wea (1)) [WE,M () + —(We @), Le (r)x>Lz(R2d)] (29)
€

HTV
where L. is defined by (16), and
A (X, K) =Kk - VxA(x, K). (30)

Let us remark that (29) blows up as € goes to 0. The goal of the perturbed-test-function method is to perturb the
test function f§ using small perturbations, so that the pseudogenerator applied to the test function with its correctors
does not blow up anymore. Let us introduced the first corrector of the test function f, which allows us to prove the
tightness of (W)e,

1
i@ = Tyf’(Wg,x(t))/dxdk We(t, x, k)

€ 2

+00 Soou
X f U= k/€ pipx/ e /—V(el—ﬂ’(.lp) A x,k—B —A x,k+B du.
(2m)di 2 2

t
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Lemma 7.2. VT > 0, and n > 0

limIF’( sup | ff(0)|> 77) =0, and limsupE[|ff(0)|]=
€ 0<t<T € 120

Proof. Using (5), we have

FE@0) =€ F (Wer ) We @), L1.620)), 220,

with
1 V(s.dp)
L1 At %K) = / 7P x5 (xk—P) —a(xk+2)). 31)
' @2m)4i | g(p) —ie’k-p 2 2
Lemma 7.3.
2
IE[ sup ||£1,€)L(t)||LZ(R2,,)]<+oo
1€[0,T]
and

ty

hmETE[ sup ||£1s€)‘(t)”i2(R2d)]=0‘
te[0,T]

€

Proof. Here, we use the same argument as in Lemma 7.1. First,

172
2
elt+y? in-
210 a0 < s | du/dxdk‘/—el”/fpvkx(x,kﬂp)
®) S (o )d P) —ie’k
i agp 1Y
Let us fix x, k, and u. Let
eip~x/e
D25 x.ku(P) = mp - VA (X, Kk + up). (32)

According to (12) ¢2 x k. € H. Consequently, V, = (\7, 2.5, x.k.u)H # 1s centered Gaussian process with a pseudo-

metric my on [0, T'] given by
_E| (v~ n(— )17
ma(t,s) = N )~ 2\ aw .

g(p)lplz) |t —s]
g?(p) ) etr’

Then,

Y(t,s) €0, T,

m3(t,s) < 2supyvk,\(x K| </dp1?0(p)

and

diam;, ([0, T1) <2 / Ro (p

Here, diam,,, ([0, T']) stands for the diameter of [0, 7] under the pseudo-metnc m>. According to [2, Theorem 2.1.3],

we have
5 Gz(xku)
t /
V2<€1—+}/) } ( ln C2 2 [y dr) ,

922(x,k,u)=2/R0( )

IE|: sup
1€[0,T1]

where

peTes )\ka(x k+up)|
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O (x,k,u) 2
/ T
/dxdp( 11’1<C2r2€—1+y>d7’) < 400,
0

since k\o and A have a support included in a compact set, and that concludes the proof of Lemma 7.3. O

Consequently,

Then, the proof of Lemma 7.2 is a direct consequence of Lemma 7.3. O
The following lemma is a consequence of Lemmas 7.3, 7.5, and 7.6.

Lemma 7.4. VT > 0, {A°(f5 + f{)(t),€ €(0,1),0 <t < T} is uniformly integrable.

Proof. First, let us show that we can compute the pseudogenerator at f; + f|, afterward we will see why we have

the uniform integrability.

Lemma 7.5.

SU.p E[H‘CG(‘CI G)\'(t))(t)”LZ(]RZd)] < +00.
€€(0,1)

Proof. We have

Le(L1,er@)(,x, k)_// ( vy dp1>\7< " dpz) i(p1-+p2)-x/e
O (ORI )
g(p2) —ie”(k—5) - p2 2 2 2 2

1 pr P2 P P2
— K+ 2L_P2Y) Gk BL P2 ) )
9(p2)—i€y(k+p71)~pz< ( 3 2) (X o 2)))

E[V(t1,dp1)V (62, dp2) V* (13, dp3) V* (14, dps) |
= )™ Rty — t2, pOR(t3 — 14, p3)8(P1 + P2)8(P3 + P4)
+Q)* R(t1 — 13, p1)R(t2 — 14, p3)8(P1 — P3)8(P2 — P4)
+Qm)XR(t) — 14, p)R(12 — 13, 3)8(P1 — P4)5 (P2 — P3).

Then, using the smoothness of A and (12), we obtain

Let us note that

B L (L1.20) 0 |22 < € [ [ dprdp2 Rooo R

X

( LT sup|VkA(X k)| +

2
T L spl p%acx. ]

Ip2 |P2|

a(p2)? «

|
(
<|P1||p2|
(S

X

sup\vkx(x K)| +3 sup” D*A(x,K) ”)

1
SUE|VX)»(X» k)| + ﬁ(|p1||pz| + |p2| )suEHDzA(x, k) ||)

Ip1llp2/?
_l’_
g%(p2)

1
sup|VxA(x, K)| + ——(Ip11Ip2| + [p21?) sup|| D?A(x, k) ||)
x.k g(p2) x.k

2

(33)
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[p2llp1 1 ) ) )}
2o Sup|VxA(x k)| 4+ — + D*r(x,k
><< pre S,ff' WX, K))| s P21lpil + 1Pl )il,lf” x K|

< 400,

since A and k\o have a support included in a compact set. That concludes the proof of Lemma 7.5. O

Lemma 7.6.

sup E[Hce)"([)”iZ(RZd) X Hﬁl,e)h(f)”iz(de)] < +00.
€c(0.1)

Proof. This result follows from the temporal stationarity of the process (v(t, -))¢. We have
2 2
E[[|£er) ”LZ(Rded) X | L1.er() HLZ(Rded)]
172 172

< / / dxi dk; dx; dk, / du, / s BJ[(T (/7). b1ms ks ag 30 P T4 ), 820 mskoishi )]
S Sip
12 12

<//dx1dk1dxzdk2 / du / du(B[|(V(e/€"7). drx ke )y 201

—1/2 —1/2

X (E”(V(t/el—ﬂ/)a ¢2’)"X2’k2’u2)H/,’H }4])1/27

where ¢1 5 x k.« and @2, x k.« are defined respectively by (28) and (32). Moreover,
E[|(V(t/€™7). ¢t 3 341 = 3BV O $1axkalsy 30T

2
o 2
<3“Ro(p)|p|2|vkx<x,k+up)| ] < +o0,
and thanks to (12)

E[|(V(t/€1+y)7 ¢2,)~,X1,k1,u1>H/’fH|4] = 3E[|(V(O), ¢2,A,X,k,u)H/’H |2]2
2 2
g3[/Ro(p)|2’;||vkx(x,k+up)|2} < +o0.
g°(p)

That conclude the proof of Lemma 7.6, since A and §0 have a support included in a compact set. O

Consequently, thanks to Lemmas 7.3, 7.5, and 7.6, we know that A€(f; + f{)(¢) will be well defined. Let us
compute A€ f to show that the corrector f; provides the appropriate modification to A€ f;, that is A°(f5 + f1)(?)
does not blow up anymore as € goes to 0. We have,

fia+o) = {0 _ mr f'(Wealt+v) - f/(We,x(t))<
v v

We(t +v), L1t + v))L2(R2d)

4y We(t +v) — We(t
+e ngf/(We,x(f))< (V) e(),cl,em)>
v LZ(RZd)
L1 eA(t — L1 At
+€1+2Vf/(We,A(l))<Ws(l), LM D) — e ()> , (34)
v LZ(]RZ‘])
where L1 A (¢) is defined by (31). Using the continuity of W, and £; (A in addition to
o Wet+v,x, k) — We(t,x, k 1
im < VWX Ve )+ g LW, (35)
€ 2

where L is defined by (16),
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S et +0) = f'(Wea) _

li
v v

1
I (Wea ) [Wm (1) + —5 (We(®). Le (r)x>Lz(sz,)},

T
where A is defined (30), and

Ef[L1,eA@ +v)] = L1,A (1)
v

V(= /et _
_ 1 / V(eu.y,dp) v (o (xk—P) Zafx ks 2)) a(pv/e 1
@m)di | g(p)—ie’k-p 2 2 v

thanks to (5). Consequently, transferring the term k - Vx obtained in (35) on £ (A () coming from the second line
of (34), we have

AFE(0) = = A f5 () + f (We () [We, (1) + (We (D), Le(L1,eA0)(0)) 220, ]
+ [ (Wer ) (We (1), L1,eA(0)) 2 gaa (We (1), LeAD)) 220
so that
A(fS + 1) = [ (We @) [Wery (1) + (We0), Le(L1,e10) () 220 ]
+ [ (WerO)[We (@), L1,e2(0)) 2520 (We (1), L)) 2 goay
and sup, , E[|A(f5 + ff)(t)|2] < 4o00. That conclude the proof of Lemma 7.4 and then the proof of Proposi-
tion7.1. O

7.3. Identification of all subsequence limits

To identify all the subsequence limits of the process (W), we show that all such limit processes are a weak solution
of a deterministic radiative transfer equation. Let us note that in this case all the limit processes are deterministic. This
fact means that the convergence also holds in probability. In the next section, we will see that this transport equation
is well posed. In particular, this will imply the convergence of the process (W), himself to the unique solution of the
radiative transfer equation.

Proposition 7.2. Let W be a accumulation point of (W¢)e. Then, W is a weak solution of the radiative transfer
equation

W +Kk-VxW =LW,
with W (0, x, k) = Wy (x, K). Here, L is defined by

Lo®k) = f dpo(p—K)(0®) — (k) = / dpo () (p(k +p) — p(K),
Yo € CO(RY), with

2Ro(p)

7P = )

Proof. In this proof we use the following notation
P @ ¥ (x1, ki, x2, ko) = o(x1, k) ¥ (x2, ko).
Let

50 = 80 f (We i 0)(We0). Hy e(O)) 2 g0y + 02 F (Wer (0)(We(0) @ Wet), Ha.e (0) 2 gaa-

where
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+o00
1 . ,
=— (P1+p2)x/€ i (u—1)(P1+P2)-K/€
H(t,x,k)= P / du // ol (P1 P2 ol 1+p2
t

x (ES[V (u/e™7, dp1)V (u/e', dp2)] — E[V(0,dp1)V (0, dp>)])

1
X |: - B (A(x,k pi_ Q) A(x,k— Pi + pz))
g(p2) —ie”(k—5) - p2 22 22

1 P P2 p1 pz))
- k+ 2 P2 (xke 2L :
g(pz)—iev<k+%‘>-p2< (" T3 2) ( MY

and

1
ie’Ky - p1

00
1 . . )
H (t,%x1, k1, %0, k) = ——— / du // e/ P1X1/€ piP2Xa/€ i (u—1)(p1-Ki+P2-ka)/€
€ (27‘[)2d12 ) Q(Pl) _

x (EE[V (u/e™*”,dp1)V (u/e' , dp2)] — E[V(0,dp1)V (0, dp2)])

However, according to (6)

~ t -~ t ~ ~
Ef[\/(u + A v<u + 5 dp2>] —E[V(0,dp)V(0,dpy)]

~ 1
— ,—(g(PD+g(P2)u
—=e v<61+7’

) < = dp2> — 2m)?e 2PV Ry (1) (1 + P2).

and

5[V (1 + o) 7 (w2 )| - (70,00 70,9

~ t ~ ~
=e<9<l’l>+g<l’2”“v<—1+ ,dp1>V*( 1 dpz)—(zmde29<P1>“Ro<p1>8<p1—pz).
elty +y’

Consequently,

f5 @) =€V [0, f (Wer () (We(0), Hi e (1)) 2520, + 05 f (We s (D) We (0) ® We (1), Hae (1)) gaar ]
(R=) (R*)

where

7 1 AL (s )1+
Hl,E(tvka):W/fV(t/e Vvdpl)v(t/e y,dPZ)

el (P1+p2)-x/€

@@ + a(p2) — i€’k - (p1 + p2))

1
g(pz)—ley(k—y)pz 22 2 2
1 P P2 PL | P2
- Mxk+ 2 P2 (ke 2
Q(Pz)—iéy(k+p—2l)~P2< ( T2 2) < o 2))}

1 RO(P)|: 1
d Ax, k) —A(x, k—
+(2”)"/ P20p) g(p)+iey(k_g).p((x ) —A(x,k —p))
1
o) +ie’k+5)-p

(A(x, k+p) — A(x, k))],
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and
- 1 — —
H2£(l‘,X1,k],X2,k2): W//V(t/€1+yadpl)V(l/Elﬂ/sde)
eiP1X1/€ pipaXa/€
X
(g(p1) — i€k -p1)(g(p1) + 9(p2) — i€’ (k1 - p1 + K2 - p2))
X <K<X1,k1 - %) —?»(X1,k1 + %>><X<Xz,k2 - %) - (X ky + p22>>
1 Ro(p)gtp(m —Xp)/€
+ e | @
2y | Pl —ierk; -p)2g(p) — i€’ (ki —ka) - p)
p p p p
A ki—=)—2 k — A k =X ko—=1]).
><< (Xl, 1 2) (Xl, 1+2>>< <X2, 2+2) <X2, 2 2))
Lemma 7.7.

supE[| /5 (0[] = O("7).
t>0

Proof. In the same way as in Lemma 7.5, using (12), (33), the smoothness of A, and that A and 1/3\0 have a support
included in a compact set, we have

SSFE[||I:ILGU)”§R”] //dpl dp: Ro(Pl)Ro(pz)[( |( |)3 sup|V A, K)| + |2p(1| )sup||D2A(x k)||)
( '; '3) sup|V (%, K)| + |p2| )Sup||D2A(x k)||>
# (st 301+ (G * g0l
(- (L) )
P

< 400,
and

Ip11%Ip2)?

~ 2 —~ —~
SEUIPE[” Hz,e(t)||LR2d] < C// dpidp2 RO(PI)RO(Pz)m

sup| Vi A(x, k)}
That concludes the proof of Lemma 7.7. 0O

Consequently, following the steps in Section 7.2 to compute A€ (f; + f17)(¢) but using (6) instead of (5), we get
A5 + 1+ 15) 0 = 80 f (Wer D) [Wen, (1) + (We @), G1e) 2 goay ]
+ 05 f (We s ) (We®) @ We(®), Ga,eh) 2 gaay + O(H772), (36)

where

1 ~ 1
Gl cA(x,k) = —W/dpRo(p)[g(p) i &=1D) 'p()»(x,k) —A(x,k—p))

1
o) —ier(k+B)p

(Ax. k+p) — A(x, k))],
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1 (p) Ro(p)eP x1—x2)/e
Goer(x1, ki, X2, k) = ———— /dp _TPTOD -
(2m) (g(p) —ie”ky - p)(2g(p) — i€ (k; —Kk2) - p)

X ()\(lekl - g) —/\(Xl,k1 + g))(l(xz,kz+ g) —A(Xz,kz - g))

) ip-(x1—x2)/€
G h(x1, K1, X2, ko) = —— /dp 0P Ro@)e ™™
’ e | “Plam) —ievk; p)2a@) —ie” (ki —k2) -p)

(on D)oo ) D) oo )

Let us note that in (36) the term O (e 177)/2) contains terms /4 for which sup, >0 E[lh(1)]] = O /2y,

and

Lemma 7.8.

lim | G2, A7 2 gaay + G362 172 gaa) = 0.

Proof. We will just show the result for G ¢, the proof is exactly the same for G3 .
2
[Gam s, = [ dxidxadia i ,

/dp W, (x1, X2, ki, ky, p)e’P 17X/

(R¥d) =
where

3(P) Ro(p)
(g(p) —ie’ky - p)(2g(p) —ie” (ki —ka) - p)
172 1/2
XP- / duiVir(x1, k1 +u1p) xp- / dus VA (X2, ko + usp).
-1/2 —1/2

Ve (x1,x2, K1, ko, p) =

Let us recall that ﬁo and A have their supports included in a compact set. Then,
Ro(p)|pl?
sup  |We(x1,x2, ki, ko, p) — Y(x1, %2, K1, ko, p)| <€’ C———
x1,k1,x2,ko 9(p)
with
1/2 1/2

p- / duy VkA(X1, K1 +u1p)p - / duy VKA (X2, Ko 4+ usp).
—-1/2 —1/2

Ro(p)
2g(p)

Yo(x1,x2, k1, ko, p) =

Moreover, for almost every (x1, X3, K1, k2)

lim/dp W (x1, %2, ki, kp, p)e’PX17X)/€ =
€

~ 2
by the Riemann—Lebesgue lemma, since R(p)% e L'(R?). Consequently, the result of Lemma 7.8 follows from
the dominated convergence theorem. 0O

Lemma 7.9. We have
li;n”(Gl,g — Gl))‘”i%RM) =0,

with
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Gir(x, k) = ] /dpﬁ()(p)(x(x,ker)+x(x,k—p)—2x(x,k))
@2m)d a(p)

_ 1 /dzﬂm)
@m)? ap)

(Ax,k+p) — A(x,K)).

Proof. This lemma is a direct consequence of R (p)glf—(‘;) eL'RY). O

Let f€(t) = f5 @)+ f (1) + f5 (t). By Theorem 7.4, (M. (t)); >0 is an (F; )-martingale. That is, for every bounded
n) € L2(RY)", we have

.....

continuous function @, every sequence 0 < 51 < --- < s, <s <1, and every family (1 ;) je1

t
E|:¢(Ws,uj(sj)» 1<j<n)<f6(t) — () —/Aéfe(u)duﬂ =0.

Using (36), Lemmas 7.2, 7.7, 7.8, and 7.9 we obtain that

t

My ()= f(Wa(0) — f(W(0)) — / B f (Wi.()) [ Wi, @) + (W @), G12) 2 goa |
0

is a martingale, and where A; is defined by (30). More particularly, let us consider f be a smooth function so that
f(v) = v, Yv such that |v]| < r||k||L2(de). Then,

t

mm=mm—mw—/wmeﬂwwﬁmmwj
0

is a martingale with a quadratic variation equal to 0. Consequently, M, = 0, that concludes the proof of Proposi-
tion7.2. O

7.4. Proof of the weak uniqueness of the radiative transfer equation (18)

In this section we show the uniqueness of weak solutions of the radiative transfer equation (18). To this end will
construct a good test function using an approximation £y defined by

Lyok) = / dpo (p)(¢(p +k) — ¢(k))
[p|>1/N
of L defined by

Lok) = / dpo () (e +k) — ¢(K)),

Vo € C° (R9). Ly is an approximation of £ with a finite scattering coefficient flp\> 1/N dpo(p). As we will see Ly
is a well-suited approximation of £ to construct a test function which enables us to show the weak uniqueness of the
transfer equation.
Proposition 7.3. Let ) € Cj° (R??). VN > 1, there exists a unique solution Wy of the radiative transfer equation
aWn (@, x, k) =k VxWy(t,x,k) + LyWy (1, %, k) (37)
with Wy (0, x, K) = A(x, K), such that Wy € C1([0, +00), LZ(RM)). Wy is given by the series expansion
Wy (1, %, K) = e ¥ A (x + 1k, k)

n n n
e vy / ds<">/dp<">]‘[a(p,)/\(x+zk+Zs,-p,,k+zp,->. (38)

n>1p" ) j=1 j=l j=l
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Here, Dy, (1) = {s™ = (s1,...,5,): 0< S <s1 <t p™ =(p1,....py), and

Xy = / dpo(p).
Ipl>1/N

Let W be a weak solution of the radiative transfer equation (18) with a null initial condition. Using the test function
Wy given by Proposition 7.3, let us consider Wy (t,x,k) = Wx (T —t,x,K), for T > 0. Then, Wy satisfies

HWn(t,x,k) + k- Vs Wy (t,x,K) + Ly Wy (t,x,k) =0

with Wy (T, x, k) = A(x, K). Consequently, we have the following lemma:
Lemma 7.10. V¢t € (0, T'), we have

d
W), Wy (0) 12 aay = (W @), 8 W (1) + k- Ve Wy (1) + LWy (1)),2 )

dt
= <W(t)v (‘C - ‘CN)WN(t))LZ(R2d)‘
As a result,
T
<W(T)’ )">L2(R2d) <W(T) WN(T)>L2(R2d) = /dS(W(S)a (‘C - EN)WN(S))LZ(RL})'
0

Finally, it remains to show the following lemma:
Lemma 7.11.

Ro(p)Ip|

sup |[(£L—LNy)Wy(t G f —

Sup I MWN O g2y < s
[pl<1/N

This last lemma gives us the weak uniqueness. In fact, we know that [ dp ﬁo(p)|p| /g(p) < +o00, and then,

. Ro()Ip|

lim dp———— =

N—>+00 g(p)
Ip[<1/N

Consequently, YA € C° (R2?) and VT > 0, (W(T), A) 2 weay = 0.

Proof of Proposition 7.3. Let us rewrite (37) using the finite scattering coefficient Xy. Then, we are looking for a
solution of

aWn(t, x, k) =k - VyxWx(t,x, k) — EyWy(t, X, k) ~|—/dp0(p)WN(t,x,k+p).

This equation can be recast by integrating as follows
1
Wi (t,x,K) = e 2V A (x + 1k, K) + / ds / dpo(p)e” IV Wy (s, x + (1 — )k, k+ p),
0 Ipl>1/N
and then the series expansion (38) is obtained by induction. Let us write

Wy, x, k) =) W, %K),
n=0
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where Wy, are the terms of the series expansion (38). Using changes of variables we show that V¢ > 0, Wy (z) €
L2(R?), and

Z Sllp” er\ll () ” L2(R2d) < +00.
n>=0

Then Wy € C°([0, +00), L2(R??)). Moreover,

Y sup k- A WR O 2 gy < k- Vakll 2y + CT En 1| Vikll 2 gay < +00, (39)
250 0<IST

since k\o is assumed to be with compact support, and

> sup
n>0 '

<INl 2geay < +00. O (40)
LZ(]RZLI)

Proof of Lemma 7.10. First of all, let us note that Eq. (18) is valid for all A € CSO(RM). However, since
sup; > W)l 2ray < +00and W € C0([0, +00), (B, dp,)), we also have

t

<W(t)9 )V(t)>L2(R2d) = (W(O)v )‘(0)>L2(R2d) +/ds <W(S)v 8;)»(3‘) + k : vX)\'(S) + Ek(s))Lz(RZd)’
0

va e C1([0, T1,C5° (R??)), for which
Sl;p”)"(t) ||L2(R2d) + Sl;p“ at)"(t) ||L2(R2d) < +o00.

Consequently, we have

t
(W), W;;(z))Lz(Rw) =(W(0), W}\’,(O))LZ(RM) —i—/ds(W(s), JWN(s) + k- VxWi(s) + ch,(s))Lz(RM),
0
where W/’f, (t) = W (T —1t). First, let us note that
t
Wi (1, %, K) =/ds / dpo (e TIEVWT (s, x + (1 — 5)k, k +p),
0 [pI>1/N
so that, thanks to (39) and (40), we obtain
Z sup |9, Wy ]| L@yt Z sup |k VxWp (1) HLZ(RM) < 400.
n>0 VSIS n>0VSIS

Moreover,

1
LWy (1, X, k):/dpcr(p)/dupVkW,’f,(t,x,k—i—up),
0
and then

Ro(p)Ip|
> sup ||LW,’¢(¢)||L2(RM)</dp—(Tuvx/\an(Rw)+||vk,\||L2(R2d)) < +o0.
1 0<IST g(p)

Consequently, we obtain the desire result
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t
(W@, Wy ()2 g0y = (W (©0), Wy (0)) 2 gay + f ds (W (s), 8 W (s) + K- Vs Wy (5) + LWN (D)()) 2 sy

0
t

— (W), Wy ()2 s, + / ds (W), (£ = LWy @)oo O
0

Proof of Lemma 7.11. We have

1
(L= L)Wt %, K) = / dpa(p)/dupovkv”vN<r,x,k+up),
Ipl<1/N 0

and then

Ro(p)Ip!

TVt 2@y + || VKA 224y ) - O
a(p) ( XA L2 (R LR ))

0<t<T
[pl<l/N

8. Proof of Theorem 4.1
First, we let us compute the solution of (18).

Lemma 8.1. VW, € L2(R%), the unique weak solution uniformly bounded in L*>(R??) of (18) is given by

t

1 . ~
W x B =0 f dydqe' *¥teo exp( / du ¥ (q+ uy)) Wo(y. q+1y). 1)
0

where ¥ is defined by (21).

Proof. First, let Wy € C3°(R*?) and let
t

Wity q= eXp( /du v(q+ uy)) Wo(y, q +1y).
0

W is the inverse Fourier transform of W. Then,
W =y VqW + W (qW,

and taking the inverse Fourier transform of this last equation we obtain that W is a classical solution, and then a weak
solution of (18) uniformly bounded in L2(R%), In fact,

||W(t)||L2(R2d) < IWoll 2 roey (42)

since

t t
exp(fdu W(q+uy)>’ =exp<—/du/dpo(p)(1 —cos(p~(q+uy)))> <1
0 0

Finally, using (42), the uniqueness of (18), and by density, we obtain that (41) is the unique solution of (18).
That concludes the proof of Lemma 8.1. O

Now, let us show the key lemma of the proof of Theorem 4.1. This lemma is a consequence of assumption (13).
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Lemma 8.2. Let u > 0 and t € 3/(2u),2/1). There exist M; , > 0 and C; g, > 0, such that ¥Y|q| > M, , and
Viyl = M;
t

exp( /d” v(q+ WY)) < exp(—Cr.0.1a1”) Lqiz iy + exp(—Cr.o.u1¥1°) 1) <putly))-
0

Proof. This lemma is a consequence of assumption (13). First, we have

t

t
/du lll’(quuuy)=—/du/a’p0(p)(1 —cos(p- (q+uuy)))
0 0

t
<—fa [ dpom(i-cop-@+uny))

0 Ipl<1/lq))
[pl<1/Cputlyl)
t

g_/du f dpo(p)|p~(q+uuy)|2-

0 Ipl<1/2lq))
Ipl<1/QutlyD)

Then,
t
2 2 2 2f3 2
/du|p'(q+u/xy)| =1p- " +u°p gy + 175yl
0

l‘2 t3 tz t2
2 2 2 2
——(I—M5>Ip-ql +<u ——u—)lp-yl +M3|p~(q+y)|

3 2
t t 1
>t(1—pu= q?+ut?p= - = y?
( M2)|P ql°+n (u3 2)Ip yl©,
e e’ R
>0 >0

since t € (3/(2u), 2/1). Consequently,
1
2 2
/du W(q+upy) <—Crpu(lp-al”+1p-yl),
0

and
t

eXp< /dullf(q+uuy)> <CXP<—Ct,M [ dpa(p)lp-q|2>1<|q|>m|y>

0 Ipl<1/QlqD
IpI<1/Qutlyl)

+ eXP<—C1,u / dpo(p)lp- Y|2>1(ql<m|y)~

Ipl<1/lq))
Ipl<1/Qutlyl)

Moreover, according to (13), there exists M, large enough so that V|q| > M; ,, and V|y| > M; ,,

t

1
eXp(/du l1’(q+uuy)) <3XP(_C1,M|Q|9 / de

0 IpI<1/2

1
+ eXP<—Cz,M|y|9 / dp—|p|d+0
pI<1/2

p

1 2>1<| 1> utly))
L 4a o
|q| qi=purly

p

y |
2 . (43)
5] ) (lal<prlyD)
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Finally, thanks to a unitary transformation on S¢~!,

dp——1p- L= /| 2ds)
——p-—|"=Cy u-v u),
b7 P iz

IpI<1/2 Sa-1

where v e S?1 is fixed. O

The following lemma shows the transport of regularity from the variable k to the variable x through the transport
term in (18). This transport of regularity is a direct consequence of Lemma 8.2.

Lemma 8.3. Let W be the unique weak solution uniformly bounded in L2(R2) of (18). We have Vt; > 0

WelL® ([n . 400), () H"(RM)>.

k>0

Proof. Lett; >0, > t;,and u > 0, such that € (3/(2u), 2/w). Then, using a change of variable, we have

| W) 3¢ oy < Cu / dydq (1gl* + lyF)elo ¥ @) |y, q + ury) [

la|=M;
|y‘>Mr.u

‘ = 2
+Cy / dydq|q[Felo ¥ @) | oy, q + pry)|

‘q|>Mt,lL
[YISMip

+Cy / dydq|y[*eo ¥ @) | Fo(y, q + pey)|
laI <My
yIZ=M;
Cas 2
+Cpu / dydq|Wo(y, q+ uty)|".

‘q|<Mt./L
[yISMip

The first and last terms are finite since Wy € L2(R%?) and thanks to Lemma 8.2. The second and third terms are finite
using (43) depending on whether q or y is bounded. O

Finally, from Lemma 8.3 we have the continuity of W.
Lemma 8.4. Let W be the unique weak solution uniformly bounded in L*(R*?) of (18). We have

W e CO<(O, +oo), [ H (RM))

k>0

Proof. Let 7; > 0 and (#,), be a sequence which converges to #;. Then, there exist N and 7y > O such that Vn > N,
1 A't, > 1y, and

[ W (t) = W (D) 374 ey < Ci / dyda (Iyl* + al*) | W (t0. y. q + 0y)[P[1 = e V@t @-om 2

= = 2
+Ck/dydq(lyl"+|q|’“)|W(to,y,q+tny) — W(to,y. q+1y)|"

Then, we can conclude from Lemma 8.3 and the dominated convergence theorem. O
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9. Proof of Proposition 5.1

First, let Wy € Cgo (RM) and let (L;); be a Lévy process with characteristic exponent ¥ defined by (21) and

infinitesimal generator given by £ defined by (19), and so that (L,); is a Markov process on Co o (R??), the space of
continuous functions which tend to O at infinity. Moreover, let us note that C(‘)’O (R¥) c D(L).
According to assumption (13), the fact that o has a support included in a compact set, and [35, Lemma 31.7], the
process defined by
'

th(x—tk—/Lsds,k—i-L;) (44)
0
is a Markov process on Cp o (R>¢) with infinitesimal generator given by
Lo(x,k) = —k - Vyo(x,Kk) + Lo(x, K).

As the result, the function defined by
t

W(t,x,k)=E|:W0(x—tk—/Lsds,k+Lt>:|, 45)

0
is a classical solution of
W +k-VW =LW.
Moreover, if p(t, dxdK) is the transition function of the Markov process ( fot Lyds, Ly),,

2
2
WO g0, = f dxdk ‘ / Wox — tk — q.k+ ) p(t. dydq)

</p(t,dydcvfdk/dXIWo(x—tk—q,k+q)|2

< I Woll 72 gy (46)

so that W is uniformly bounded in L2(R??) and is the unique weak solution of (18). However, (46) shows that (45)
can be extend to Wy € L2(R?). Then by density, (45) is the unique weak solution uniformly bounded of (18) with
Wo € L*(R%9). That concludes the proof of Proposition 5.1.

10. Proof of Theorem 6.1

First, let us recall that

sup sup|| W ()| > gaa, < Woll 220 (47)
n t=0

where W7 is the unique solution uniformly bounded in L2(R24) of the radiative transfer equation (18) associated to
a’(p).

The proof of Theorem 6.1 uses the probabilistic representation obtained in Proposition 5.1. The following proof is
in two steps. First, we prove the relative compactness of (W"),, afterward we identify all the subsequence limits. The
proof of the relative compactness of (W1), is based on the probabilistic representation obtained in Proposition 5.1,
but where (L;] ); is associated to the jump measure o (p) dp.

Lemma 10.1. V(x, k) € R??, (X"),, defined by (44), is tight on D([0, +00), R??).

Proof. To prove this lemma we will use the Aldous tightness criteria [11]. Let us begin with the tightness of (L;’) ¢
First of all, let us decompose (L), according to the size of its jumps,

L) =L+ 17" = / PN (1, dp) + / PN (1, dp),
[pI<1 [p[>1
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where N7 (t, dp) is a random Poisson measure with intensity measure o 7(p) dp. Let us note that (L,1 M, is a Lévy
process with compactly supported jump measure 0" (p)1jp|<1 dp, so that

sup sup E[|L}’"|2]<+oo,
n 0<t<T

thanks to (25) and [4, Theorem 2.3.7]. Moreover, (L,2”7), is a compound Poisson process [4, Theorem 2.3.9]. Then,
there exist a Poisson process (N;); with intensity 1 and a sequence (ZN,, of iid random variables with distribution
o1(p)1jp|>14dp, such that

N(1)

2 _ n
L"=) 7
j=0
in distribution with Zg = 0. Moreover, (N;); and (Z})),, are independent. First,

IP’( sup |L;7|2M><IP’< sup |L '7| M/2)+IP’< sup |L,2’"|>M/2).
0<I<T 0< <<T

Since
L,
L —1 f po’(p)dp
lpI<t

is a martingale, and for M sufficiently large,

L —1 f po"(p)dp‘>M/4>

IpI<1

32 L2 1 2
gW st;p]EHLt |“]+cT / de ;

IpI<1

]P’( sup |L,1’77|2M/2><IP’< sup
0<I<T 0T

according to the Doob’s maximal inequality. Moreover,

P( sup |L7] > M/2) < ZP(Z|Z” M/Z‘N(T)—n) (N(T) =n)

0T >0 \ j=0

<Y D P(1Z]| = M/@n)P(N(T) =n)
n>0 j=1

< Zn / a"(p)dpP(N(T) =n)
n20 |p|>M/(2n)
Lo,

70 [N(T)1+9]

\

Then,

1
sup]P’( sup |L;7|>M>:O<—0> as M — +oo.
n NOKILT M

Consequently, YM' > 0

Pl sup
0T

t

fL;’ds >
0

T
M)g]?( sup |L?|>M’)+P</|Lg|ds>M, sup |L|< )
0<t<T 0 0<t<T
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and then,

lim supIP’( sup |X”(t)|>M):0.
M—+o00 0<t<T

Let 7 be a discrete stopping time relatively to the filtration of (X"),, and bounded by 7. According to the stationarity
of (L?),, Yu > 0 and Vv > 0, we have

T+u
P(|X"(t + 1) — X"(0)| > v) <P(|[L"(x + w) — L"(7)| > v/2) +IP>( / |L?|ds > v/2>

T

m
< }P’(|L’7(;L)| > v/2) —HP’< /|Lg|ds > v/2>.
0
First, it is clear that VM’ > 0,

I I
P([|Lg|ds > v/2> <]P’< sup |L;7| >M/> +]P’( /|L2|ds >v/2, sup |L;7| <M/>.
0<I<T 0<I<T
0 0
Moreover,
P(|L")| > v/2) <P(|L""(w)| > v/4) + P(|L*" ()| > v/4)
16 C c \?
5o [ s [ o)) ot
lpI<] IpI<1
However, E[N (1) 1t?]1 <E[N (©)?] = 1 + ©?, so that
lim sup sup]P’(‘X”(r +wn) — X”(r)| > v) =0.
u—>0 p T

That concludes the proof of Lemma 10.1. O

Lemma 10.1 implies the relative compactness of (W"),. Now, let us identify all the accumulation points of (W"),.
First, let us denote

oo e * s
c w(k)zfdpa ®)(¢k+p) — k) and o) = Gy

We have the following lemma which shows the convergence of the transfer operator L.

Lemma 10.2. We have Vi € C°(RY),

gi_r)r})HE"k - EOO}‘HI}

(Rd) = O

Proof. This lemma is a consequence of

HC”A—E""X|\L2(RM)<C(|IAI|L2(RM)+IIVkAII)< f dplpl|o”(p) — ()| + / dpla”(p)—o‘”(p)\),
pi<! Ipi>1

and the dominated convergence theorem, because of (24) and (25). O

Now, let us consider 7, a sequence, which goes to 0 as n — +o00, and such that V(z, x, k),

lim W™ (z,x,k) = W¥(t, x, K).

n——+00
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Lemma 10.3. W (z, x, K) is a weak solution uniformly bounded in L*(R*?) of the radiative transfer equation

JW® 4+ K- VxW® = LOW™  with W (0, x, k) = Wy(x, k). (48)

Proof. First, by Fatou’s lemma, we have Vt > 0,
” W (t) ”LZ(RZd) < liH}linf” W (1) ”LZ(]RM) <l WO||L2(R2d)~
From this result, using a mollifier, and the dominated convergence theorem, we have that
V>0, lim W™(t)=W™(t) weaklyin L*(R*).
n—-+00

According to (47), Lemma 10.2, the dominated convergence theorem, and taking the limit in
t
<W77” (), A’)LZ(RZ‘I) — (W, )\')LZ(RM) - /(W"In (8), k- Vxd + ‘Cnn)‘)LZ(]RZd) ds=0
0
Vi eCye (R2?), we get the desired result. O

The following lemma concludes the proof of Theorem 6.1.
Lemma 10.4. Eq. (48) admits a unique weak solution uniformly bounded in L*(R??), which is given by (27).

Proof. First of all, let us recall the following Lévy—Khintchine formula [35, Theorem 14.14]

dp
|p|d+0

(eP1—1)=—|q°0r(1—-6) | dS(u)le -ul’,
gd-1
which give VA € C° (R%)
LZ =~ (0)(=A)?h.
To show the uniqueness of Eq. (48), let us defined

T—t
/dydqe"("‘”k'q)eXI)(—a(@) / |q+uy|9>io(y,q+(T—t)y),
0

At x, k) = @yl

with A9 € C§°(R*?), and let W be a solution of (48) uniformly bounded in L*(R??) with W (0) = 0. Then, since
D(L>®) = H? (R?), we have

T
(W(T), Ao} 2 gaay = (W(T), M(T)) o goay = / ds (W (s), 31 + K- Vxh + L2L) 5 poay =0.
0

Moreover, it is clear that (27) is a weak solution for Wy € C;° (R%). Consequently, by density of Cg° (R2) in
L2(R%), (27) is also a weak solution uniformly bounded in L2(R%?) with Wy € L2(R%?). O

11. Conclusion

In this paper we have analyzed the asymptotic phase space energy density of a solution of the random Schrodinger
equation with long-range correlation properties. The phase of a solution of the random Schrodinger equation in the
same context has been studied in [10], and the phase and the phase space energy density for the random Schrédinger
equation with rapidly decaying correlations has been studied in [6,9,10]. In the case of rapidly decaying correlations
the phase and the phase space energy density evolve on the same scale, and the asymptotic evolution of the phase
space energy density is given by a radiative transfer equation. In the other hand, for random perturbations with slowly
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decaying correlations, the phase and the phase space energy density do not evolve on the same scale anymore. How-
ever, the scale of evolution of the phase space energy density in the context of rapidly and slowly decaying correlations
are the same, and their evolutions are given by radiative transfer equations of the same form, but nevertheless with
thorough differences. In the context of perturbations with long-range correlations, a scattering coefficient cannot be
defined because of a nonintegrable singularity in the radiative transfer equation. However, this singularity is responsi-
ble to a regularizing effect on this radiative transfer equation which cannot be observed in the case of rapidly decaying
correlations. Finally, we have derived an approximation of the radiative transfer equation involving a fractional Lapla-
cian, which gives us a simpler model of phase space energy distribution which corresponds to the long space and
time diffusion approximation of the radiative transfer equation. Moreover, this model permits to exhibit a decay of the
phase space energy distribution which obey to a power law with exponent lying in (0, 1).
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