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## Résumé

Cette thèse s'articule autour de divers aspects des courbes elliptiques supersingulières, de leurs anneaux des endomorphismes et des graphes d'isogénies associés. La structure riche de ces graphes en fait un outil important pour aborder plusieurs problèmes en théorie des nombres. Dans ce document, nous étudions différentes facettes et propriétés des graphes d'isogénies supersingulières et nous exploitons leurs nouvelles applications cryptographiques. En particulier, nous décrivons les outils théoriques nécessaires pour orienter les graphes d'isogénies et caractériser leur structure. Nous introduisons une nouvelle catégorie de courbes elliptiques supersingulières orientées, au moyen d'un plongement d'un ordre d'un corps de nombres quadratique imaginaire dans l'anneau d'endomorphismes d'une courbes elliptique supersingulière, et nous obtenons les propriétés du graphe d'isogénie associé. Nous établissons un modèle de calcul qui permet de décrire une action d'un groupe de classes compatible sur ces objets et nous fournissons la description théorique et pratique de la façon dont cette action fonctionne sur les courbes, les chaînes d'isogénies et tout le graphe orienté. Comme application, nous introduisons un protocole d'échange de clés de Diffie et Hellman à base d'isogénies supersingulières orientées (OSIDH), analogue au protocole Diffie et Hellman supersingulier (SIDH) et qui généralise le protocole CSIDH.

En parallèle, nous développons la version modulaire de notre construction. Nous montrons que l'action de groupe peut être effectuée efficacement sur les séquences de points de moduli sur une courbe modulaire uniquement et qu'elle est plus susceptible d'être accéléré en imposant une structure de niveau appropriée. Dans cette direction, nous décrivons une famille de courbes modulaires efficace pour la mise en œuvre de ces idées et nous calculons les propriétés du graphe d'isogénies correspondant, à la fois orienté et non-orienté. Enfin, en utilisant des courbes modulaires avec structure de niveau, nous généralisons l'approche modulaire au protocole OSIDH et nous améliorons sa complexité.

Mots clés: courbes elliptiques supersingulières, anneaux des endomorphismes, graphes d'isogénies, courbes modulaires, actions de groupes de classes, orientations.

## Abstract

This thesis revolves around various aspects of supersingular elliptic curves, their endomorphism rings and associated isogeny graphs. The rich structure of these graphs makes them an important implement for approaching several computational problems in number theory. In this document, we study different facets and properties of supersingular isogeny graphs and exploit their potential new cryptographic applications. In particular, we describe the theoretical tools necessary to orient isogeny graphs and characterize their structure. By means of embeddings of quadratic orders in the endomorphism ring of supersingular elliptic curves, we introduce a new category of oriented elliptic curves and derive properties of the associated isogeny graphs. We establish a computational model which permits one to describe a compatible class group action on these objects and provide the theoretical and practical description of how this action works on curves, chains of isogenies and the entire oriented graph. As an application, we introduce an oriented supersingular isogeny Diffie-Hellman protocol (OSIDH), analogous to the supersingular isogeny Diffie-Hellman (SIDH) protocol and generalizing the commutative supersingular isogeny Diffie-Hellman (CSIDH) protocol.

In parallel, we develop an explicit modular version of our construction. We show that the group action can be carried out effectively solely on the sequences of moduli points on a modular curve and is further amenable to speedup by imposing a suitable level structure. In this direction, we describe a suitable family of modular curves and derive the properties of the corresponding covering isogeny graphs, both oriented and non-oriented. Finally, by introducing the use of modular curves of higher level, we expand and improve the complexity of the modular approach to the OSIDH protocol.

Keywords: supersingular elliptic curves, endomorphism rings, isogeny graphs, modular curve, class group actions, orientations.
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## Introduction

In this thesis we study the theoretical and practical aspects of supersingular isogeny graphs, which constitute the main objects of study; we introduce tools to orient them and exploit the potential of the new augmented graph by developing new cryptographic applications.

## Isogeny graphs

Isogeny graphs, whose vertices classify isomorphism classes of elliptic curves and whose edges denote isogenies of a given degree, are combinatorial objects encoding properties of elliptic curves and relations between them. These graphs represent a powerful tool in theoretical and computational number theory due to their remarkable properties. They permit one to study elliptic curves not only by themselves but also as part of a much richer structure where they are put in relation with the others.

Abelian varieties and the isogenies between them have been known and studied since the beginning of the 19th century thanks to the work of Abel and Jacobi. They showed how to associate an abelian variety to any algebraic curve and obtain a group law on their set of points. In case of elliptic curves, this abelian variety - called the Jacobian -- is isomorphic to the curve itself and therefore we obtain an additive group directly on its points. Isogenies are maps that preserves this structure. During the last two centuries many important contributions to the theory of abelian varieties and isogenies came from great mathematicians such as Weierstrass, Dedekind, Kronecker, Riemann, Weil, Cartier, Mumford, Serre, Tate and Grothendieck. Although the idea of isogeny graphs was already present, it was not until the development of computer algebra and the consequent rise of interest in effective algorithms and methods that their structure became a central object of investigation.

Isogeny graphs come in two distinct categories: ordinary and supersingular. The latter was first studied by Mestre [Mes] and Pizer [Piz3] who proved important combinatorial and connectivity properties of these graphs. In his thesis, Kohel [Koh1] dealt with the ordinary case; he described the ordinary isogeny graphs and used the information to provide an effective method for computing the endomorphism ring of an ordinary elliptic curve. In the same document, he also introduced graph theoretic algorithms for the supersingular endomorphism ring. Fouquet and Morain [FM] eventually expanded on the work of Kohel and introduced the terminology volcano still in use today to describe an ordinary isogeny graph.

At a first glance, the difference between ordinary and supersingular isogeny graphs is that while the former have a well determined shape due to the existence of a commutative action on the set of vertices, the latter normally look less well behaved. However, supersingular graphs are more practical both computationally and in terms of representation on a computer; in fact, supersingular moduli points, endomorphism rings and isogenies can all be defined over $\mathbb{F}_{p^{2}}$ and the same desirable property holds on modular curves of higher level, see Section 3.3. Further, the lack of a canonical way of providing directions on their vertices and their good mixing properties make supersingular isogeny graphs good candidates for cryptographic applications. One of the contributions of this document is to provide a way of orienting these graphs by recovering a class group action on its vertices. The additional structure blurs the distinction between the category of supersingular and ordinary elliptic curves and their associated isogeny graphs and this permits one to adapt certain CM methods to supersingular curves. For instance, it is worth noting that a similar notion in the equivalent category of maximal quaternion orders can be used to extend $p$-adic canonical lifts from the ordinary [CH] to the supersingular realm [Bel].

The work of Kohel [Koh1] is an explicit example of how the rich structure of isogeny graphs can provide algorithms and explicit methods to the study of elliptic curves. Other applications include identifying supersingular elliptic curves [Sut4, §3.2], endomorphism ring determination [Koh1; BS1], computing Hilbert class polynomials [Bel+], computing modular polynomials [BLS] and point counting.

## Cryptography

Public key encryption schemes are a central idea in modern cryptography. Their introduction resulted in a drastic change of paradigm in the world of information security so to be defined "a revolution in cryptography" [DH]. Contrary to symmetric systems, public key cryptography permits secure communication between parties that have never communicated before making it possible to meet the needs of modern use of the internet. Indeed, all exchanges taking place on the web, from emails to bank transactions to secure navigation, require establishing some sort of shared secret between two (or more) entities over a potentially insecure communication channel in a secure way. Besides that, the continuous and dramatically fast rise of the internet, the ease of the access to it and the rapid emergence of new technologies relying on it poses new problems and demands new cryptographic schemes and protocols such as digital signatures, hash functions, digital identification, multiparty computations etc.

Public key cryptography was first introduced to the public by Whitfield Diffie and Martin Hellman in 1976 [DH]; the idea had been previously conceived by Ellis, Cocks and Williamson at GCHQ, although their work remained classified until 1997. Public key schemes and algorithms are built upon a certain number of theoretical problems that are believed to be computationally hard. Number theory has always been a great source for such problems, the reason being that this branch of mathematics provides optimal examples of trapdoor one-way public functions. These are functions $f: X \rightarrow Y$ such that the secret trapdoor permits efficient inversion of the function but the determination of the trapdoor, or more generally of a preimage for the function, is supposed to be computationally difficult, i.e., the computational cost to find $x$ from $y=f(x)$ is assumed to be prohibitively expensive compared to the cost of evaluating $f(x)$.

There are two main classes of hard problems used in classical public key cryptography. The first one consists in the difficulty of factoring integers: RSA, the first public key encryption system proposed in 1977 by Rivest, Shamir and Adleman [RSA] is based on this assumption. The second family includes all instances of the discrete logarithm problem: Diffie-Hellman first key exchange scheme is based on the discrete logarithm problem in finite fields. Building of their idea, EIGamal [EIG] converted it to a public key cryptosystem using the unit group of $\mathbb{Z} / n \mathbb{Z}$; ECDH [Kob; Mill] relies on the discrete logarithm problem taking place in the group of points on an elliptic curve but other less common protocols work in the unit group of number fields or in the set of solution of Pell's equations.

Public key cryptography relies entirely on computationally hard problems, but the hardness of a mathematical problem depends on the computer model in use. Since their invention, computer science has been studying classical deterministic Turing machines which treats information as sequences of zeroes and ones (classical bits), these are called classical computers. However, in 1980, Paul Benioff [Ben] theorized the construction of a quantum version of the Turing machine which, by contrast, elaborate data allowing superposition of different states; we refer to these as quantum computers. The importance of this change of paradigm became very clear thanks to the work of Manin [Man1] and Feynman [Fey] who showed that, in certain computations, quantum computers could outperform classical ones. Oddly enough, number theoretical problems represent a field in which quantum computers have shown great relevance. In 1994, Peter Shor [Sho] introduced an algorithm that can solve the integer factorization problem and the discrete logarithm problem on a quantum computer in polynomial time. The work of Shor makes all the cryptographic protocols now in use vulnerable in the case of the advent of a working quantum computer.

The many important steps forward towards the construction of a stable and reliable quantum computer of the last decade have increased the need for new cryptographic protocol capable of withstanding the power of quantum attacks. Despite the fact that a large enough quantum computer is yet to be constructed, the need for durable security of sensitive data and the necessity of being prepared to future advancements in this direction have pushed researchers, government institutions and corporations to search for new cryptographic primitives. In December 2016, the National Institute of Standards and Technology (NIST) launched a selection process for post-quantum secure protocols [NIST]; aim of this call for application was the selection of new standards in cryptographic algorithms. In response, there has been a shift to different mathematical assumptions from the classical ones. To this day most of the new protocols are less efficient, slower or heavier than the ones they are called to replace; however, the growing demand for security have pushed the research in a whole new variety of mathematical areas. The hard problems underlying the security of these schemes can be mainly classified into the following families: lattices (the closest vector problem), codes (the decoding problem - finding the nearest codeword), multivariate polynomials, isogenies and hash functions.

## Isogeny based cryptography

Isogeny based hard problems make their appearance in 2006 with the work of Charles, Goren and Lauter [CGL] who proposed a hash function constructed on supersingular isogeny graphs. That same year Rostovtsev and Stolbunov [RS] published an article in which they described a key exchange protocol based on isogenies between ordinary elliptic curves. This had already been described by Couveignes in 1996 but never made public. The construction takes place in a set of elliptic curves on which an action of a certain class group is defined. The great mathematical construction, however, could not supply a certain degree of inefficiency even though at the time there was no sub-exponential time attack against it. In 2010, Childs, Jao and Soukharev [CJS] exploited the fact that this action is commutative to adapt a subexponential-time quantum algorithm by Kuperberg [Kup1] to the isogeny construction of Rostovtsev, Stolbunov and Couveignes. The beautiful ordinary isogeny protocol suffers of an intrinsic contradiction: the mathematical property that makes it so elegant also represent its greater weakness confronted to a quantum computer.

Ordinary elliptic curves behave somehow too well for cryptography. Therefore, De Feo and Jao [DJ] moved their attention to the supersingular realm and successfully described an isogeny-based cryptosystem which takes place on a supersingular isogeny graph; this eliminates the commutativity of the class group action and circumvents the attack of [CJS]. This is known as SIDH, Supersingular Isogeny Diffie-Hellman. Since then, isogeny based cryptography has started to take a greater and more prominent role and one of its instantiation, SIKE, made it to the pool of alternates candidates for NIST standardization process; its relative slowness compared to other post-quantum candidates is partially compensated by the small size of the keys. Despite the great recent improvements to the SIDH protocol, it still lacks some flexibility and speed. In particular, commutative group action schemes still seemed useful and amenable of speedups: in 2017 De Feo, Kieffer and Smith [DKS] retrieved the ideas of Couveignes-Rostovtsev-Stolbunov and gave algorithmic improvements for the key exchange protocol; unfortunately, they had to conclude that, in their framework, parameter generation was too hard. However, their work laid the foundation for yet another cryptosystem based on the isogeny graph of a subclass of supersingular elliptic curves by Castryck, Lange, Martindale, Panny and Renes [Cas+] which took the name of CSIDH, Commutative Supersingular Isogeny Diffie Hellman. At the time of writing of this document a powerful new attack has been proposed by Castryck and Decru [CD] and a similar approach has been taken by Maino and Martindale [MM] embedding the supersingular isogeny graph in a bigger isogeny graph of supersingular abelian surfaces. This attack breaks all proposed parameters of SIKE. Since then, the attack has been generalized by Robert [Rob]. At present CSIDH and SIDH variants, such as SQISign [De+], resist these attacks

Leaving security aspects aside, among the other candidates for post quantum algorithms, those based on isogeny graphs are arguably the ones with the richest underlying mathematical structure. Lying at the crossroad of purely theoretical research and very practical applications they pose some very interesting questions both to cryptographers and number theorists. The supersingular isogeny path problem takes place in a geometric category of supersingular elliptic curves which has a corresponding algebraic side. In fact, in an equivalent category of left ideals for a quaternion order, there is an analogous path problem. This has been shown to be polynomial time in practice [KLPT]. This is an analogous situation to the one between the discrete logarithms problem (DLP) in finite fields (for which the best known algorithms are subexponential) and the DLP in an additive abelian group (which is trivial). Rather than rendering the supersingular isogeny path problem polynomial time, this result identifies the supersingular endomorphism ring problem [Koh1] as a (potentially hard) computational problem. A solution can be used to pull back the quaternion ideal isogeny path problem to the supersingular isogeny path problem. Nevertheless, the best known solution to this problem remains exponential.

## Relevance and contributions

The first objective of this thesis project is to describe an additional structure of the endomorphism ring of supersingular elliptic curves. This comes in the form of an embedding of an imaginary quadratic order which provides a class group action on the set of supersingular curves; the isogeny graphs of curves endowed with this extra piece of information become an infinite volcano. The study of this new category of enhanced supersingular elliptic curves provides information on the entire set of curves and permits to define orientations and directions in an otherwise chaotic graph.

The recovery of a class group action motivates the construction of a computational model in which to frame an equivalence of categories between ideals, lattices, quadratic forms and CM points. This permits
one to move from an algebraic to a more geometric point of view depending on the situation. Alongside with this equivalence of categories we provide the basis to endow these objects with level structure.

The tools for this work will be the study of the moduli spaces and invariant theory of curves, the specific analysis of the locus of supersingular points, the study of algorithms for efficient isogenies, and the analysis of equivalent algebraic categories on the quaternion side.

Finally, the project provides the motivation to investigate the possibility of new post-quantum cryptosystem associated to path problems in the new category of oriented supersingular curves. However, we stress the fact that this thesis, despite revolving around various aspects of cryptography is not about implementing or optimizing cryptographic algorithms but rather about exploring the mathematical background and providing tools to understand the structure of the objects in use. The main goal is the construction of a general framework in which to approach the study of supersingular-isogeny based constructions.

## Structure of the Thesis

The general structure of the thesis is as follows. In the first 4 chapters we build a strong and complete theoretical background necessary to our construction in chapter 5. This consist in a mix of known results, different interpretations, ad-hoc constructions and

Chapter $\mathbf{1}$ introduces the necessary background theory to proceed in the understanding of the remaining of the thesis. In particular we discuss here general properties of elliptic and modular curves.

Chapter 2 surveys some of the main results about the modular curves $X_{0}(N)$ both from a geometric point of view and a more algebraic perspective. The Chapter is built to understand how isogenies fit in a modular tower description and aim towards the last section in which we explain how to construct precomputed models for squares of isogenies

Chapter 3 explores the idea of adding different level structures to supersingular isogeny graphs. Sections 3.1 and 3.2 describe well known constructions while in Section 3.3 we introduce new modular towers motivated by the search for an optimal model to work on in the following chapters.

Chapter 4 investigates the relation between an isogeny and its kernel. We provide a quick survey on different models for elliptic curves with the corresponding modular description and we study how class groups of quadratic imaginary fields act on them. In particular, we specialize the work of Satoh [Sat] to the case of Gaussian and Eisenstein integers.

Chapter 5 represents the core of the thesis. All the previous chapters come together to provide a solid theory of orientations for supersingular elliptic curves. We describe how to impose a structure on an isogeny graph by means of isogeny chains and how to carry out an effective class group action, by means of ladders. We also construct a general computational model for augmented supersingular curves which permits to include additional level structure

Most of the ideas presented in this Chapter appeared in [CK1].
Chapter 6 constructs a new cryptographic protocol relying on the idea of orientations. This is an application of the model described in previous chapters and despite the fact that its complexity remains exponential to these days, it is very slow and not effective. However, its mathematical interest motivates a generalization including a modular version of it.

This chapter mainly follows [CK1] and [CK2].

## Chapter 1

## Algebraic curves

### 1.1 Basic definitions

We start by recalling some basic facts on algebraic varieties. Main references will be [Har], [Sil1], [Sha] and [Gal4]

An affine space $\mathbb{A}^{n}$ of dimension $n$ over $K$ is a scheme such that $\mathbb{A}^{n}(L)=L^{n}$ for every extension $L / K$.
We define an algebraic set in $\mathbb{A}^{n}(K)$ as the vanishing locus $V$ of a set of polynomials in $S \subseteq K\left[x_{1}, \ldots, x_{n}\right]$ :

$$
X=V(S)=\left\{P \in \mathbb{A}^{n}(\bar{K}) \mid f(P)=0 \text { for all } f \in S\right\}
$$

For any extension $L$ of $K$, the set of $L$-rational points of $X$ is

$$
X(L)=\left\{P \in \mathbb{A}^{n}(L) \mid f(P)=0 \text { for all } f \in S\right\}
$$

Reversing our point of view, suppose we have an algebraic subset $X$ of $\mathbb{A}^{n}(K)$; we define its ideal $I$ as the polynomial ideal vanishing on $X$ :

$$
I(X)=\left\{f \in K\left[x_{1}, \ldots, x_{n}\right] \mid f(P)=0 \text { for all } P \in X(\bar{K})\right\}
$$

If $X$ is an algebraic set over $K$, then $X=V(I(X))$. The affine coordinate ring of an algebraic set $X$ is

$$
K[X]=K\left[x_{1}, \ldots, x_{n}\right] / I(X)
$$

Studying the arithmetic of algebraic sets requires additional points, namely those lying at infinity. A projective space $\mathbb{P}^{n}$ of dimension $n$ over $K$ is a projective scheme such that $\mathbb{P}^{n}(K)=\left(\mathbb{A}^{n+1}(K) \backslash\{0\}\right) / \sim$ where the equivalence relation is given by $\left(a_{1}, \ldots, a_{n+1}\right) \sim\left(\lambda a_{1}, \ldots, \lambda a_{n+1}\right)$ for any $\lambda \in K$. This gives a geometric interpretation of $\mathbb{P}^{n}(K)$ as the set of lines through the origin in $\mathbb{A}^{n+1}$. Points in $\mathbb{P}^{n}$ are represented by homogeneous coordinates $\left(x_{0}: \ldots: x_{n}\right)$.

In order to adapt the definitions above to the projective realm, we have to keep track of the equivalence relation defining $\mathbb{P}^{n}$. We therefore have to introduce homogeneous polynomials as those polynomials $f$ such that $f\left(\lambda x_{0}, \ldots, \lambda x_{n}\right)=\lambda^{\operatorname{deg} f} f\left(x_{0}, \ldots, x_{n}\right)$. A projective algebraic set is now the vanishing locus of a set of homogeneous polynomials

$$
X=\bar{V}(S)=\left\{P \in \mathbb{P}^{n}(\bar{K}) \mid f(P)=0 \text { for all homogeneous polynomials } f \in S\right\}
$$

A homogeneous ideal $l \in \bar{K}\left[x_{0}, \ldots, x_{n}\right]$ will be an ideal generated by homogeneous polynomials and to any set $X \subseteq \mathbb{P}^{n}(\bar{K})$ we associate its homogeneous ideal

$$
I(X)=\left\{f \in K\left[x_{0}, \ldots, x_{n}\right] \mid f \text { is homogeneous and } f(P)=0 \text { for all } P \in X\right\}
$$

The projective coordinate ring of $X$ is $K\left[x_{0}, \ldots, x_{n}\right] / I(X)$.
We say that $X$ is defined over $K$ if its ideal is generated by polynomials with coefficients in $K$ and we denote its set of $K$-rational points by $X(K)=X \cap \mathbb{P}^{n}(K)$.

Definition. An algebraic set $X$ is $K$-irreducible if it is defined over $K$ and $I(X)$ is a prime ideal.

Definition. A projective $K$-irreducible algebraic set is called a projective algebraic variety. A curve is a projective variety of dimension 1.

Definition. Let $X$ be a curve over $K$. This means that $I(X)=(f)$, i.e., its ideal is generated by a single polynomial. Let $P \in X(K)$ be a point on $X$ and define the partial derivatives $\partial f / \partial x_{i}$ of $f$ as usual.

We say that $P$ is singular if $\partial f / \partial x_{i}(P)=0$ for all $i$ and nonsingular (or smooth) otherwise. $X$ is nonsingular if all its points are nonsingular.

### 1.1.1 Divisors

Let $X$ be a smooth projective curve over an algebraically closed field $K$.
Definition. A divisor on $X$ is a formal finite sum

$$
\sum_{P \in X} n_{P}(P)
$$

with integer coefficients $n_{P} \in \mathbb{Z}$ such that $n_{P}=0$ for all but finitely many points $P \in X$. The set of divisors of $X$ is denoted $\operatorname{Div}(X)$ and, in algebraic terms, it is just the free abelian group on the points of $X$.

Notation. We use parentheses around points in order to distinguish divisors from exact sums of points on algebraic varieties.

Definition. A divisor $D$ is called effective, and we write $D \geq 0$, if $n_{P} \geq 0$ for all $P$. The set of effective divisors is denoted $\operatorname{EDiv}(X)$ and it is the free abelian monoid on the points of $X$.

With this definition we can endow the set of divisors with a partial order: we say that $D_{1} \geq D_{2}$ if $D_{1}-D_{2} \in$ EDiv is an effective divisor.

Definition. The degree of a divisor $D=\sum_{P \in X} n_{P}(P)$ is the integer defined as the sum of all the coefficients $n_{P}$ :

$$
\operatorname{deg}(D)=\sum_{P \in X} n_{p}
$$

The definition above defines a group homomorphism deg: $\operatorname{Div}(X) \rightarrow \mathbb{Z}$ which takes positive values when restricted to EDiv and whose kernel consists of divisors of degree 0; we denote the kernel by

$$
\operatorname{Div}^{0}(X)=\{D \in \operatorname{Div}(X) \mid \operatorname{deg}(D)=0\}
$$

Definition. We define the support of a divisor $D$ to be the set of points $P \in X$ for which $n_{P} \neq 0$, denoted $\operatorname{supp}(D)$.

Now let $f$ be a non-zero homogeneous polynomial on $X$. We construct the divisor of $f$ as follows:

$$
\operatorname{div}(f)=\sum_{P \in Z(f)} \operatorname{mult}_{P}(f)(P)
$$

where $Z(f)$ denotes the zero locus of $f$ on $X$ and mult is the multiplicity of $f$ at $P$ (see [Gat, Ch. 14]).
Another way of constructing divisors is by considering intersection theory: if $Y$ is another curve not containing $X$ then we define

$$
X \cdot Y=\sum_{P \in X \cap Y} \operatorname{mult}_{P}(X, Y)(P)
$$

where mult $P_{P}(X, Y)$ is the multiplicity of the intersection.
The resulting divisor is clearly effective; this gives us a way of thinking of effective divisors as divisors encoding information about the intersection between $X$ and another variety.
From the previous definition we can infer the main construction we will need. Let $f$ be a rational map defined locally on $X$. We define the divisor of $f$ as

$$
\operatorname{div}(f)=\sum_{P \in X} \nu_{P}(f) P
$$

having as coefficients the valuation of $f$ at $P$ given by the choice of a local uniformizer.

If $f \in K(X)^{\times}$is defined globally, then the associated divisor

$$
\operatorname{div}(f)=\sum_{P \in X} \operatorname{ord}_{P}(f)(P)
$$

encodes information on the order of vanishing of $f$ at points of $X$.
Remark. Observe that we have indeed constructed a divisor since every element of $K(X)^{\times}$has only finitely many zeros and finitely many poles [NX, Cor. 3.3.2].

Similarly, we can define $\operatorname{div}(\omega)$ for any differential $\omega \in \Omega_{X}^{1}$. For any point $P \in X$ we let $t$ be a uniformizer at $P$, i.e., a function with $\operatorname{ord}_{p}(t)=1$; since $\Omega_{X}^{1}$ is a one dimensional $K(X)$ vector space, $\omega / d t$ is a well defined function and we can take $\operatorname{ord}_{p}(\omega)$ to be $\operatorname{ord}_{P}(\omega / d t)$. Then

$$
\operatorname{div}(\omega)=\sum_{P \in X} \operatorname{ord}_{P}(\omega)(P)
$$

Definition. A divisor $D$ on $X$ is said to be principal if it comes from a rational function, i.e., it is of the form $\operatorname{div}(f)$ for some $f \in K(X)^{\times}$. We denote $\operatorname{Prin}(X)$ the set of principal divisors.

Two divisors $D_{1}$ and $D_{2}$ are said to be linearly equivalent if their difference is a principal divisor; we write $D_{1} \sim D_{2}$.

Given this equivalence relation we construct the Divisor Class Group (Picard Group) of $X$ as the quotient

$$
\operatorname{Pic}(X)=\operatorname{Div}(X) / \operatorname{Prin}(X)
$$

For a general variety $X$, what we have defined is called the Weil divisor class group. The Picard group is more generally defined as the sheaf cohomology group

$$
\operatorname{Pic}(X)=\mathrm{H}^{1}\left(X, \mathcal{O}_{X}^{*}\right)
$$

isomorphic to the group of isomorphism classes of line bundles on $X$ (the group structure being induced by the usual tensor product).

If $X$ is normal, we can define a Cartier divisor to be a divisor $D$ which is locally principal meaning that there exists a cover of $X$ such that, for any open subset in the cover, the restriction of $D$ is principal, i.e. each point $\operatorname{Supp}(D)$ has a neighborhood in which $D$ is principal.

For an irreducible normal variety, the Picard group is isomorphic to the group of Cartier divisors modulo linear equivalence. This is equal to the Weil divisor class group if $X$ is locally factorial and, in particular, if $X$ is smooth, see [Har, §II.6].

Definition. Since $\Omega_{X}^{1}$ is one dimensional over $K(X)$, then the divisors of all differentials belong to the same equivalence class. We will refer to it as the canonical class. Any divisor coming from a differential is called canonical divisor (generally denoted $K_{X}$ ).

Theorem 1.1. Let $X$ be a smooth curve over an algebraically closed field $K$ and $f \in K(X)^{\times}$. Then
(a) $\operatorname{div}(f)=0 \Longleftrightarrow f \in K^{\times}$is a constant function.
(b) $\operatorname{deg}(\operatorname{div}(f))=0$.

This means that the map $K(X)^{\times} \xrightarrow{\text { div }} \operatorname{Div}(X)$ has image contained in $\operatorname{Div}^{0}(X)$ and kernel equal to $K^{\times}$. Motivated by the previous Theorem, we introduce the following definition.

Definition. Let $D \in \operatorname{Div}(X)$. We associate to it the set of rational functions (Riemann-Roch space)

$$
L(D)=\left\{f \in K(X)^{\times} \mid \operatorname{div}(f)+D \geq 0\right\} \cup\{0\}
$$

The set $L(D)$ is a vector space over $K$ of finite dimension, which we will denote by $\ell(D)$, [Sil1, Th. II.5.2]. The dimension $\ell(D)$ grows as we allow the functions to have more poles (without imposing restrictions on zeroes); more precisely, $\ell\left(D_{1}\right) \geq \ell\left(D_{2}\right)$ whenever $D_{1} \geq D_{2}$.

Theorem 1.2 (Riemann-Roch). Let $X$ be a smooth curve over an algebraically closed field $K$. Let $K_{X}$ be a canonical divisor and $g$ the genus of the curve. For any divisor $D \in \operatorname{Div}(X)$,

$$
\ell(D)-\ell\left(K_{x}-D\right)=\operatorname{deg}(D)-g+1
$$

Corollary 1.3 (Riemann). We have the following
(a) $\ell\left(K_{X}\right)=g$.
(a) $\operatorname{deg}\left(K_{X}\right)=2 g-2$.
(a) If $\operatorname{deg}(D)>2 g-2$, then $\ell(D)=\operatorname{deg}(D)+1-g$.

Before moving on describing maps between curves, we devote the remaining part of the section to the study of divisors of rational functions.

Definition. Let $f \in K(X)^{\times}$be a rational function. We have already seen that it has a finite number of zeroes and poles. We define $\mathcal{N}(f)$ the set of zeroes of $f$ and $\mathcal{P}(f)$ the set of its poles.

Definition. We introduce the divisor of zeroes of $f$ as

$$
\operatorname{div}(f)_{0}=\sum_{P \in \mathcal{N}(f)} \operatorname{ord}_{P}(f)(P)
$$

and, analogously, the divisor of poles of $f$ by

$$
\operatorname{div}(f)_{\infty}=\sum_{P \in \mathcal{P}(f)}-\operatorname{ord}_{P}(f)(P)
$$

These two definitions will play a central role in the construction of explicit models of modular curves in Chapter 2.
At this stage we limit ourselves to observe that divisors of zeroes and poles of $f$ are intimately related.
Theorem 1.4. For any $f \in K(X) \backslash K$, $\operatorname{deg}\left(\operatorname{div}(f)_{0}\right)=[K(X): K(f)]$.
Proof. See [NX, Th. 3.4.2]
Corollary 1.5. For any non-zero $f \in K(X)^{\times}, \operatorname{deg}(\operatorname{div}(f))=0$, implying that $\operatorname{deg}\left(\operatorname{div}(f)_{0}\right)=\operatorname{deg}\left(\operatorname{div}(f)_{\infty}\right)$.
Proof. The first part is already in the statement of Theorem 1.1. The second follows from the fact that

$$
\operatorname{div}(f)=\operatorname{div}(f)_{0}-\operatorname{div}(f)_{\infty}
$$

and both the divisors of zeroes and poles have positive degree by construction.

### 1.1.2 Maps on Algebraic Curves

In this section we give a brief look at the theory of maps between curves. The main reference will be [Sil1, §II.2]. We start by stating a fundamental theorem

Theorem 1.6. Let $\psi: X_{1} \rightarrow X_{2}$ be a non-constant rational morphism between projective curves over $K$. Then:
(a) The induced map

$$
\begin{aligned}
\psi^{*}: K\left(X_{2}\right) & \longrightarrow K\left(X_{1}\right) \\
f & \longrightarrow f \circ \psi
\end{aligned}
$$

is a homomorphism fixing $K$.
(b) The field extension $K\left(X_{1}\right) / \psi^{*}\left(K\left(X_{2}\right)\right)$ is finite.

Definition. Let $\psi: X_{1} \rightarrow X_{2}$ be a non-constant map of smooth curves. If $\psi$ is constant, we define the degree of $\psi$ to be 0 . Otherwise, thanks to the previous theorem, we define

$$
\operatorname{deg}(\psi)=\left[K\left(X_{1}\right): \psi^{*} K\left(X_{2}\right)\right]
$$

Definition. Let $\psi: X_{1} \rightarrow X_{2}$ be a non-constant map of smooth curves and let $P$ be a point on $X_{1}$. The ramification index of $\psi$ at $P$ is defined as

$$
e_{\psi}(P)=\operatorname{ord}_{P}\left(t_{\psi(P)}\right)
$$

for a choice of a uniformizer $t_{\psi(P)} \in K\left(X_{2}\right)$ at $\psi(P)$.
Proposition 1.7. With the notation as above, for every point $Q \in X_{2}$,

$$
\operatorname{deg} \psi=\sum_{P \in \psi^{-1}(Q)} e_{\psi}(P)
$$

Therefore, the degree of the map counts how many points lay over most points of $X_{2}$ counted with their "multiplicity" (their ramification index).

We have seen that any rational morphism between two curves induces a map between their function fields. In view of the previous section, a natural question might be how rational maps act on the set of divisors.

For $\psi: X_{1} \rightarrow X_{2}$, we construct a map

$$
\begin{aligned}
\psi^{*}: \operatorname{Div}\left(X_{2}\right) & \longrightarrow \operatorname{Div}\left(X_{1}\right) \\
(Q) & \longmapsto \sum_{P \in \psi^{-1}(Q)} e_{\psi}(P)(P)
\end{aligned}
$$

and we extend it $\mathbb{Z}$-linearly.
Proposition 1.8. Let $\psi: X_{1} \rightarrow X_{2}$ be a non-constant map of smooth projective curves.
(a) If $D \in \operatorname{Div}\left(X_{2}\right)$, then $\operatorname{deg}\left(\psi^{*} D\right)=\operatorname{deg}(\psi) \operatorname{deg}(D)$.
(a) The pullback $\psi^{*}$ preserves principal divisors; moreover $\psi^{*} \operatorname{div}(f)=\operatorname{div}\left(\psi^{*} f\right)$ for any rational function $f$ on $X_{2}$.

### 1.1.3 The Canonical Embedding

Let $D_{0}$ be a divisor on $X$. We define the complete linear system $\mathcal{L}\left(D_{0}\right)$ of $D_{0}$ as follows: it is the set of effective divisors which are linearly equivalent to $D_{0}$ :

$$
\mathcal{L}\left(D_{0}\right)=\left\{D \in \operatorname{EDiv}(X) \mid D \sim D_{0}\right\}
$$

Since $D \sim D_{0}$, by definition we know that $D=D_{0}+\operatorname{div}(f)$ for some rational function $f \in K(X)^{\times}$. Hence, we can identify $D$ with the function it comes from, $f$. In this case the property of being effective becomes the condition $\operatorname{div}(f) \geq D_{0}$.
We therefore recover the definition of Riemann-Roch space. In some literature, linear systems are indicated as $\left|D_{0}\right|$ and they are called complete linear series.

Remark. Note that $\operatorname{div}(f)=\operatorname{div}(\alpha f)$ for all $\alpha \in K^{\times}$. For this reason, is more natural to consider the corresponding projective space $\left|D_{0}\right| \simeq \mathbb{P} D_{0}=\left(L\left(D_{0}\right) \backslash\{0\}\right) / K^{\times}$(sometimes also called linear series).
Definition. The base locus of a divisor $D$ is the set of all closed points $x \in X$ such that $f(x)=0$ for all $f \in \mathbb{P} D$. It is a proper closed subset of $X$. In terms of divisors this condition translates into the property that the point is in the support of all the divisors of the linear system.

We now fix a basis $\left\{f_{0}, \ldots, f_{\ell(D)-1}\right\}$ for $\mathcal{L}(D)$; on the complement of the base locus we can define a morphism

$$
\begin{aligned}
& x \longrightarrow \mathbb{P} D \\
& x \longrightarrow(f(x))=\left(f_{0}(x): \ldots: f_{\ell(D)-1}(x)\right)
\end{aligned}
$$

Definition. If we consider a canonical divisor $K_{X}$, the map constructed above is called canonical embedding.
Remark. If $X$ is a curve of genus 0 , then the Riemann-Roch Theorem (see Th. 1.2) gives $\ell\left(K_{X}\right)=0$, meaning that the canonical linear system is empty. Thus, the canonical map cannot be defined.

Remark. If the genus of $X$ is 1 , then the canonical map $X \rightarrow \mathbb{P}^{0}$ collapses $X$ to a single point.
Observe that there is a more general way of constructing these objects for a wider class of curves in terms of global sections of sheaves, see [Har] and [Barb, §1.1].
To any divisor $D \in \operatorname{Div}(X)$ one can associate the line bundle $\mathcal{L}(D)$ defined over any open subset $\mathcal{U}$ of $X$ by the requirement:

$$
H^{0}(\mathcal{U}, \mathcal{L}(D))=\left\{f \in K(X)^{\times}|\operatorname{div}(f)|_{\mathcal{U}}+\left.D\right|_{\mathcal{U}} \geq 0\right\}
$$

i.e., the line bundle whose global sections are locally controlled by $D$. As for rational functions, the sections of $\mathcal{L}(D)$ can have poles only on the support of $D$.

Remark. Every line bundle $\mathcal{O}_{X}$ on $X$ admits a global section $s$ and, therefore, it can be written as $\mathcal{O}_{X}=\mathcal{L}(D)$ with $D=(s)$ being the divisor corresponding to such a section. This follows from Riemann-Roch Theorem which provides the dimension of the space of global sections.

As before, one can define two divisors to be linearly equivalent if their difference is a principal divisor. Next, if $D$ is a divisor, we denote $|D|$ the set of all effective divisors that are linearly equivalent to $D$; this set is called the complete linear series of $D$; by sending global sections $f \in H^{0}(D)$ to $D+\operatorname{div}(f)$ we get an isomorphism $\mathbb{P} H^{0}(D) \simeq|D|$ where the right-hand side corresponds to the projectivization of the vector space of global sections of the line bundle $\mathcal{L}(D)$. More generally, to any linear subspace $V \subseteq H^{0}(D)$ we associate the projective space $\mathbb{P} V$, called linear series.

Definition. If $D$ is a divisor of degree $d$ and $V \subseteq H^{0}(D)$ is a linear subspace of dimension $r+1$, we define $\mathfrak{g}_{d}^{r}$ to be the linear series associated to $\mathbb{P}(V)$.
Remark. We can now mimic the construction for rational function to obtain divisors starting from sections of arbitrary line bundles on $X$.

For instance, we can consider the cotangent line bundle $\Omega_{X}^{1}$ of holomorphic differentials on $X$ (called the canonical line bundle). If $\omega$ is a section of $\Omega_{X}^{1}$, we can consider any open cover $\left\{\mathcal{U}_{i}\right\}_{i \in I}$ of $X$ and a local uniformizer $t_{i}$ for any $i$. Then

$$
\left.\omega\right|_{\mathcal{U}_{i}}=g_{i} d t_{i}
$$

hence, $\operatorname{div}(\omega)=\sum_{i \in I} \operatorname{div}\left(g_{i}\right)$.
Definition. A linear series $\mathfrak{g}_{d}^{r}$ is base-point-free if there is no point contained in the supports of all its divisors.
Any base-point free linear series can now be used to construct a map of $X$ into a projective space.

$$
\begin{aligned}
\varphi_{V}: X & \longrightarrow \mathbb{P}(V)^{*} \\
P & \longrightarrow\{s \in V \mid s(P)=0\}
\end{aligned}
$$

where $\mathbb{P} V^{*}$ is the dual projective space. Finally, we extend the map $\varphi_{V}$ to any effective divisor $D=\sum_{i=1}^{d} P_{i}$ by

$$
\varphi_{V}(D)=\left\langle\varphi_{V}\left(P_{1}\right), \ldots, \varphi_{V}\left(P_{d}\right)\right\rangle
$$

If $X$ has genus $g \geq 2$, then we can choose any canonical divisor $K_{X}$ and the complete linear series $\left|K_{X}\right|$ gives rise to the canonical map

$$
\varphi_{K}: X \longrightarrow \mathbb{P}^{g-1}
$$

Recall. The genus $g$ equals the dimension of $\Omega_{X}^{1}$.
Lemma 1.9. If $g \geq 2$ and $X$ is not hyperelliptic, then the canonical map is injective.
For genus 0 curves, $\Omega_{X}^{1}$ has no non-zero global sections implying that the canonical map is not defined. If $X$ is a curve of genus 1 the space of global sections of the cotangent bundle $\Omega_{X}^{1}$ has dimension 1 and, thus, the canonical map simply reduces $X$ to a point: $X \longrightarrow \mathbb{P}^{1}$

Finally, for curves of genus $g \geq 2$ we know that the canonical bundle is always globally generated meaning that the canonical map $X \rightarrow \mathbb{P}^{g-1}$ is a morphism of algebraic varieties defined everywhere. We distinguish two possibilities: either the canonical map is an embedding or not. The latter occurs if the image is isomorphic to $\mathbb{P}^{1}$ and the map is generically 2 -to- 1 from which $X$ is a double cover of a rational normal curve in $\mathbb{P}^{g-1}$. This happens if and only if $X$ is hyperelliptic. The factorization below is obtained following [Har, Prop. IV.5.3] for hyperelliptic (right) and non-hyperelliptic curves (left).


### 1.2 Elliptic curves

An elliptic curve $E$ over $K$ is a non singular projective curve of genus 1 together with a distinguished point $O \in E(K)$. From the Riemann-Roch Theorem there are two rational functions $x \in \mathcal{L}(2(O)) \backslash K$ and $y \in \mathcal{L}(3(O)) \backslash \mathcal{L}(2(O))$ such that the triple $(x, y, 1)$ is a basis of $\mathcal{L}(3(O))$ and defines a non-constant rational map to $\mathbb{P}^{2}(K)$ Miln, Ch 1$]$. Since $\ell(6(O))=5$, they satisfy a relation in $K[x, y]$

$$
y^{2}+a_{1} x y+a_{3} y=x^{3}+a_{2} x^{2}+a_{4} x+a_{6}
$$

called Weierstrass equation. Its projectivization

$$
Y^{2} Z+a_{1} X Y Z+a_{3} Y Z^{2}=X^{3}+a_{2} X^{2} Z+a_{4} X Z^{2}+a_{6} Z^{3}
$$

defines the projective model of $E$ in $\mathbb{P}^{2}$ with $O$ the point at infinity $(0: 1: 0)$.
Following [Sil1, §III.1] we define

$$
\begin{array}{ll}
b_{2}=a_{1}^{2}+4 a_{2} \quad b_{4}=a_{1} a_{3}+2 a_{4} & b_{6}=a_{2}^{3}+4 a_{6} \\
b_{8}=a_{1}^{2} a_{6}+4 a_{2} a_{6}-a_{1} a_{3} a_{4}+a_{2} a_{3}^{2}-a_{4}^{2} & \text { so that } 4 b_{8}=b_{2} b_{6}-b_{4}^{2}
\end{array}
$$

and also

$$
c_{4}=b_{2}^{2}-24 b_{4} \quad c_{6}=-b_{2}^{3}+36 b-2 b_{4}-216 b_{6}
$$

If $K$ is a field of characteristic different from 2 and 3 , then the substitution

$$
(x, y) \longmapsto\left(\frac{1}{36}\left(x-3 b_{2}\right), \frac{1}{216}\left(y-a_{1} x-a_{3}\right)\right)
$$

yields the short model $y^{2}=x^{3}-27 c_{4} x-54 c_{6}$.
To an elliptic curve $E$ we usually associate 3 invariants [Sil1, §III.1]. The quantity $\Delta=-b_{2}^{2} b_{8}-8 b_{4}^{3} 27 b_{6}^{2}+$ $9 b_{2} b_{4} b_{6}=\left(c_{4}^{3}-c_{6}^{2}\right) / 12^{3}$ is called the discriminant of the Weierstrass equation and it classifies singular curves as $E$ is nonsingular if and only if $\Delta \neq 0$. The $j$ invariant of $E$ is $j=c_{4}^{3} / \Delta$. It parametrizes isomorphism classes of Elliptic curves over $\bar{K}$. Note that if $K$ is not algebraically closed there exist twists of elliptic curves with the same $j$ invariants that are not isomorphic over $K$. Finally, the differential

$$
\omega_{E}=\frac{d x}{2 y+a_{1} x+a_{3}}
$$

generates the sheaf of differentials $\Omega_{E}$ of $E$ and it is called the invariant differential.

### 1.2.1 Addition laws

Elliptic curves admit a structure of commutative algebraic group where the identity is the distinguished point $O$. In order to see this, one could consider the natural map

$$
\begin{aligned}
& X \longrightarrow \operatorname{Pic}^{0}(X) \\
& P \longmapsto(P)-(O)
\end{aligned}
$$

which is injective since $(P)-(O)$ is principal if and only if $P=O$. The Riemann-Roch Theorem permits one to prove that this is also surjective allowing the identification of $E$ with its Jacobian variety.
The group law coming from this isomorphism is equivalent to the geometric chord and tangent rule on projective cubic curves introduced by Jacobi.


Figure 1.1 - Chord and tangent rule for the Weierstrass cubic
Suppose we have two points $P_{1}$ and $P_{2}$ on $E$, the line through them intersects the cubic defining $E$ in a third point $\tilde{P}_{3}$ by Bezout's Theorem and, if $P_{1}$ and $P_{2}$, are rational then the third intersection is also rational. The addition law on $E$ is defined by the relation $P_{1}+P_{2}+\tilde{P}_{3}=O$, namely the sum of any three colinear points (counted with their multiplicity) is $O$. The sum of $P_{1}$ and $P_{2}$ is therefore the third intersection of $E$ with the line passing through $O$ and $\tilde{P}_{3}$.
For more details on the chord and tangent rule one may refer to the introduction of [Hus]. The equivalence between the algebraic group law coming from $\operatorname{Pic}^{0}(E)$ and the geometric interpretation is Proposition III.3.4 of [Sil1]. Explicit formulæ for point addition can be found in [Sil1, p. III.2.3].

Theorem 1.10. The elliptic curve $E$ admits the structure of a group scheme with $O$ as identity; in particular, the set of K-rational points of $E(K)$ is an abelian group under the addition law defined below.
(a) The inverse of $P=\left(x_{0}, y_{0}\right)$ is $-P=\left(x_{0},-y_{0}-a_{1} x_{0}-a_{3}\right)$.
(b) The sum of $P_{1}=\left(x_{1}, y_{1}\right)$ and $P_{2}=\left(x_{2}, y_{2}\right)$ is $P_{3}=\left(x_{3}, y_{3}\right)$ such that

- If $P_{2}=-P_{1}$ then $P_{3}=O$.
- Otherwise

$$
\left\{x_{3}=\lambda^{2}+a_{1} \lambda-a_{2}-x_{1}-x_{2} y_{3}=-\left(\lambda+a_{1}\right) x_{3}-\nu-a_{3}\right.
$$

where

$$
\lambda=\left\{\begin{array}{ll}
\frac{y_{2}-y_{1}}{x_{2}-x_{1}} & \text { if } P_{1} \neq P_{2} \\
\frac{\left(3 x_{1}^{2}+2 a_{2} x_{1}+a_{4}-a_{1} y_{1}\right.}{\left.2 y_{1}+a_{1} x_{1}+a_{3}\right)} & \text { if } P_{1}=P_{2}
\end{array} \quad \text { and } \quad \nu=y_{1}-\lambda x_{1}\right.
$$

### 1.2.2 Kummer line

The negation map $[-1]: E \rightarrow E$ mapping a point $P$ to its inverse is an automorphism of $E$ and the quotient of $E$ modulo $\{[ \pm 1]\}$ is a degree two cover $\sigma: E \rightarrow \mathbb{P}^{1} \simeq E /\{[ \pm 1]\}$.

The Kummer line $\mathcal{K}_{E}$ of $E$ is defined to be the singular projective curve obtained in this way, by quotienting $E$ by the subgroup of $\operatorname{Aut}(E)$ generated by -1 . This means that the Kummer line consists of the set of coordinates invariant under the inversion. In particular, for the Weierstrass elliptic curve, the map to $\mathbb{P}^{1}$ can be defined as the $x$-map associating to $P$ its $x$-coordinate.

$$
(X: Y: Z) \longmapsto(X: Z) \quad \text { where } x=X / Z
$$

Since we cannot distinguish between a point and its inverse, the group law on $E$ does not induce an addition law on $\mathcal{K}_{E}$. In particular, there exists no map $\mathcal{K}_{E} \times \mathcal{K}_{E} \rightarrow \mathcal{K}_{E}$ mapping $\left(\sigma\left(P_{1}\right), \sigma\left(P_{2}\right)\right) \mapsto \sigma\left(P_{1}+P_{2}\right)$. The best we could do is to define $\left(\sigma\left(P_{1}\right), \sigma\left(P_{2}\right)\right) \mapsto\left\{\sigma\left(P_{1}-P_{2}\right), \sigma\left(P_{1}+P_{2}\right)\right\}$. However, there exist algorithms
permitting one to construct $\sigma(P+Q)$ once $\sigma\left(P_{1}\right), \sigma\left(P_{2}\right)$ and $\sigma\left(P_{1}-P_{2}\right)$ are known. In fact, one could construct methods to recover any one of $\sigma\left(P_{1}\right), \sigma\left(P_{2}\right), \sigma\left(P_{1}-P_{2}\right), \sigma(P+Q)$ when the other three are known. This kind of operation is called differential addition [CS3].

Example. Let $E$ be the elliptic curve $Y^{2} Z=X^{3}+a X Z^{2}+b Z^{3}$ in short Weierstrass form. Let us take $P_{1}=\left(X_{1}: Y_{1}: Z_{1}\right)$ and $P_{2}=\left(X_{2}: Y_{2}: Z_{2}\right)$; we define $P_{0}+P_{2}=P_{1}$ and $P_{1}+P_{2}=P_{3}$. We note $P_{0}=\left(X_{0}: Y_{0}: Z_{0}\right)$ and $P_{3}=\left(X_{3}: Y_{3}: Z_{3}\right)$.

Then $\sigma\left(P_{1}\right)=\left(X_{1}: Z_{1}\right), \sigma\left(P_{2}\right)=\left(X_{2}: Z_{2}\right), \sigma\left(P_{0}\right)=\left(X_{0}: Z_{0}\right)$ and $\sigma\left(P_{3}\right)=\left(X_{3}: Z_{3}\right)$.

Algorithm 1. Differential addition on the Kummer curve of a short Weierstrass curve
Input: $\sigma\left(P_{1}\right)=\left(X_{1}: Z_{1}\right), \sigma\left(P_{2}\right)=\left(X_{2}: Z_{2}\right), \sigma\left(P_{0}\right)=\left(X_{0}: Z_{0}\right)$
Output: $\sigma\left(P_{3}\right)=\left(X_{3}: Z_{3}\right)$ if $P_{1}-P_{2} \neq 0$ or $X_{3}=0, Z_{3}=0$ otherwise

1. Compute the addition formula in projective coordinates for $X$

$$
X_{3}=Z_{0}\left[\left(X_{1} X_{2}-a Z_{1} Z_{2}\right)^{2}-4 b\left(Z_{1} X_{2}+X_{1} Z_{2}\right) Z_{1} Z_{2}\right]
$$

2. Compute the addition formula in projective coordinates for $Z$

$$
Z_{3}=X_{0}\left(Z_{1} X_{2}-X_{1} Z_{2}\right)^{2}
$$

3. Return $\left(X_{3}: Z_{3}\right)$.

Remark. We note that $(E \times E) /\{[ \pm 1]\} \rightarrow \mathcal{K}_{E}$ is well defined as a morphism.
In the same way, we can define pseudo doubling, i.e., a strategy to recover $\sigma(2 P)$ knowing $\sigma(P)$. We note $P:=\left(X_{P}: Y_{P}: Z_{P}\right)$ and $2 P=\left(X_{2 P}: Y_{2 P}: Z_{2 P}\right)$.

Algorithm 2. Doubling on the Kummer curve of a short Weierstrass curve
Input: $\sigma(P)=\left(X_{P}: Z_{P}\right)$
Output: $\sigma(2 P)=\left(X_{2 P}: Z_{2 P}\right)$ if $P \neq O$ or $X_{+}=0, Z_{+}=0$ otherwise

1. Compute the doubling formula in projective coordinates for $X$

$$
X_{2 P}=\left[\left(X_{P}^{2}-a Z_{P}^{2}\right)^{2}-4 b\left(2 X_{P} Z_{P}\right) Z_{P}^{2}\right]
$$

2. Compute the doubling formula in projective coordinates for $Z$

$$
Z_{2 P}=4\left(Z_{P}^{4}+a X_{P} Z_{P}^{3}+b Z_{P}^{4}\right)^{2}
$$

3. Return $\left(X_{2 P}: Z_{2 P}\right)$.

Remark. Scalar multiplication is well defined on $\mathcal{K}_{E}$.

### 1.2.3 Isogenies

An isogeny $\phi: E_{1} \rightarrow E_{2}$ of elliptic curves is a non-constant morphism of curves sending the base point of $E_{1}$ to the base point of $E_{2}$. Isogenies respect the group structure of the elliptic curves thus inducing homomorphisms. An isogeny induces the usual injection of function fields

$$
\phi^{*}: K\left(E_{2}\right) \longrightarrow K\left(E_{1}\right) \quad f \mapsto f \circ \phi
$$

We define the degree of $\phi$ as the degree of this extension: $\operatorname{deg} \phi=\left[K\left(E_{1}\right): \phi^{*} K\left(E_{2}\right)\right]$ and its separable and inseparable degrees accordingly. We also say that $\phi$ is separable, inseparable or purely inseparable if the associate field extension is.
Proposition 1.11 ([Sil1, Th. III.4.10]). If $\phi: E_{1} \rightarrow E_{2}$ is an isogeny of elliptic curves, then
(a) For every point $Q \in E_{2}, \# \phi^{-1}(Q)=\operatorname{deg}_{s} \phi$. Further, if $P \in E_{1}$, then $e_{\phi}(P)=\operatorname{deg}_{i} \phi$.
(b) If $\phi$ is separable, then the associated field extension is Galois and $\operatorname{deg} \phi=\# \operatorname{ker} \phi$.

The second statement is actually much stronger than numerical equality; separable isogenies are completely determined (up to isomorphism) by their kernels: for every finite subgroup $G$ of $E$ there exist a unique elliptic curve $E / G$ up to isomorphism and a separable isogeny $\phi_{G}: E \rightarrow E / G$ with kernel $G$ [Sil1, Prop. III.4.12].

We say that two curves $E_{1}$ and $E_{2}$ are isogenous if there exists an isogeny between them and we indicate by $\operatorname{Hom}\left(E_{1}, E_{2}\right)$ the set of isogenies between them together with the zero morphism. Note that the group structure on $E_{2}$ induces an abelian group structure on $\operatorname{Hom}\left(E_{1}, E_{2}\right)$. We let $\operatorname{End}(E)=\operatorname{Hom}(E, E)$ denote the set of isogenies from $E$ to itself, called endomorphisms, and $\operatorname{Aut}(E)$ be the subset of invertible elements in $\operatorname{End}(E)$, called automorphisms. The set of endomorphisms has a ring structure given by addition and composition and it is therefore referred to as the endomorphism ring of $E$.

The addition law on an elliptic curve is a morphism of varieties $E \times E \rightarrow E$ which induces morphisms

$$
\begin{aligned}
{[m]: } & E \longrightarrow E \\
P & \longrightarrow[m] P=P+\ldots+P
\end{aligned}
$$

associating to a point $P$ the sum of $P$ to itself $m$ times. This allows one to define an injective ring homomorphism

$$
\mathbb{Z} \longrightarrow \operatorname{End}(E)
$$

which induces a $\mathbb{Z}$-module structure on $\operatorname{End}(E)$.
Multiplication-by- $m$ maps are separable isogenies of degree $m^{2}$ [Sil1, Cor III.5.4/III.6.4] and their kernels are called the $m$-torsion subgroups of $E$ : they consist of points of order $m$ and are denoted

$$
E[m]=\{P \in E \mid[m] P=O\}
$$

Theorem 1.12. Let $\phi: E_{1} \rightarrow E_{2}$ be a non-constant isogeny of degree $m$. Then there exists a unique isogeny $\hat{\phi}: E_{2} \rightarrow E_{1}$, called the dual isogeny, such that

$$
\phi \circ \hat{\phi}=[m]: E_{2} \rightarrow E_{2} \quad \hat{\phi} \circ \phi=[m]: E_{1} \rightarrow E_{1}
$$

The dual isogeny permits one to show that the degree map

$$
\operatorname{deg}: \operatorname{Hom}\left(E_{1}, E_{2}\right) \longrightarrow \mathbb{Z}
$$

defines a positive definite quadratic form [Sil1, Cor. III.6.3] and the associated bilinear form

$$
\Phi: \operatorname{Hom}\left(E_{1}, E_{2}\right) \times \operatorname{Hom}\left(E_{1}, E_{2}\right) \longrightarrow \mathbb{Z} \quad(\phi, \psi) \longmapsto \hat{\phi} \psi+\hat{\psi} \phi
$$

makes $\operatorname{Hom}^{0}\left(E_{1}, E_{2}\right)=\operatorname{Hom}\left(E_{1}, E_{2}\right) \otimes \mathbb{Q}$ into a positive definite quadratic space.
Remark. Here we are identifying $\mathbb{Z}$ with its image in $\operatorname{End}\left(E_{1}\right)$.
As a consequence, we obtain a description of the $m$-torsion subgroup of $E$.
Lemma 1.13 ([Sil1, Cor. III.6.4]). Let $E$ be an elliptic curve and $m$ an integer different from 0 . If $\operatorname{char}(K)=0$ or $\operatorname{char}(K)=p$ with $(p, m)=1$, then

$$
E[m]=\frac{\mathbb{Z}}{m \mathbb{Z}} \times \frac{\mathbb{Z}}{m \mathbb{Z}}
$$

If char $(K)=p$ then one of the following holds

$$
E\left[p^{e}\right]=\{O\} \quad \text { or } \quad E\left[p^{e}\right]=\frac{\mathbb{Z}}{m \mathbb{Z}}
$$

for all $e \geq 1$.
Suppose we have an elliptic curve $E$ and consider a prime $\ell$. The $\ell^{n}$ torsion group $E\left[\ell^{n}\right]$ has been described above. We construct a compatible system where the maps are given by the multiplication-by- $\ell$ map

$$
E[\ell] \stackrel{[\ell]}{\longleftarrow} E\left[\ell^{2}\right] \stackrel{[\ell]}{\longleftarrow}\left[\ell^{3}\right] \stackrel{[\ell]}{\longleftarrow} \ldots
$$

The inverse limit $T_{\ell}(E)=\underset{\lim _{n}}{\leftarrow} E\left[\ell^{n}\right]$ is called the ( $\ell$-adic) Tate module attached to $E$.
Remark. By the lemma above the Tate module $T_{\ell}(E)$ is isomorphic to $\simeq \mathbb{Z}_{\ell}^{2}$ or, in case $\ell=p$, either $\mathbb{Z}_{\ell}$ or the trivial module.

Notation. It might be sometimes convenient to work with $V_{\ell}(E)=T_{\ell}(E) \otimes_{\mathbb{Z}_{\ell}} \mathbb{Q}_{\ell}$.
Suppose now that $P \equiv(x, y) \in E$ is a point; then the absolute Galois group $\mathcal{G}_{K}=\mathcal{G} a \ell(\bar{K} / K)$ acts on it by $\sigma \cdot P=(\sigma(x), \sigma(y))$. Further, if $P \in E\left[\ell^{n}\right]$ then $\sigma \cdot P \in E\left[\ell^{n}\right]$. We obtain an action of $\mathcal{G}_{K}$ on the Tate module. This yields the Galois representation

$$
\mathcal{G}_{K} \longrightarrow \operatorname{Aut}\left(T_{\ell}(E)\right) \simeq \mathrm{GL}_{2}\left(\mathbb{Z}_{\ell}\right) \hookrightarrow \mathrm{GL}_{2}\left(\mathbb{Q}_{\ell}\right)
$$

where the isomorphism comes from the choice of a basis of $T_{\ell}(E)$.
The Tate module is quite useful when it comes to the study of isogenies. In fact, it turns out that there is an injective homomorphism

$$
\operatorname{Hom}\left(E_{1}, E_{2}\right) \otimes \mathbb{Z}_{\ell} \longrightarrow \operatorname{Hom}\left(T_{\ell}\left(E_{1}\right), T_{\ell}\left(E_{2}\right)\right)
$$

and since $\operatorname{Hom}\left(T_{\ell}\left(E_{1}\right), T_{\ell}\left(E_{2}\right)\right) \simeq \mathrm{M}_{2}\left(\mathbb{Z}_{\ell}\right)$, this implies that $\operatorname{Hom}\left(E_{1}, E_{2}\right)$ is a free $\mathbb{Z}$-module of rank at most 4.

In the case of endomorphism rings this result is even more precise. A well known Theorem of Deuring states that the endomorphism ring of an elliptic curve $E / K$ is either $\mathbb{Z}$ or an order in an imaginary quadratic field if $K$ has characteristic zero and either an order in an imaginary quadratic field or a maximal order in a quaternion algebra if $\operatorname{char}(K)>0$.

Definition. Elliptic curves with endomorphism ring isomorphic to a quadratic imaginary order are called ordinary. Elliptic curves whose full endomorphism ring is a quaternion order are called supersingular.

### 1.2.4 Elliptic curves over finite fields

## The Frobenius endomorphism

Let $k$ be the finite field with $q$ elements, $k=\mathbb{F}_{q}$; the map $\phi_{q}: a \mapsto a^{q}$ is an automorphism of $k$ which represents a profinite generator of the Galois group $\mathcal{G} a \ell(\bar{k} / k)$. We call $\phi_{q}$ the Frobenius automorphism of $k$. Since for any polynomial $f\left(x_{1}, \ldots, x_{k}\right) \in k\left[x_{1}, \ldots, x_{k}\right]$ we have $f\left(x_{1}, \ldots, x_{k}\right)^{q}=f\left(x_{1}^{q}, \ldots, x_{k}^{q}\right)$, we can extend the action of Frobenius to polynomial rings and ideals. One can verify that, in fact, it extends to all varieties over $k$.

Definition. Let $E$ be an elliptic curve over $k$. The Frobenius morphism on $E$, induced by $\phi_{q}$, is an endomorphism

$$
\begin{aligned}
\pi_{q}: E & \longrightarrow E \\
(x, y) & \longmapsto\left(x^{q}, y^{q}\right)
\end{aligned}
$$

called the Frobenius Endomorphism of $E$.
The main properties of the Frobenius endomorphism are given by the following proposition.
Proposition 1.14. Let $E$ be an elliptic curve defined over a finite field $k$. The Frobenius endomorphism $\pi$ is a purely inseparable map of degree $q$.

This result shows that any isogeny $\psi: E_{1} \rightarrow E_{2}$ between elliptic curves over a finite field factors through the Frobenius map as

where $q=\operatorname{deg}_{i}(\psi), \pi$ is the $q$-th power Frobenius isogeny, and $\phi$ is separable.
One associate to $\pi$ its characteristic polynomial

$$
\chi(x)=x^{2}-t x+q
$$

such that $\chi(\phi)=\pi^{2}-[t] \pi+[q]=[0]$. The integer $t$ plays an important role in the description of the set of points of $E$ over $k$.

## Cardinality

We describe now an important invariant of isogeny classes of elliptic curves over finite fields: the set of rational points.

Let $E$ be an elliptic curve defined over the finite field $k$. The set of points fixed by $\pi$ is exactly $E(k)$. Thus, $E(k)=\operatorname{ker}(\pi-1)$; since the isogeny $\pi-1$ is separable (see [Sil1, Cor. III.5.5]), the cardinality of $E(k)$ is $\operatorname{deg}(\pi-1)$. We obtain the following theorem

Theorem 1.15 (Hasse-Weil). If $E$ is an elliptic curve defined over a field $k$ with $q$ elements, then

$$
\# E(k)=1+q-t \quad \text { for }|t| \leq 2 \sqrt{q}
$$

The integer $t$ is called the trace of Frobenius. An important result of Tate [Tat] establishes that the trace of Frobenius determines the isogeny class of $E$ :

Theorem 1.16. Two elliptic curves $E_{1}$ and $E_{2}$ defined over a finite field $k$ are isogenous over $k$ if and only if $\# E_{1}(k)=\# E_{2}(k)$.

Remark. Equivalently, $E_{1}$ and $E_{2}$ are isogenous over $k$ if and only if they have the same trace of Frobenius.
If $p$ is a prime and $k=\mathbb{F}_{p}$, Waterhouse [Wat1] went a bit further showing that the possible values for the trace of Frobenius over $\mathbb{F}_{p}$, namely the integers in $[-2 \sqrt{p}, 2 \sqrt{p}]$, are indeed in a one to one correspondence with isogeny classes of elliptic curves over $\mathbb{F}_{p}$. More in general,

Theorem 1.17 ([Wat1, Th. 4.1]). Let $q=p^{e}$. There exists an isogeny class of elliptic curves defined over $\mathbb{F}_{q}$ with trace of Frobenius $t$ if and only if one of the following holds:
(a) $(p, t)=1$ and $t \leq 2 \sqrt{q}$.
(b) $e$ is even and either
(i) $t= \pm 2 \sqrt{q}$
(ii) $p \not \equiv 1 \bmod 3$ and $t= \pm \sqrt{q}$;
(iii) $p \not \equiv 1 \bmod 4$ and $t=0$.
(c) $e$ is odd and either
(i) $t=0$;
(ii) $p=2$ and $t= \pm \sqrt{2 q}$;
(iii) $p=3$ and $t= \pm \sqrt{3 q}$.

## The endomorphism ring

As we have already stated at the end of section 1.2.3, over a finite field $k$ we have the following classification:
Theorem 1.18. Let $E$ be an elliptic curve defined over a finite field $K$. The endomorphism ring End $(E)$ is either an order $\mathcal{O}$ in a quadratic imaginary field $K$ or a maximal order $\mathfrak{O}$ in a quaternion algebra $\mathfrak{A}$.

We recall that multiplication-by- $m$ maps always provide an embedding $\mathbb{Z} \hookrightarrow \operatorname{End}(E)$ but, over a finite field, the existence over the Frobenius endomorphism satisfying a certain quadratic equation implies that this is not the whole story. However, we know that $\pi$ commutes with all isogenies and, therefore, it lies in the center of the endomorphism ring.

Lenstra [Len] showed that the the endomorphism ring structure determines the set of rational points over extensions of $k$.

Theorem 1.19. Let $k$ be a finite field, $E$ an elliptic curve over $k$ and $\pi$ the Frobenius endomorphism of $E$. Further, let $\kappa$ be a finite field extension of $k$, of degree $r=[\kappa: k]$.
(a) If $\pi \notin \mathbb{Z}$, then $\operatorname{End}_{k}(E)$ has rank 2 over $\mathbb{Z}$ and

$$
E(\kappa) \simeq \frac{\operatorname{End}_{k}(E)}{\left(\pi^{r}-1\right)}
$$

(b) If $\pi \in \mathbb{Z}$, then $\operatorname{End}_{k}(E)$ has rank 4 over $\mathbb{Z}$ and

$$
E(\kappa) \simeq \frac{\mathbb{Z}}{\mathbb{Z}\left(\pi^{r}-1\right)} \oplus \frac{\mathbb{Z}}{\mathbb{Z}\left(\pi^{r}-1\right)}
$$

as abelian groups. Further,

$$
E(\kappa) \oplus E(\kappa) \simeq \frac{\operatorname{End}_{k}(E)}{\left(\pi^{r}-1\right)}
$$

as $\operatorname{End}_{k}(E)$-modules.
This, together with Theorem 1.16, yields the following
Theorem 1.20 (Sato-Tate). Two elliptic curves $E_{1}$ and $E_{2}$ defined over a finite field $k$ are isogenous if and only if their endomorphism algebras are isomorphic as $\mathbb{Q}(\pi)$-modules:

$$
\operatorname{End}^{0}\left(E_{1}\right) \simeq \operatorname{End}^{0}\left(E_{2}\right) \quad \text { where } \operatorname{End}^{0}(E)=\operatorname{End}(E) \otimes \mathbb{Q}
$$

## Ordinary and supersingular elliptic curves

In Section 1.2.3 we have defined ordinary elliptic curves as those with endomorphism algebra a quadratic imaginary field and supersingular curves as the ones with endomorphism algebra a quaternion algebra. We now want to show how the Frobenius endomorphism provides an equivalent discriminant.

Theorem 1.21 ([Deu]). Let $E$ be an elliptic curve defined over a perfect field $k$ of characteristic $p$ and let $\pi$ be the Frobenius endomorphism. The following conditions are equivalent.
(a) $E\left[p^{e}\right]=0$ for all $e \geq 1$.
(b) The dual $\hat{\pi}$ of the Frobenius endomorphism is purely inseparable.
(c) The trace of the Frobenius is divisible by $p$.
(d) The full endomorphism ring $\operatorname{End}(E)$ is an order in a quaternion algebra.
and we say that $E$ is supersingular. If the equivalent conditions above do not hold, then all of the following conditions hold.
(a) $E\left[p^{e}\right]=\mathbb{Z} / p^{r} \mathbb{Z}$ for all $e \geq 1$.
(b) The dual $\hat{\pi}$ of the Frobenius endomorphism is separable.
(c) The trace of the Frobenius is coprime to $p$.
(d) The full endomorphism ring $\operatorname{End}(E)$ is an order in a quadratic imaginary field.

And we say that $E$ is ordinary.
Proof. See [Sil1, Th. V.3.1].

### 1.2.5 Complex lattices and elliptic curves

In the literature there are many different definitions of a lattice. We are interested in the following.
Definition. Let $V$ be a vector space of finite dimension $n$ over a field $K$ of characteristic 0 . A lattice $\Lambda$ of $V$ is an additive subgroup $\Lambda \subseteq V$ isomorphic to $\mathbb{Z}^{n}$ and containing a $K$-basis of $V$

Example. Let $d \in \mathbb{Z}$ be a non-square. The field $\mathbb{Q}(\sqrt{d})$ is a quadratic extension of $\mathbb{Q}$ and can be seen as a vector space over the rationals with basis $\{1, \sqrt{d}\}$. Then $\mathbb{Z}[\sqrt{d}]$ is a lattice in $\mathbb{Q}(\sqrt{d})$. More generally, for every element $\alpha \in \mathbb{Q}(\sqrt{d}) \backslash \mathbb{Q}, \Lambda_{\alpha}=\mathbb{Z}+\alpha \mathbb{Z}$ is a lattice.
Example. The previous definition works for a generic number field $F$ over $\mathbb{Q}$. By definition this means that $F$ is a vector space over $\mathbb{Q}$ of dimension $\operatorname{dim}_{\mathbb{Q}} F=[F: \mathbb{Q}]$, the degree of the extension. If $\left\{\alpha_{1}, \ldots, \alpha_{d}\right\}$ is a $\mathbb{Q}$-basis of $F$, then $\Lambda_{\alpha_{1}, \ldots, \alpha_{d}}=\alpha_{1} \mathbb{Z}+\ldots+\alpha_{d} \mathbb{Z}$ is a lattice of $F$.
It is worth recalling that in case of number fields the two conditions $\Lambda \simeq \mathbb{Z}^{n}$ suffices to define a lattice as any $\mathbb{Z}$-basis is also $\mathbb{Q}$-linearly independent.

We consider now $V=\mathbb{C}$ as a two-dimensional vector space over $\mathbb{R}$. A lattice of $\mathbb{C}$ is

$$
\Lambda_{\omega_{1}, \omega_{2}}=\omega_{1} \mathbb{Z}+\omega_{2} \mathbb{Z} \quad \text { such that } \omega_{2} / \omega_{1} \notin \mathbb{R}
$$

Definition. The analytic quotient group $\mathbb{C} / \Lambda$ is called a complex torus.
These objects are compact complex manifolds and Riemann showed they are also abelian varieties. In fact, they are elliptic curves.

Definition. Let $\Lambda$ be a lattice. An elliptic function is a meromorphic function defined on the complex torus. For a meromorphic function $f: \mathbb{C} \rightarrow \mathbb{C}$ to be defined on $\mathbb{C} / \Lambda$ we need it to be invariant under translation by points of the lattice: for all $z \in \mathbb{C}$

$$
\left\{\begin{array}{l}
f\left(z+\omega_{1}\right)=f(z) \\
f\left(z+\omega_{2}\right)=f(z)
\end{array}\right.
$$

Elliptic functions are also called doubly periodic functions.
For more details on elliptic functions one can refer to [Sil1, Ch. VI] or [Lan2, Ch. I]
The most important example of elliptic function is represented by the Weierstrass $\wp$ function

$$
\wp(z)=\frac{1}{z^{2}}+\sum_{\substack{\omega \in \Lambda \\ \omega \neq 0}}\left(\frac{1}{(z-\omega)^{2}}-\frac{1}{\omega^{2}}\right)
$$

by expanding it as a power series and rearranging the terms we obtain

$$
\wp(z)=\frac{1}{z^{2}}+\sum_{k=1}^{+\infty}(2 k+1) G_{2 k+2}(\Lambda) z^{2 k}
$$

where

$$
G_{k}(\Lambda)=\sum_{\substack{\omega \in \Lambda \\ \omega \neq 0}} \frac{1}{\omega^{k}}
$$

is the Eisenstein series of weight $k$ for $\wedge$.
Proposition 1.22. The Eisenstein series $G_{k}(\Lambda)$ is absolutely convergent for $k>1$. Note that $G_{2 k+1}(\Lambda)=0$ since $\pm \omega \in \Lambda$.

The importance of the Weierstrass $\wp$-function is multifold. On the one hand it provides generators for the function field of the complex torus

Theorem 1.23. The field of elliptic functions for $\wedge$ is $\mathbb{C}\left(\wp(z), \wp^{\prime}(z)\right)$. In other words, every elliptic function on $\Lambda$ is a rational function of $\wp(z)$ and $\wp^{\prime}(z)$

On the other hand, the relation between $\wp$ and $\wp^{\prime}$ yields an explicit connection between complex tori and the function field of elliptic curves.

Theorem 1.24 ([Sil1, Th. VI.3.5 and VI.3.6]). For all $z \in \mathbb{C} \backslash \Lambda$

$$
\wp^{\prime}(z)^{2}=4 \wp(z)^{3}-60 G_{4}(\Lambda) \wp(z)-140 G_{6}(\Lambda)
$$

We set $g_{2}=g_{2}(\Lambda)=60 G_{4}(\Lambda)$ and $g_{3}=g_{3}(\Lambda)=140 G_{6}(\Lambda)$. We have an isomorphism

$$
\frac{\mathbb{C}[x, y]}{\left(y^{2}-4 x^{3}+g_{2} x+g_{3}\right)} \longrightarrow \mathbb{C}\left[\wp, \wp^{\prime}\right]
$$

and the curve $y^{2}=4 x^{3}-g_{2} x-g_{3}$ is an elliptic curve.
We therefore have maps

$$
\begin{aligned}
&\{\text { Lattices of } \mathbb{C}\} \longrightarrow\{\text { Complex tori }\} \longrightarrow\{\text { Elliptic curves over } \mathbb{C}\} \\
& \Lambda \longmapsto \mathbb{C} / \Lambda \longmapsto E_{\Lambda}: y^{2}=x^{3}-g_{2}(\Lambda) x-g_{3}(\Lambda) \\
& z \longmapsto\left(\wp(z), \wp^{\prime}(z)\right)
\end{aligned}
$$

## An equivalence of categories

We show now that the correspondences given above extend to an equivalence of categories.
Definition. We say that two complex lattices $\Lambda, \Lambda^{\prime}$ are homothetic if they differ by a scalar multiplication, i.e., $\Lambda=\alpha \Lambda^{\prime}$ for some $\alpha \in \mathbb{C}^{\times}$; we write $\Lambda \sim \Lambda^{\prime}$. Geometrically, this corresponds to being equivalent up to a rotation and a dilation.

Let us consider a lattice $\Lambda=\omega_{1} \mathbb{Z}+\omega_{2} \mathbb{Z}$ with basis $\left\{\omega_{1}, \omega_{2}\right\}$ such that $\operatorname{Im}\left(\omega_{1} / \omega_{2}\right)>0$, a condition usually referred to as positive orientation [Sil2, §1.1] (otherwise we simply switch them). We can normalize this basis

$$
\frac{1}{\omega_{1}} \Lambda=\mathbb{Z}+\frac{\omega_{2}}{\omega_{1}} \mathbb{Z} \quad \text { where } \tau=\frac{\omega_{2}}{\omega_{1}}
$$

and obtain a map from the Poincaré upper half plane $\mathbb{H}=\{z \in \mathbb{C} \mid \operatorname{lm}(z)>0\}$ to the set of lattices:

$$
\begin{aligned}
& \mathbb{H} \longrightarrow \mathcal{L}=\{\text { Lattices in } \mathbb{C}\} \\
& \tau \longrightarrow \Lambda_{\tau}=\mathbb{Z}+\tau \mathbb{Z}
\end{aligned}
$$

This gives a cleaner description of complex lattices as now they are represented by a single complex value. Homotheties of lattices are now described by the following theorem
Lemma 1.25 ([Sil2, Lemma 1.2]). Let $\tau_{1}, \tau_{2} \in \mathbb{H} . \Lambda_{\tau_{1}}$ is homothetic to $\Lambda_{\tau_{2}}$ if and only if

$$
\tau_{2}=\gamma \cdot \tau_{1}=\frac{a \tau+b}{c \tau+d} \quad \text { for some } \gamma=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \operatorname{SL}_{2}(\mathbb{Z})
$$

This means that the quotient of the upper half plane under the action by $S L_{2}(\mathbb{Z})$, is the moduli space of lattices up to homothety

$$
\mathrm{SL}_{2}(\mathbb{Z}) \backslash \mathbb{H} \xrightarrow{1: 1} \mathcal{L} / \mathbb{C}^{\times}
$$

Homotheties of lattices translate to isomorphisms of corresponding elliptic curves [Sil1, Cor. VI.4.1.1] meaning we have an injection

$$
\mathcal{L} / \mathbb{C}^{\times} \hookrightarrow \mathcal{E} \ell \ell_{\mathbb{C}}=\{\text { Elliptic curves over } \mathbb{C}\} / \simeq
$$

and the Uniformization Theorem [Sil2, §l.4] asserts that this is indeed a bijection.
We get one to one correspondences between the following sets


### 1.3 Modular curves

The takeaway of last section is that elliptic curves are parametrized by points on the quotient $S L_{2}(\mathbb{Z}) \backslash \mathbb{H}$. In this section we will develop this further and we will study quotients of the upper half plane in a geometric fashion.

### 1.3.1 The modular group

First of all, we note that $-I \in \mathrm{SL}_{2}(\mathbb{Z})$ acts trivially on $\mathbb{H}$.
Definition. The modular group, denoted $\Gamma(1)$, is the quotient group

$$
\Gamma(1)=\mathrm{SL}_{2}(\mathbb{Z}) /\{ \pm 1\}
$$

The importance of this distinction comes from the following
Corollary 1.26. $\Gamma(1)$ acts faithfully on $\mathbb{H}$.
The group $\Gamma(1)$ contains two particularly important elements, which are usually denoted

$$
S=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) \quad T=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right)
$$

acting on $\mathbb{H}$ by

$$
S(\tau)=-\frac{1}{\tau} \quad T(\tau)=\tau+1
$$

Geometrically, $S$ represents inversion on the unit circle followed by reflection with respect to the imaginary axis, while $T$ represents a unit translation to the right.

Note that the elements $S$ and $S T$ have finite order,

$$
S^{2}=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)^{2}=1 \quad(S T)^{3}=\left(\begin{array}{cc}
0 & -1 \\
1 & 1
\end{array}\right)^{3}=1
$$

Proposition 1.27. Let $\mathcal{F} \subset \mathbb{H}$ be the subset of $\mathbb{H}$

$$
\mathcal{F}=\left\{\tau \in \mathbb{H}| | \tau \mid>1 \text { and }|\operatorname{Re}(\tau)| \leq \frac{1}{2}\right\}
$$

(a) Let $\tau \in \mathbb{H}$. Then there is a $\gamma \in \Gamma(1)$ such that $\gamma \tau \in \mathcal{F}$.
(b) Suppose that both $\tau$ and $\gamma \tau$ are in $\mathcal{F}$ for some $\gamma \in \Gamma(1), \gamma \neq 1$. Then one of the following is true:
i. $\operatorname{Re}(\tau)=-\frac{1}{2}$ and $\gamma \tau=\tau+1$;
ii. $\operatorname{Re}(\tau)=\frac{1}{2}$ and $\gamma \tau=\tau-1$;
iii. $|\tau|=1$ and $\gamma \tau=-\frac{1}{\tau}$.
(c) Let $\tau \in \mathcal{F}$, and let

$$
\operatorname{Stab}_{\Gamma(1)}(\tau)=\{\gamma \in \Gamma(1) \mid \gamma \tau=\tau\}
$$

the stabilizer of $\tau$. Then

$$
\operatorname{Stab}_{\Gamma(1)}= \begin{cases}\{1, S\} & \text { if } \tau=i \\ \left\{1, S T,(S T)^{2}\right\} & \text { if } \tau=\rho=e^{2 \pi i / 3} \\ \left\{1, T S,(T S)^{2}\right\} & \text { if } \tau=-\bar{\rho}=e^{2 \pi i / 6} \\ \{1\} & \text { otherwise }\end{cases}
$$



Figure 1.2 - The region $\mathcal{F}$ and some of its images under the action by $\Gamma(1)$.
As a consequence, we obtain the algebraic description of $\Gamma(1)$.
Corollary 1.28. The modular group $\Gamma(1)$ is generated by the matrices $S$ and $T$.
Remark. In fact, $\Gamma(1)$ is the free product of its subgroups $\langle S\rangle$ and $\langle S T\rangle$ of orders 2 and 3.
Corollary 1.29. The modular group has the presentation:

$$
\Gamma(1) \simeq\left\langle S, T \mid S^{2}=I,(S T)^{3}=I\right\rangle
$$

## The curve attached to $\Gamma(1)$

The modular group acts on the upper half plane and its quotient classifies homothety classes of lattices or, equivalently, isomorphism classes of elliptic curves. As a geometric object it is a sphere with one point missing as it corresponds to its fundamental domain with the identification of Proposition 1.27.

Definition. The extended upper-half plane $\mathbb{H}^{*}$ is the union

$$
\mathbb{H}^{*}=\mathbb{H} \cup \mathbb{P}^{1}(\mathbb{Q})
$$

The points in $\mathbb{P}^{1}(\mathbb{Q})$ are called cusps.
The action of $\mathrm{SL}_{2}(\mathbb{Z})$ on $\mathbb{H}$ by

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \tau=\frac{a \tau+b}{c \tau+d}
$$

extends naturally to an action on $\mathbb{P}^{1}(\mathbb{Q})$ by

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{x}{y}=\binom{a x+b y}{c x+d y}
$$

Therefore, $\mathrm{SL}_{2}(\mathbb{Z})$ acts on the extended upper half plane.
Definition. We define $Y(1)=\Gamma(1) \backslash \mathbb{H}$ and $X(1)=\Gamma(1) \backslash \mathbb{H}^{*}$.
$X(1)$ is now a sphere as we add the cusps (which are all equivalent under $\Gamma(1)$ ) to fill the missing point of $Y(1)$; it is, in fact, the projective closure of $Y(1)$. Therefore, $X(1)$ is a projective curve. We can endow it with the quotient topology and find that $X(1)$ is a connected compact Hausdorff space, see [Sil2, Prop. I.2.4]. More than that, it has a complex structure, i.e., an open covering $\left\{U_{i}\right\}$ together with compatible homeomorphisms $\psi_{i}: U_{i} \rightarrow \mathbb{C}$.
Theorem 1.30. $X(1)$ is a compact Riemann surface of genus 0 .
The details on the topology and the atlas on $X(1)$ can be found in [Sil2, §I.2].

### 1.3.2 Congruence subgroups

We have seen that the group $\mathrm{SL}_{2}(\mathbb{Z})$ has a well defined action on the upper-half plane $\mathbb{H}$. Any of its subgroups inherits the same action. We will study a particular class of subgroups of $\mathrm{SL}_{2}(\mathbb{Z})$.

Definition. We denote $\Gamma(N)$ the kernel of the reduction map $S L_{2}(\mathbb{Z}) \rightarrow S L_{2}(\mathbb{Z} / N \mathbb{Z})$. This is

$$
\Gamma(N)=\left\{\gamma \in \mathrm{SL}_{2}(\mathbb{Z}) \mid \gamma \equiv 1 \bmod N\right\}=\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z}) \right\rvert\, a \equiv d \equiv 1, b \equiv c \equiv 0 \bmod N\right\}
$$

As a kernel of a group morphism, it is normal in $\mathrm{SL}_{2}(\mathbb{Z})$. We call $\Gamma(N)$ the principal congruence subgroup of level $N$. A congruence subgroup is any subgroup of $\mathrm{SL}_{2}(\mathbb{Z})$ that contains $\Gamma(N)$ for some $N$.
Some important examples of congruence subgroups are

$$
\begin{aligned}
& \Gamma_{1}(N)=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z}) \left\lvert\,\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \equiv\left(\begin{array}{ll}
1 & * \\
0 & 1
\end{array}\right) \bmod N\right.\right\} \\
& \Gamma_{0}(N)=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z}) \left\lvert\,\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \equiv\left(\begin{array}{ll}
* & * \\
0 & *
\end{array}\right) \bmod N\right.\right\}
\end{aligned}
$$

Note that $\Gamma(N)$ is of finite index in $\mathrm{SL}_{2}(\mathbb{Z})$ and therefore any congruence subgroup also has finite index.

## The curve attached to 「

As we did for the modular curve $X(1)$, we can quotient the extended upper half plane by the action of any congruence subgroup $\Gamma$.

Definition. The affine modular curve over $\mathbb{C}$ attached to $\Gamma$ is an algebraic curve $Y(\Gamma)$ whose complex points are identified with $\Gamma \backslash \mathbb{H}$ with its natural Riemann surface structure.

Definition. The complete modular curve over $\mathbb{C}$ attached to $\Gamma$ is an algebraic curve $X(\Gamma)$ whose complex points are identified with $\Gamma \backslash \mathbb{H}^{*}$ equipped with the following Riemann surface structure
$(\infty)$ At $\infty, \operatorname{Stab}_{\Gamma}(\infty)=\left\langle \pm\left(\begin{array}{ll}1 & n \\ 0 & 1\end{array}\right)\right\rangle$ where $n \in \mathbb{Z}_{\geq 1}$ is called the width of infinity in $X(\Gamma)$.
(x) At $x=\frac{a}{c}=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)(\infty)$ then $A^{-1} \operatorname{Stab}_{\Gamma}\left(\frac{a}{c}\right) A=\left\langle \pm\left(\begin{array}{cc}1 & n_{x} \\ 0 & 1\end{array}\right)\right\rangle$

### 1.3.3 Simplicial complexes

Modular curves are Riemann surfaces. We provide here a topological discussion expanding on the idea that the tessellation of $\mathbb{H}$ given in Figure 1.2 provides a simplicial decomposition of the Riemann surface $\Gamma \backslash \mathbb{H}^{*}$; in particular we show how to compute their genus.

Definition. Let $X$ be a compact orientable surface. A simplicial complex on $X$ is a decomposition of $X$ as a union of simplicies of dimension $0,1,2$ such that the intersection of two different 2 -dimensional simplicies is either empty or a 1-dimensional simplex and, likewise for the intersection of 1-dimensional simplicies.

We set

$$
\begin{aligned}
& \#(2 \text {-dimensional simplicies })=F \\
& \#(1 \text {-dimensional simplicies })=E \\
& \#(0 \text {-dimensional simplicies })=V
\end{aligned}
$$

Definition. The quantity $F-E+V$ is independent of the choice of the complex and it is called the Euler characteristic of $X$

$$
\chi(X)=F-E+V
$$

Remark. $\chi(X)=2-2 g(X)$ where $g(X)$ is the genus of the curve.

Let $f: X_{1} \rightarrow X_{2}$ be a branched covering of surface. If $P \in X_{1}$, the ramification degree at $P$ is the degree of $f_{\mathcal{U}_{P}}$ where $\mathcal{U}_{P}$ is a small punctured neighborhood of $P$.

Remark. $e_{P}=1$ for "almost all" $P \in X_{1}$.

$$
\sum_{P \in f^{-1}(Q)} e_{p}=\operatorname{deg}(f)=d \quad \text { for all } Q \in X_{2}
$$

We call $\mathcal{E}$ the set of all the critical points $P \in X_{1}$ for which $e_{P}>1$ and $\mathcal{B}=f(\mathcal{E})$.
Theorem 1.31 (Riemann-Hurwitz). Let $f: X_{1} \rightarrow X_{2}$ be a branched covering of compact orientable surfaces. Then

$$
\chi\left(X_{1}\right)=d \cdot \chi\left(X_{2}\right)-\sum_{P \in X_{1}}\left(e_{p}-1\right)
$$

Remark. Observe that

$$
\sum_{P \in X_{1}}\left(e_{p}-1\right)=\sum_{\substack{P \in f^{-1}(Q) \\ Q \in X_{2}}}\left(e_{p}-1\right)=\sum_{Q \in \mathcal{B}}\left(d-\# f^{-1}(Q)\right)
$$

Corollary 1.32. Assume $g\left(X_{2}\right)=0$ then

$$
g\left(X_{1}\right)=\frac{1}{2}\left(2+\sum_{Q \in \mathcal{B}}\left(d-\# f^{-1}(Q)\right)-2 d\right)
$$

Now we consider the map $f: X(\Gamma) \longrightarrow X(1)=\mathrm{SL}_{2}(\mathbb{Z}) \backslash \mathbb{H}^{*}$.
Proposition 1.33. The following properties hold
i. $d=\#\left(\Gamma \backslash \mathrm{SL}_{2}(\mathbb{Z})\right)$
iiii. $f^{-1}(\rho)=\Gamma \backslash S L_{2}(\mathbb{Z}) /\langle S T\rangle$
ii. $B_{f} \subseteq\{\rho, i, \infty\}$
iiiii. $f^{-1}(\infty)=\Gamma \backslash \mathrm{SL}_{2}(\mathbb{Z}) /\langle T\rangle$
iii. $f^{-1}(i)=\Gamma \backslash S L_{2}(\mathbb{Z}) /\langle S\rangle$

The problem of computing the genus of $X(\Gamma)$ is now reduced to computing
i. $\# \Gamma \backslash S L_{2}(\mathbb{Z})$
iiii. $\# \Gamma \backslash S L_{2}(\mathbb{Z}) /\langle S T\rangle$
iii. $\# \Gamma \backslash S L_{2}(\mathbb{Z}) /\langle S\rangle$
iiiii. $\# \Gamma \backslash S L_{2}(\mathbb{Z}) /\langle T\rangle$

### 1.3.4 Elliptic points and cusps

In this section we recall some notions on the Riemann surfaces structure of modular curves which will enable us to recover an alternative form of the genus formula. We will follow [DS, Ch. 2].

We know that the ramification degree of $f$ at a point $P$ is a local measure encoding the multiplicity with which $f$ takes 0 to 0 as a map in local coordinates at $P$. It is therefore natural to first describe local coordinates on modular curves. For simplicity, we will do it for the algebraic curve $Y(\Gamma)$ and we will refer to [DS, §2.4] for the approach at the cusps.
The curve $Y(\Gamma)$ inherits the quotient topology from the upper half plane via the projection map $\pi: \mathbb{H} \rightarrow Y(\Gamma)$ acting as $\tau \rightarrow \Gamma \tau$. At a point $\pi(\tau)$ where $t \in \mathbb{H}$ is fixed only by the identity, we can find a small enough neighborhood $\mathcal{U}$ of $\tau$ in $\mathbb{H}$ which is homeomorphic under $\pi$ to its image $\pi(\mathcal{U})$ in $Y(\Gamma)$. A local inverse $\varphi: \pi(\mathcal{U}) \rightarrow \mathcal{U}$ will play the role of local coordinate map.
The same approach does not work at a point $\pi(\tau)$ for which $\tau$ has non-trivial stabilizer in $\mathrm{SL}_{2}(\mathbb{Z})$.
Definition. Let $\Gamma$ be a congruence subgroup. We define the isotropy group of $\tau \in \mathbb{H}$ as

$$
\Gamma_{\tau}:=\operatorname{Stab}_{\Gamma}(\tau)=\{\gamma \in \Gamma \mid \gamma(\tau)=\tau\}
$$

An elliptic point is a point with non-trivial isotropy group. By extension, the image point $\pi(\tau) \in Y(\Gamma)$ is also called elliptic.

To understand $X(\Gamma)$, it will be therefore important to understand the stabilizers $\Gamma_{\tau}$ of points $\tau$ in the upper half plane. We begin by considering the case $\Gamma=\Gamma(1)=\mathrm{SL}_{2}(\mathbb{Z})$.
Let $\gamma \in \Gamma(1)$ be a non-trivial matrix such that $\gamma(\tau)=\tau$ for some $\tau \in \mathbb{H}$. This means that

$$
(a \tau+b) /(c \tau+d)=\tau \Rightarrow a \tau+b=c \tau^{2}+d \tau \Rightarrow c \tau^{2}+(d-a) \tau-b=0
$$

$c=0$ would imply $a=d= \pm 1$ and $b=0$ which represents the matrix $\gamma= \pm l$. Since we supposed $\gamma$ non-trivial we can exclude this case and solve the quadratic equation normally:

$$
\tau=\frac{a-d \pm \sqrt{a^{2}+d^{2}-2 a d-4 c b}}{2 c}=\frac{a-d \pm \sqrt{a^{2}+d^{2}+2 a d-4}}{2 c}=\frac{a-d \pm \sqrt{(a+d)^{2}-4}}{2 c}
$$

Since $\tau \in \mathbb{H}$ we impose $|a+d|<2$ which gives $a+d= \pm 1$ or 0 . In particular this says that the characteristic polynomials of $\gamma\left(P_{\gamma}(x)=x^{2}+(a+d) x+1\right)$ can only be of the form $x^{2}+x+1, x^{2}-x+1$ or $x^{2}+1$. Since $x^{2}+1$ is a factor of $x^{4}-1$ and $x^{2} \pm x+1$ are factors of $x^{6}-1$, either $\gamma^{2}=l$ or $\gamma^{6}=I$.
Proposition 1.34. Let $\gamma \in \mathrm{SL}_{2}(\mathbb{Z})$ Let

$$
R=\left(\begin{array}{cc}
0 & 1 \\
-1 & -1
\end{array}\right) \quad S=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) \quad W=\left(\begin{array}{cc}
0 & -1 \\
1 & 1
\end{array}\right)
$$

i. If $\gamma$ has order 3, then it is conjugate to $R^{ \pm 1}$.
ii. If $\gamma$ has order 4, then it is conjugate to $S^{ \pm 1}$.
iii. If $\gamma$ has order 6 , then it is conjugate to $W^{ \pm 1}$.
and, obviously,
iv. If $\gamma$ has order 2, then $\gamma= \pm$ I.

Corollary 1.35. The elliptic points for $\Gamma(1)=\mathrm{SL}_{2}(\mathbb{Z})$ are the points $\Gamma(1) i$ and $\Gamma(1) \rho$ where $\rho=e^{2 \pi i / 3}$. Thus, the modular curve $Y(1)$ has just two elliptic points.

Note that the same result comes from the next proposition.
Proposition 1.36. Suppose $\tau \in \mathbb{H}$. There is a natural identification of $\Gamma(1)_{\tau}$ with $\operatorname{Aut}\left(E_{\tau}\right)$.
Corollary 1.37 (of Proposition 1.34). Let $\Gamma$ be a congruence subgroup of $\Gamma(1)$. The modular curve $Y(\Gamma)$ has finitely many elliptic points and for each of those the isotropy group is finite cyclic.

Proof. This is easily deduced from the fact that $\Gamma_{\tau}$ is a subgroup of $\Gamma(1)_{\tau}$.
Thus, to each $\tau \in \mathbb{H}$, we associate a positive integer

$$
h_{\tau}=|\{ \pm I\} \Gamma /\{ \pm /\}|= \begin{cases}|\Gamma| / 2 & \text { If }-I \in \Gamma_{\tau} \\ |\Gamma| & \text { If }-I \notin \Gamma_{\tau}\end{cases}
$$

counting the number of transformations fixing $\tau$.
Note that $h_{\tau}>1$ if and only if $\tau$ is elliptic. The integer $h_{\tau}$ is called the period of $\tau$.
Remark. It is straightforward to prove that this is well defined on the modular curve $Y(\Gamma)$.
Now, to put coordinates on $Y(\Gamma)$ about an elliptic point $\pi(\tau)$ we first use the map $\delta_{\tau}=\left(\begin{array}{cc}1 & -\tau \\ 1 & -\bar{\tau}\end{array}\right) \in$ $\mathrm{GL}_{2}(\mathbb{C})$ to take $\tau$ to 0 and its conjugate $\bar{\tau} \rightarrow \infty$.

The isotropy group of 0 after the transformation is conjugate to the one of $\tau$ and, therefore, it is cyclic of order $h_{\tau}$. Since this group of fractional linear transformations fixes 0 and $\infty$, it consists of transformations of the form $z \rightarrow c z$ for some complex number $c$ and, since it is cyclic it must be the group of rotations by $2 \pi / h_{\tau}$ about 0 .
When we transform a neighborhood $\mathcal{U}$ of $\tau$ via the map $\delta_{\tau}$, the $\Gamma$-equivalent points are separated by a fixed angle ( $\delta_{\tau}$ is straightening the neighborhoods of $\tau$ ). We next wrap the sector around a disc $\mathcal{V}$ via the map $z \rightarrow z^{h_{\tau}}$ and we call this map $\rho$. Finally, we define $\psi=\rho \circ \delta_{\tau}$.
By the Open mapping theorem $\psi$ is an open map.

Lemma 1.38. The projection $\pi: \mathcal{U} \rightarrow \pi(\mathcal{U})$ and the map $\psi: \mathcal{U} \rightarrow \mathcal{V}$ identify the same points.
Thus, there is an injection $\varphi: \pi(\mathcal{U}) \rightarrow \mathcal{V}$ commuting with $\pi$ and $\psi$ which will play the role of local coordinates.


Figure 1.3 - Coordinate chart around an elliptic point and specialization to $i$.
computing the number of elliptic points of period 2 and 3 for the congruence subgroup $\Gamma_{0}(N)$.

### 1.3.5 Genus formula

We will now derive an equivalent formula to compute the genus of $X(\Gamma)$. We suppose again to have a nonconstant holomorphic map between modular curves $f: X\left(\Gamma_{1}\right) \rightarrow X\left(\Gamma_{2}\right)$. We already know from Proposition 1.33 that

$$
\operatorname{deg}(f)=\left[\{ \pm /\} \Gamma_{2}:\{ \pm /\} \Gamma_{1}\right]= \begin{cases}{\left[\Gamma_{2}: \Gamma_{1}\right] / 2} & \text { If }-I \in \Gamma_{2} \text { and }-I \notin \Gamma_{1} \\ {\left[\Gamma_{2}: \Gamma_{1}\right]} & \text { Otherwise }\end{cases}
$$

Now, from previous sections we have the following commutative diagram where $\mathcal{U}$ is an open neighborhood of a point $\tau \in \mathbb{H}$.


$$
\begin{gathered}
\pi_{i}: \mathbb{H} \longrightarrow X\left(\Gamma_{i}\right) \\
\rho_{i}: z \longrightarrow z^{h_{i}} \\
f_{\text {local }} \circ \rho_{1} \circ \delta=\rho_{2} \circ \delta
\end{gathered}
$$

The local map turns out to be $q \rightarrow q^{h_{2} / h_{1}}$. Now if $\Gamma_{0} j, \tau$ is the isotropy group of $\tau$ in $\Gamma_{j}$ for $j=1,2$, then the periods $h_{j}$ live in $\{1,2,3\}$ and since the quotient is integral we have $h_{1}=1$ or $h_{1}=h_{2}$. Therefore the ramification degree is

$$
\begin{aligned}
e_{\pi_{1}(\tau)}=h_{2} / h_{1} & = \begin{cases}h_{2} & \text { If } \tau \text { is an elliptic point for } \Gamma_{2} \text { but not for } \Gamma_{1} \\
1 & \text { Otherwise }\end{cases} \\
& =\left[\{ \pm /\} \Gamma_{2, \tau}:\{ \pm /\} \Gamma_{1, \tau}\right]
\end{aligned}
$$

Viceversa, if $s \in \mathbb{Q} \cup\{\infty\}$ is a cusp, then $\rho_{1}(z)=e^{2 \pi i z / h_{1}}$ and $\rho_{2}(z)=e^{2 \pi i z / h_{2}}$ so the local map is $q \rightarrow q^{h_{1} / h_{2}}$ where $h_{j}=\left[\Gamma(1)_{\infty}:\{ \pm 1\} \Gamma_{j, s}\right]$ and the ramification degree is

$$
e_{\pi_{1}(s)}=h_{1} / h_{1}=\left[\{ \pm 1\} \Gamma_{2, s}:\{ \pm 1\} \Gamma_{1, s}\right]
$$

Remark. If $\Gamma_{1}$ is normal in $\Gamma_{2}$ then all points of $X\left(\Gamma_{1}\right)$ lying over a given point of $X\left(\Gamma_{2}\right)$ have the same ramification degree.

Finally, we get back to our map $X(\Gamma) \rightarrow X(1)$ for a congruence subgroup $\Gamma$ of $\mathrm{SL}_{2}(\mathbb{Z})$.
We denote $y_{2}=S L_{2}(\mathbb{Z}) i, y_{3}=S L_{2}(\mathbb{Z}) \rho$ and $y_{\infty}=S L_{2}(\mathbb{Z}) \infty$ the set of elliptic points of period 2, 3 and the cusps of $X(1)$. In the same way $\epsilon_{2}$ and $\epsilon_{3}$ indicate the set of elliptic points of $\Gamma$ in $f^{-1}\left(y_{2}\right)$ and $f^{-1}\left(y_{3}\right)$ - of period 2 and 3 in $X(\Gamma)$ - and $\epsilon_{\infty}$ the set of cusps. Now,

$$
d=\sum_{x \in f^{-1}\left(y_{h}\right)} e_{x}=h \overbrace{\left(\left|f^{-1}\left(y_{h}\right)\right|-\epsilon_{h}\right)}^{\substack{\text { points ther of are } \\ \text { not ellitic in } \Gamma}}+1 \cdot \epsilon_{h}
$$

Thus, if $\nu_{h}=\left|f^{-1}\left(y_{h}\right)\right|$, then $h \nu_{h}-h \epsilon_{h}+\epsilon_{h}=d \Longrightarrow d-\epsilon_{h}=h\left(\nu_{h}-\epsilon_{h}\right)$, from which

$$
\sum_{x \in f^{-1}\left(y_{h}\right)}\left(e_{x}-1\right)=h\left(\left|f^{-1}\left(y_{h}\right)\right|-\epsilon_{h}\right)+\epsilon_{h}+\left|f^{-1}\left(y_{h}\right)\right|=(h-1)\left(\left|f^{-1}\left(y_{h}\right)\right|-\epsilon_{h}\right)=\frac{h-1}{h}\left(d-\epsilon_{h}\right)
$$

And for the cusps

$$
\sum_{x \in f^{-1}\left(y_{\infty}\right)}\left(e_{x}-1\right)=d-\left|f^{-1}\left(y_{\infty}\right)\right|=d-\epsilon_{\infty}
$$

Putting all the pieces together, from Theorem 1.31, we get
Theorem 1.39 (Riemann-Hurwitz). The genus of the modular curve $X(\Gamma)$ is

$$
g(X(\Gamma))=1+\frac{d}{12}-\frac{\epsilon_{2}}{4}-\frac{\epsilon_{3}}{3}-\frac{\epsilon_{\infty}}{2}
$$

Remark. From Corollary 1.32 and the expression for $\nu_{h}=\# f^{-1}\left(y_{h}\right)$, we obtain the same result

$$
\begin{aligned}
& g(X(\Gamma))=1-d+\frac{1}{2} \sum_{Q \in \mathcal{B}}\left(d-\# f^{-1}(Q)\right)=1-d+\frac{1}{2} \sum_{Q \in y_{2} \cup y_{3} \cup y_{\infty}}\left(d-\# f^{-1}(Q)\right)= \\
&=1-d+\frac{d-\# f^{-1}\left(y_{2}\right)}{2}+\frac{d-\# f^{-1}\left(y_{3}\right)}{2}+\frac{d-\# f^{-1}\left(y_{\infty}\right)}{2}=1+\frac{d}{2}-\frac{\# f^{-1}\left(y_{2}\right)}{2}-\frac{\# f^{-1}\left(y_{3}\right)}{2}-\frac{\# f^{-1}\left(y_{\infty}\right)}{2}= \\
&=1+\frac{d}{2}-\frac{d+\epsilon_{2}}{4}-\frac{d+2 \epsilon_{3}}{6}-\frac{\epsilon_{\infty}}{2}=1+\frac{d}{12}-\frac{\epsilon_{2}}{4}-\frac{\epsilon_{3}}{3}-\frac{\epsilon_{\infty}}{2}
\end{aligned}
$$

## Chapter 2

## Modular towers and squares of isogenies

The goal of this chapter is to present the main properties of the modular curves associated to

$$
\Gamma_{0}(N)=\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \right\rvert\, c \equiv 0 \bmod N\right\}
$$

Since they parametrize elliptic curves together with an isogeny of degree $N$, we will use information on their models to study isogeny chains and commutative diagrams of isogenies.

We start by studying the action of $\Gamma_{0}(N)$ on the upper half plane and the resulting quotient; this provides dimension formulæ for the space of elliptic points and cusps of $X_{0}(N)$. We eventually shift our focus on the function field of these algebraic objects by looking for generators and relations between them. Finally, we explain how to use these parameters in the construction of isogeny structures.

### 2.1 Signature of the modular curve $X_{0}(N)$

In this first section we provide a geometric interpretation of the action of $\Gamma_{0}(N)$ on $\mathbb{H}$. We give all the quantities in the Riemann-Hurwitz formula 1.31 an interpretation in terms of group-theoretic actions and we use it to compute the genus of $X_{0}(N)$ as a branched covering of $\mathbb{P}^{1}$.

### 2.1.1 The projective line $\mathbb{P}^{1}(\mathbb{Z} / N \mathbb{Z})$

Definition. $\mathbb{P}^{1}(\mathbb{Z} / N \mathbb{Z})$ denotes the projective line over $\mathbb{Z} / N \mathbb{Z}$; it is the quotient of the set

$$
\left\{(a, b) \in(\mathbb{Z} / N \mathbb{Z})^{2} \mid \operatorname{gcd}(a, b, N)=1\right\}
$$

by the equivalence relation $\sim$ given by $(a, b) \sim(c, d)$ if and only if there exists $\lambda \in(\mathbb{Z} / N \mathbb{Z})^{\times}$such that

$$
(c, d)=\lambda(a, b)
$$

Remark. Note that this is equivalent to $a d-b c \equiv 0 \bmod N$, [CS2, Lemma 6.1.4].
Lemma 2.1. Every element of the projective line $\mathbb{P}^{1}(\mathbb{Z} / N \mathbb{Z})$ has a representative $(a: b)$ with $b \mid N, b>0$, and $\operatorname{gcd}(a, b)=1$, and this representative is unique up to the addition of a multiple of $N / b$ to a (which leaves a coprime to $b$ ).

Proof. See [CS2, Lemma 6.1.7].
A list of representatives could thus be obtained by first considering all the divisors $b$ of $N$; for each of them, we consider all the elements $a^{\prime}$ in $\mathbb{Z} /(N / b) \mathbb{Z}$ and we look for $a \in \mathbb{Z} / N \mathbb{Z}$ such that $\operatorname{gcd}(a, b)=1$ and $a \equiv a^{\prime} \bmod N / b$ 。

Example. For $N=12$ the set $\mathbb{P}^{1}(\mathbb{Z} / 12 \mathbb{Z})$ consists of

$$
\begin{aligned}
& \{(0: 1),(1: 1),(2: 1),(3: 1),(4: 1),(5: 1),(6: 1),(7: 1),(8: 1),(9: 1),(10: 1),(11: 1) \\
& (1: 2),(3: 2),(5: 2),(1: 3),(2: 3),(7: 3),(4: 3),(1: 4),(5: 4),(3: 4),(1: 6),(1: 0)\}
\end{aligned}
$$

As a consequence of Lemma 2.1, we have the following:

$$
\# \mathbb{P}^{1}(\mathbb{Z} / N \mathbb{Z})=N \prod_{p \mid N}\left(1+\frac{1}{p}\right)
$$

### 2.1.2 The quotient $\Gamma_{0}(N) \backslash S L_{2}(\mathbb{Z})$

From the definition we know that any element $(a: b)$ of the projective line $\# \mathbb{P}^{1}(\mathbb{Z} / N \mathbb{Z})$ has coprime coordinates: $(a, b)=1$. Hence, we can always find two integers $c, d \in \mathbb{Z}$ such that $a d-c b=1$. This gives us another equivalent method of representing elements of $\# \mathbb{P}^{1}(\mathbb{Z} / N \mathbb{Z})$ as matrices:

$$
(v: u) \leadsto \sim \sim \sim \sim \sim \perp\left(\begin{array}{cc}
s & t \\
u & v
\end{array}\right)
$$

We focus on the congruence subgroup

$$
\Gamma_{0}(N)=\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z}) \right\rvert\, c \equiv 0 \quad \bmod N\right\}
$$

Lemma 2.2. We have the following isomorphism:

$$
\Gamma_{0}(N) \backslash S L_{2}(\mathbb{Z}) \simeq \mathbb{P}^{1}(\mathbb{Z} / N \mathbb{Z})
$$

Proof. This is Proposition 6.3.22 in [CS2]. See also Proposition 1.43 of [Shi].

## The action of $T$

The matrix $T=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$ acts on $\mathbb{P}^{1}(\mathbb{Z} / N \mathbb{Z})$ and corresponds to translations:

$$
\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right)^{m} \cdot(a: b)
$$

This shows that $T$ fixes the second term. Let $b$ be a divisor of $N$; an element of the form $(*: b)$ has the first coordinate differing by an element of $\mathbb{Z} /(N / b) \mathbb{Z}$. Therefore, we claim that the number of orbits of the action of the matrix $T$ on the subset $\{(*: b)\} \subset \mathbb{P}^{1}(\mathbb{Z} / N \mathbb{Z})$ is given by

$$
\varphi\left(\operatorname{gcd}\left(b, \frac{N}{b}\right)\right)
$$

where $\varphi$ is the Euler function.
Suppose $(a: b)$ and $\left(a^{\prime}: b\right)$ are in the same orbit. This implies that $a^{\prime} \equiv a+k b \bmod N / b$ for some $k \in \mathbb{Z}$. Hence, modulo changing the sign of $k$,

$$
a^{\prime}-a=m \frac{N}{b}+k b=\operatorname{gcd}(b, N / b)\left(m \frac{N}{b \operatorname{gcd}(b, N / b)}+k \frac{b}{\operatorname{gcd}(b, N / b)}\right)
$$

which clearly says that $a^{\prime}-a$ is a multiple of $\operatorname{gcd}(b, N / b)$.
The question can be turned into finding the number of elements in $\mathbb{Z} /(N / b) \mathbb{Z}$ which are less than or equal to $\operatorname{gcd}(b, N / b)$ and lift to an element of $\{(*: b)\} \subset \mathbb{P}^{1}(\mathbb{Z} / N \mathbb{Z})$. Now it is clear that if $\alpha \in \mathbb{Z} /(N / b) \mathbb{Z}$ is not coprime to $\operatorname{gcd}(b, N / b)$ then it is not coprime neither with $b$ nor with $N / b$ and therefore it does not lift. Viceversa if it is coprime to $\operatorname{gcd}(b, N / b)$ then either it is coprime to $b$ and therefore it determines the element $(\alpha: b)$ or it is not coprime to $b$ but $\alpha+N / b$ is. In both cases we get an element of $\{(*: b)\} \subset \mathbb{P}^{1}(\mathbb{Z} / N \mathbb{Z})$. This discussion shows that the number of orbits equals the number of elements in $\mathbb{Z} /(N / b) \mathbb{Z}$ which are less than or equal to $\operatorname{gcd}(b, N / b)$ and coprime to it and this is exactly $\varphi\left(\operatorname{gcd}\left(b, \frac{N}{b}\right)\right)$ as wanted.

Example. Let us look at the situation for $N=150=2 \cdot 3 \cdot 5^{2}, b=10=2 \cdot 5$.


As expected we have $4=\varphi(5)=\varphi\left(\operatorname{gcd}\left(b, \frac{N}{b}\right)\right)$ orbits.
Thus, we have

$$
\# \pi^{-1}(\infty)=\# \Gamma \backslash \mathrm{SL}_{2}(\mathbb{Z}) /\langle T\rangle=\sum_{b \mid N} \varphi\left(\left(b, \frac{N}{b}\right)\right)
$$

## The action of $S$

$S$ is the matrix

$$
\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

It acts on the left on $\mathbb{P}^{1}(\mathbb{Z} / N \mathbb{Z})$

$$
\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) \cdot(a: b)=(b:-a)=(-b: a)
$$

It is not difficult to see that $S$ is of order 2 and it satisfies the minimal polynomial $X^{2}+1=0$. This implies that all its orbits are of size either 1 or 2 . Orbits of order one consists of eigenvalues.

Hence, $S$ has orbits of order one in $\mathbb{P}^{1}(\mathbb{Z} / N \mathbb{Z})$ if and only if its minimal polynomial $X^{2}+1$ splits modulo $N$. Suppose $N=p_{1}^{e_{1}} p_{2}^{e_{2}} \ldots p_{n}^{e_{n}}$, the Chinese Remainder Theorem implies we can solve a polynomial $f(x)$ over $\mathbb{Z} / N \mathbb{Z}$ by first solving it modulo $\mathbb{Z} / p_{i}^{e_{i}} \mathbb{Z}$ and then combining the roots together to find a solution modulo $N$.

$$
\frac{\mathbb{Z}}{N \mathbb{Z}} \xrightarrow{\sim} \frac{\mathbb{Z}}{p_{1}^{e_{1}} \mathbb{Z}} \times \frac{\mathbb{Z}}{p_{2}^{e_{2}} \mathbb{Z}} \times \ldots \times \frac{\mathbb{Z}}{p_{n}^{e_{n}} \mathbb{Z}}
$$

Let us have a look at $P_{S}(X)=X^{2}+1$ modulo $p$. We study the roots of this polynomial in $\mathbb{Z} / p \mathbb{Z}$ and we try to see whether they lift or not to solutions in $\mathbb{Z} / p^{k} \mathbb{Z}$. In particular we study if $P_{S}(X)$ has solutions in $\mathbb{Z}_{p}$.

Lemma 2.3. If $p \neq 2$ and $a \not \equiv 0 \bmod p$, the equation $X^{2}-a=0$ has a solution in $\mathbb{Z}_{p}$ if and only if it has a solution in $\mathbb{F}_{p}$.

Proof. This is an immediate consequence of Hensel's Lemma.
Thus, for an odd prime $p, P_{S}(X)$ has a solution in $\mathbb{Z} / p^{k} \mathbb{Z}$ for all $k$ if and only if it has a solution in $\mathbb{Z} / p \mathbb{Z}$. We know that $X^{2}-a$ has a solution in $\mathbb{F}_{p}$ if and only if

$$
\left(\frac{a}{p}\right)=1
$$

In particular $X^{2}+1$ has a root in $\mathbb{Z}_{p}($ for $p \neq 2)$ if and only if

$$
\left(\frac{-1}{p}\right)=1 \Longleftrightarrow p \equiv 1 \quad \bmod 4
$$

In conclusion, supposing $2 \nmid N$, the action of $S$ on $\mathbb{P}^{1}(\mathbb{Z} / N \mathbb{Z})$ has either 0 or 2 orbits of size 1 depending on whether the polynomial $X^{2}+1$ is irreducible or not modulo all the primes diving $N$.

We can express this condition saying that

$$
\text { \#orbits of size } 1=\prod_{p \mid N}\left(1+\left(\frac{-1}{p}\right)\right)
$$

It remains to study the case $p=2$. Clearly $X^{2}+1$ has one solution in $\mathbb{Z} / 2 \mathbb{Z}$, namely 1 , but this does not lift to any solution in $\mathbb{Z} / 4 \mathbb{Z}$. Also (see [Conr])

Lemma 2.4. If $u \in \mathbb{Z}_{2}^{\times}$, then $u$ is a square in $\mathbb{Q}_{2}$ if and only if $u \equiv 1 \bmod 8 \mathbb{Z}_{2}$.
Since $-1 \not \equiv 1 \bmod 8$, we conclude that $P_{S}(X)$ has no solutions in $\mathbb{Z} / N \mathbb{Z}$ if $4 \mid N$.
In conclusion,

$$
\begin{aligned}
& \# \pi^{-1}(i)=\# \Gamma \backslash \operatorname{SL}_{2}(\mathbb{Z}) /\langle S\rangle=\frac{\# \mathbb{P}^{1}(\mathbb{Z} / N \mathbb{Z})-\# \text { orbits of size } 1}{2}+\# \text { orbits of size } 1= \\
&=\frac{1}{2} \cdot \begin{cases}N \prod_{p \mid N}\left(1+\frac{1}{p}\right) & \text { if } 4 \mid N \\
N \prod_{p \mid N}\left(1+\frac{1}{p}\right)+\prod_{p \mid N}\left(1+\left(\frac{-1}{p}\right)\right) & \text { if } 4 \nmid N\end{cases}
\end{aligned}
$$

where $(-1 / p)$ is 1 if $p \equiv 1 \bmod 4,-1$ if $p \equiv-1 \bmod 4$ and 0 if $p=2$.
Remark. Note that $(-1 / p)$ is the classical Legendre symbol for every odd prime. For $p=2$, we use the same notation following [DS] but we define it to be $(-1 / 2)=0$. This does not correspond neither to the Legendre symbol (which is not defined for $p=2$ ) nor to the Kronecker symbol for which $(-1 \mid 2)=1$.

Example. Let $N=10$; the orbits of $S$ in $\mathbb{P}^{1}(\mathbb{Z} / 10 \mathbb{Z})$ are


As expected we found

$$
\prod_{p \mid 10}\left(1+\left(\frac{-1}{p}\right)\right)=\left(1+\left(\frac{-1}{2}\right)\right) \cdot\left(1+\left(\frac{-1}{5}\right)\right)=1 \cdot 2=2
$$

orbits of size 1 and

$$
\frac{1}{2} \cdot\left(10 \prod_{p \mid 10}\left(1+\frac{1}{p}\right)-\prod_{p \mid 10}\left(1+\left(\frac{-1}{p}\right)\right)\right)=\frac{1}{2} \cdot\left(10 \cdot \frac{3}{2} \cdot \frac{6}{5}-2\right)=8
$$

orbits of size 2 .

The action of $S T$
The matrix

$$
S T=\left(\begin{array}{cc}
0 & 1 \\
-1 & -1
\end{array}\right)
$$

acts on the left on $\mathbb{P}^{1}(\mathbb{Z} / N \mathbb{Z})$ by sending

$$
\left(\begin{array}{cc}
0 & 1 \\
-1 & -1
\end{array}\right) \cdot(a: b)=(b:-a-b)=(b:-(a+b))
$$

$S T$ has order 3 and satisfies the minimal polynomial $P_{S T}(X)=X^{2}+X+1$. As we did for $S$ we study the splitting behavior of this polynomial modulo all the prime divisors of $N$ and we see if they lift to general solution modulo prime powers.

First of all, we have the following lemma:
Lemma 2.5. The polynomial $X^{2}+X+1$ has a solution in $\mathbb{F}_{p}$ if and only if -3 is a square $\bmod p$.
Proof. Consider the quadratic extension of $\mathbb{Q}(\sqrt{-3})$. The ring of integers of $K=\mathbb{Q}(\sqrt{-3})$ is $\mathcal{O}_{K}=\mathbb{Z}[\omega]$ where the primitive element $\omega=(-1+\sqrt{-3}) / 2$ satisfies the minimal polynomial $f(X)=X^{2}+X+1$. Now let $p \in \mathbb{Z}$ be a prime number; a prime $\mathfrak{p}$ ideal of $\mathcal{O}_{K}$ is a factor of $p \mathcal{O}_{K}$ if and only if $p \mathcal{O}_{K} \subseteq \mathfrak{p}$.

Hence there is a bijection between the set of prime factors of $p \mathcal{O}_{K}$ and the prime ideals of $\mathcal{O}_{K}$ containing $p \mathcal{O}_{K}$. But this last set is in bijection with the set of prime ideals of $\mathcal{O}_{K} / p \mathcal{O}_{K}$ and now

$$
\frac{\mathcal{O}_{K}}{p \mathcal{O}_{K}} \simeq \frac{\left(\frac{\mathbb{Z}[X]}{(f(X))}\right)}{\left(\frac{(p) \mathbb{Z}[X]+(f(X)) \mathbb{Z}[X]}{(f(X))}\right)} \simeq \frac{\mathbb{Z}[X]}{(p) \mathbb{Z}[X]+(f(X)) \mathbb{Z}[X]} \simeq \frac{\left(\frac{\mathbb{Z}[X]}{(p) \mathbb{Z}[X]}\right)}{\left(\frac{(p) \mathbb{Z}[X]+(f(X)) \mathbb{Z}[X]}{(p) \mathbb{Z}[X]}\right)} \simeq \frac{\mathbb{F}_{p}[X]}{(\overline{f(X)})}
$$

In the last isomorphism we use the canonical projection map

$$
\begin{aligned}
\pi: \mathbb{Z}[X] & \longrightarrow \mathbb{F}_{p}[X] \\
f(X) & \longrightarrow \overline{f(X)}
\end{aligned}
$$

Then

$$
\left\{\begin{array}{l}
\text { prime ideals of } \mathcal{O}_{K} \\
\text { containing }(p) \mathcal{O}_{K}
\end{array}\right\} \longleftrightarrow\left\{\text { prime ideals of } \frac{\mathbb{F}_{p}[X]}{(\overline{f(X)})}\right\} \longleftrightarrow\left\{\begin{array}{l}
\text { prime ideals of } \mathbb{F}_{p}[X] \\
\text { containing }(\overline{f(X)})
\end{array}\right\}
$$

and since $\mathbb{F}_{p}[X]$ is a P.I.D., then this last set is in bijection with the monic irreducible factors of $\overline{f(X)}$.
Thus, the splitting behavior of the polynomial $X^{2}+X+1$ modulo $p$ corresponds to the splitting behavior of the ideal $(p)_{K}$.

To conclude it only remains to observe that the splitting behavior of a prime $(p)$ in any quadratic field $L$ is given (see [Cox, Prop. 5.16])by the Legendre symbol

$$
\left(\frac{\Delta_{L}}{p}\right) \quad \Delta_{L}=\operatorname{disc}\left(\mathcal{O}_{L}\right)
$$

In our case $\Delta_{K}=-3$ which concludes the proof.
In particular, the number of roots of $P_{S T}(X) \bmod p$ is given by $1+\left(\frac{-3}{p}\right)$. It remains to observe that a root lifts to a solution modulo $p^{k}$.
Lemma 2.6 (Hensel's Lemma). If $f(X) \in \mathbb{Z}_{p}[X]$ and $a \in \mathbb{Z}_{p}$ satisfies

$$
f(a) \equiv 0 \bmod p \quad f^{\prime}(a) \not \equiv 0 \bmod p
$$

then there is a unique $\alpha \in \mathbb{Z}_{p}$ such that $f(\alpha)=0$ and $\alpha \equiv a \bmod p$.
The minimal polynomial $P_{S T}(X)$ has prime derivative $2 X+1$ and $2 X+1$ divides $X^{2}+X+1$ in $\mathbb{F}_{p}[X]$ if and only if $p=3$. Indeed,

$$
X^{2}+X+1 \equiv(2 X+1)(a X+b) \equiv 2 a X^{2}+(2 b+a) X+b \quad \bmod p
$$

implies

$$
\left\{\begin{array} { l } 
{ b \equiv 1 \operatorname { m o d } p } \\
{ 2 b + a \equiv 1 \operatorname { m o d } p } \\
{ 2 a \equiv 1 \operatorname { m o d } p }
\end{array} \Leftrightarrow \left\{\begin{array} { l } 
{ b \equiv 1 \operatorname { m o d } p } \\
{ a \equiv - 1 \operatorname { m o d } p } \\
{ 2 a \equiv 1 \operatorname { m o d } p }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
b \equiv 1 \bmod p \\
a \equiv-1 \bmod p \\
-2 \equiv 1 \bmod p
\end{array}\right.\right.\right.
$$

and the third equation is true if and only if $p=3$.
Hence, all the solution that we find can be lifted to general solutions modulo $p^{k}$ for $p \neq 3$.
It only remains to study the case $p=3 . P_{S T}(X) \bmod 3$ has a root with multiplicity 2 , namely 1 . But this does not lift to any solution mod 9 .

$$
\begin{array}{cccccccccc}
x & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
x^{2} & 0 & 1 & 4 & 0 & 7 & 7 & 0 & 4 & 1 \\
x^{2}+x+1 & 1 & 3 & 7 & 4 & 3 & 4 & 7 & 3 & 1
\end{array}
$$

More in general, suppose we have a solution $\alpha$ of $X^{2}+X+1$ in $\mathbb{Z} / p^{i} \mathbb{Z}$; in order to have it lifting to a root in $\mathbb{Z} / p^{i+1} \mathbb{Z}$ we have to solve $\left(\alpha+k p^{i}\right)^{2}+\left(\alpha+k p^{i}\right)+1 \equiv 0 \bmod p^{i+1}$. This gives

$$
0 \equiv\left(\alpha^{2}+\alpha+1\right)+(2 \alpha+1) k p^{i}+k^{2} p^{2 i} \equiv\left(\alpha^{2}+\alpha+1\right)+(2 \alpha+1) k p^{i} \quad \bmod p^{i+1}
$$

If $p \neq 3$, then $2 \alpha+1$ is coprime to $p$ and therefore we are left with a linear equation in $k$ :

$$
\left(\alpha^{2}+\alpha+1\right)+(2 \alpha+1) p^{i} k \equiv 0 \quad \bmod p^{i+1}
$$

and since $\alpha$ is a solution modulo $p^{i}$, then the latter is equivalent to the following equation

$$
1+(2 \alpha+1) k \equiv 0 \quad \bmod p
$$

which has always solution since $2 \alpha+1$ is invertible.
If $p=3$ the situation changes since $\alpha=1$ and $2 \alpha+1=3=p$. This gives

$$
0 \equiv\left(\alpha^{2}+\alpha+1\right)+(2 \alpha+1) p^{i} k \equiv\left(\alpha^{2}+\alpha+1\right)+p^{i+1} k \equiv\left(\alpha^{2}+\alpha+1\right) \bmod p^{i+1}
$$

and we check easily that 1 is not a solution in $\mathbb{Z} / 9 \mathbb{Z}$.
Remark. More concisely, $f(x)$ and $f\left(x^{\prime}\right)$ are clearly coprime if $p \neq 3$ since $p \nmid \operatorname{disc}(f(x))=-3$. Further, the impossibility of lifting a root to $\mathbb{Z} / 9 \mathbb{Z}$ comes from the fact that 3 ramifies and therefore the root lies in a quadratic extension of $\mathbb{Z}_{3}$.

In conclusion, the number of orbits of size 1 of $S T$ is given by

$$
\begin{cases}0 & \text { if } 9 \mid N \\ \prod_{p \mid N}\left(1+\left(\frac{-3}{p}\right)\right) & \text { if } 9 \nmid N\end{cases}
$$

where $(-3 / p)$ is 1 if $p \equiv 1 \bmod 3,-1$ if $p \equiv-1 \bmod 3$ and 0 if $p=3$.
Remark. As in the previous section, $(-3 / p)$ represents the Legendre symbol for any odd prime $p$. In this situation, however, the case of $p=2$ does fit with the case of $p \equiv-1 \bmod 3$ and also with the Kronecker symbol $(-3 \mid 2)=-1$.

All the other orbits are of size 3 (since this is the order of $S T$ ) and therefore,

$$
\begin{aligned}
\# \pi^{-1}(\rho)=\# \Gamma \backslash S L_{2}(\mathbb{Z}) /\langle S T\rangle=\frac{\# \mathbb{P}^{1}(\mathbb{Z} / N \mathbb{Z})-\# \text { orbits of size } 1}{3}+\# \text { orbits of size } 1= \\
=\frac{1}{3} \cdot \begin{cases}N \prod_{p \mid N}\left(1+\frac{1}{p}\right) & \text { if } 9 \mid N \\
N \prod_{p \mid N}\left(1+\frac{1}{p}\right)+2 \prod_{p \mid N}\left(1+\left(\frac{-3}{p}\right)\right) & \text { if } 9 \nmid N\end{cases}
\end{aligned}
$$

Example. We have a look at the case $N=21$. The orbits are


We have two fixed elements, namely (4:1) and (16:1) (the roots of $X^{2}+X+1$ ), and 10 orbits of size 3 .
Observe that 4 comes from the roots $X=4 \mathrm{in} \mathbb{Z} / 7 \mathbb{Z}$ and $X=1$ in $\mathbb{Z} / 3 \mathbb{Z}$ while 16 is the lift of $X=2$ in $\mathbb{Z} / 7 \mathbb{Z}$ and $X=1$ in $\mathbb{Z} / 3 \mathbb{Z}$.

### 2.1.3 Genus of the modular curves $X_{0}(N)$

Finally, we can assemble all the information that we found in order to compute the genus of our modular curve.

$$
\begin{aligned}
& g\left(X_{0}(N)\right)=\frac{1}{2}\left(2+\sum_{Q \in B_{\pi}}\left(d_{\pi}-\# \pi^{-1}(Q)\right)-2 d_{\pi}\right)= \\
& =\frac{1}{2}\left(2+d_{\pi}-\# \pi^{-1}(i)-\# \pi^{-1}(\rho)-\# \pi^{-1}(\infty)\right)= \\
& \left(1+\frac{N}{12} \prod_{p \mid N}\left(1+\frac{1}{p}\right)-\frac{1}{2} \sum_{d \mid N} \varphi\left(\left(d, \frac{N}{d}\right)\right)\right. \\
& =\left\{\begin{array}{lr}
1+\frac{N}{12} \prod_{p \mid N}\left(1+\frac{1}{p}\right)-\frac{1}{2} \sum_{d \mid N} \varphi\left(\left(d, \frac{N}{d}\right)\right)-\frac{1}{3} \prod_{p \mid N}\left(1+\left(\frac{-3}{p}\right)\right) & \text { if } 4 \mid N, \\
1+\frac{N}{12} \prod_{p \mid N}\left(1+\frac{1}{p}\right)-\frac{1}{2} \sum_{d \mid N} \varphi\left(\left(d, \frac{N}{d}\right)\right)-\frac{1}{4} \prod_{p \mid N}\left(1+\left(\frac{-1}{p}\right)\right) & \text { if } 9 \mid N, \\
4 \nmid N
\end{array}\right. \\
& 1+\frac{N}{12} \prod_{p \mid N}\left(1+\frac{1}{p}\right)-\frac{1}{2} \sum_{d \mid N} \varphi\left(\left(d, \frac{N}{d}\right)\right)-\sum_{a \in\{-1,-3\}} \frac{1}{\operatorname{disc}\left(\mathcal{O}_{a}\right) \mid} \prod_{p \mid N}\left(1+\left(\frac{a}{p}\right)\right) \begin{array}{r}
\text { if } 4 \nmid+N, \\
9 \nmid N
\end{array} \\
& =1+\frac{N}{12} \prod_{p \mid N}\left(1+\frac{1}{p}\right)-\frac{1}{2} \sum_{d \mid N} \varphi\left(\left(d, \frac{N}{d}\right)\right)- \begin{cases}0 & \text { if } 4 \mid N \\
\frac{1}{4} \prod_{p \mid N}\left(1+\left(\frac{-1}{p}\right)\right) & \begin{array}{l}
9 \mid N, N
\end{array} \\
\sum_{a \in\{-1,-3\}} \frac{1}{\left|\operatorname{disc}\left(\mathcal{O}_{a}\right)\right|} \prod_{p \mid N}\left(1+\left(\frac{a}{p}\right)\right) & \text { if } 36 \nmid N\end{cases}
\end{aligned}
$$

where we recall that $(-1 / 2)$ is set to be 0 .
In the last equation $\mathcal{O}_{a}$ indicates the ring of integers of the quadratic field $\mathbb{Q}(\sqrt{a})$ which, in our case are the Gaussian and the Eisenstein integers (for $a=-1$ and $a=-3$ respectively).

The last equation (which is a combination of the previous two) has been written in the current form for layout reasons and it is a compact version of the more explicit:

$$
1+\frac{N}{12} \prod_{p \mid N}\left(1+\frac{1}{p}\right)-\frac{1}{2} \sum_{d \mid N} \varphi\left(\left(d, \frac{N}{d}\right)\right)-\frac{1}{4} \prod_{p \mid N}\left(1+\left(\frac{-1}{p}\right)\right)-\frac{1}{3} \prod_{p \mid N}\left(1+\left(\frac{-3}{p}\right)\right)
$$

The genus of the modular curves $X_{0}\left(2^{n}\right)$
We are interested in the case $N=2^{n}$. For the moment we forget about $n=1$ which gives genus 0 and we suppose $4 \mid N$.

$$
\begin{gathered}
g\left(X_{0}\left(2^{n}\right)\right)=1+\frac{2^{n}}{12} \prod_{p \mid 2^{n}}\left(1+\frac{1}{p}\right)-\frac{1}{2} \sum_{d \mid 2^{n}} \varphi\left(\left(d, \frac{2^{n}}{d}\right)\right)-\frac{1}{3} \prod_{p \mid 2^{n}}\left(1+\left(\frac{-3}{p}\right)\right)= \\
=1+\frac{2^{n}}{12}\left(1+\frac{1}{2}\right)-\frac{1}{2} \sum_{k=0}^{n} \varphi\left(\left(2^{k}, 2^{n-k}\right)\right)-\frac{1}{3}\left(1+\left(\frac{-3}{2}\right)\right)= \\
=1+\frac{2^{n}}{12} \cdot \frac{3}{2}-\frac{1}{2} \sum_{k=0}^{n} \varphi\left(\left(2^{k}, 2^{n-k}\right)\right)= \\
=1+2^{n-3}- \begin{cases}\sum_{k=0}^{n / 2-1} \varphi\left(\left(2^{k}, 2^{n-k}\right)\right)+\frac{1}{2} \varphi\left(\left(2^{\frac{n}{2}}, 2^{\frac{n}{2}}\right)\right) & \text { if } n \equiv 0 \bmod 2 \\
\sum_{k=0}^{(n-1) / 2} \varphi\left(\left(2^{k}, 2^{n-k}\right)\right) & \text { if } n \equiv 1 \bmod 2\end{cases}
\end{gathered}
$$

where we split the sum into two symmetric parts.

$$
\begin{aligned}
& =1+2^{n-3}- \begin{cases}\sum_{\substack{k=0 \\
(n-1) / 2}}^{\sum_{k=0}^{n / 2-1} \varphi\left(2^{k}\right)+\frac{1}{2} \varphi\left(2^{\frac{n}{2}}\right)} \text { if } n \equiv 0 \bmod 2 \\
=1+2^{n-3}- \begin{cases}1+\sum_{k=1}^{n / 2-1} 2^{k-1}+2^{\frac{n}{2}-2} & \text { if } n \equiv 0 \bmod 2 \\
1+\sum_{k=1}^{(n-1) / 2} 2^{k-1} & \text { if } n \equiv 1 \bmod 2\end{cases} \\
=1+2^{n-3}- \begin{cases}2^{\frac{n}{2}-1}+2^{\frac{n}{2}-2} & \text { if } n \equiv 0 \\
2^{\frac{n-1}{2}} & \text { if } n \equiv 1 \\
\bmod 2\end{cases} \end{cases}
\end{aligned}
$$

In conclusion,

$$
g\left(X_{0}(2)\right)=0 \quad \text { and } \quad g\left(X_{0}\left(2^{n}\right)\right)=1+2^{n-3}-\left\{\begin{array}{lll}
3 \cdot 2^{\frac{n}{2}-2} & \text { if } n \equiv 0 & \bmod 2 \\
2^{\frac{n-1}{2}} & \text { if } n \equiv 1 & \bmod 2
\end{array}\right.
$$

Example. The following table describes the genus of $X_{0}\left(2^{n} \cdot p\right)$ for $p=1,3,5,7,11$ and $n$ up to 10 .

| $n$ | $g\left(X_{0}\left(2^{n}\right)\right)$ | $g\left(X_{0}\left(2^{n} \cdot 3\right)\right)$ | $g\left(X_{0}\left(2^{n} \cdot 5\right)\right)$ | $g\left(X_{0}\left(2^{n} \cdot 7\right)\right)$ | $g\left(X_{0}\left(2^{n} \cdot 11\right)\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | 0 | 0 | 0 | 1 | 2 |
| 2 | 0 | 0 | 1 | 2 | 4 |
| 3 | 0 | 1 | 3 | 5 | 9 |
| 4 | 0 | 3 | 7 | 11 | 19 |
| 5 | 1 | 9 | 17 | 25 | 41 |
| 6 | 3 | 21 | 37 | 53 | 85 |
| 7 | 9 | 49 | 81 | 113 | 177 |
| 8 | 21 | 105 | 169 | 233 | 361 |
| 9 | 49 | 225 | 353 | 481 | 737 |
| 10 | 105 | 465 | 721 | 977 | 1489 |

Table 2.1 - Genus of the modular curves $X_{0}\left(2^{n}\right), X_{0}\left(2^{n} \cdot 3\right), X_{0}\left(2^{n} \cdot 5\right), X_{0}\left(2^{n} \cdot 7\right)$ and $X_{0}\left(2^{n} \cdot 11\right)$

The genus of the modular curves $X_{0}\left(3^{n}\right)$
As we did in the previous section we may assume that $9 \mid N$. Therefore

$$
\begin{aligned}
g\left(X_{0}\left(3^{n}\right)\right)=1 & +\frac{3^{n}}{12} \prod_{p \mid 3^{n}}\left(1+\frac{1}{p}\right)-\frac{1}{2} \sum_{d \mid 3^{n}} \varphi\left(\left(d, \frac{3^{n}}{d}\right)\right)-\frac{1}{4} \prod_{p \mid 3^{n}}\left(1+\left(\frac{-1}{p}\right)\right)= \\
& =1+3^{n-2}- \begin{cases}\sum_{\substack{n=0 \\
(n-1) / 2}}^{\sum_{k=0} \varphi\left(\left(3^{k}, 3^{n-k}\right)\right)+\frac{1}{2} \varphi\left(\left(3^{\frac{n}{2}}, 3^{\frac{n}{2}}\right)\right)} \quad \text { if } n \equiv 0 \quad \bmod 2 \\
\sum_{k}\left(\left(3^{k}, 3^{n-k}\right)\right) & \text { if } n \equiv 1 \bmod 2\end{cases}
\end{aligned}
$$

Once again we obtain a simpler expression

$$
\begin{aligned}
& =1+3^{n-2}- \begin{cases}\sum_{\substack{k=0 \\
(n-1) / 2}}^{\sum_{k=0}^{n / 2-1} \varphi\left(3^{k}\right)+\frac{1}{2} \varphi\left(3^{\frac{n}{2}}\right)} & \text { if } n \equiv 0 \\
\bmod 2 \\
& \text { if } n \equiv 1 \\
\bmod 2\end{cases} \\
& =1+3^{n-2}- \begin{cases}1+\sum_{\substack{k=1 \\
(n-1) / 2}}^{n / 2-1} 2 \cdot 3^{k-1}+3^{\frac{n}{2}-1} & \text { if } n \equiv 0 \\
1+\sum_{k=1} 2 \cdot 3^{k-1} & \bmod 2\end{cases} \\
& =1+3^{n-2}-\left\{\begin{array}{lll}
2 \cdot 3^{\frac{n}{2}-1} & \text { if } n \equiv 0 & \bmod 2 \\
3^{\frac{n-1}{2}} & \text { if } n \equiv 1 & \bmod 2
\end{array}\right.
\end{aligned}
$$

Example. The following table describes the genus of $X_{0}\left(3^{n} \cdot p\right)$ for $p=1,2,5,7,11$ and $n$ up to 10 .

| $n$ | $g\left(X_{0}\left(3^{n}\right)\right)$ | $g\left(X_{0}\left(3^{n} \cdot 2\right)\right)$ | $g\left(X_{0}\left(3^{n} \cdot 5\right)\right)$ | $g\left(X_{0}\left(3^{n} \cdot 7\right)\right)$ | $g\left(X_{0}\left(3^{n} \cdot 11\right)\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | 0 | 0 | 1 | 1 | 3 |
| 2 | 0 | 0 | 3 | 5 | 9 |
| 3 | 1 | 4 | 13 | 19 | 31 |
| 4 | 4 | 16 | 43 | 61 | 97 |
| 5 | 19 | 64 | 145 | 199 | 307 |
| 6 | 64 | 208 | 451 | 613 | 937 |
| 7 | 217 | 676 | 1405 | 1891 | 2863 |
| 8 | 676 | 2080 | 4267 | 5725 | 8641 |
| 9 | 2107 | 6400 | 12961 | 17335 | 26083 |
| 10 | 6400 | 19360 | 39043 | 52165 | 78409 |

Table 2.2 - Genus of the modular curves $X_{0}\left(3^{n}\right), X_{0}\left(3^{n} \cdot 2\right), X_{0}\left(3^{n} \cdot 5\right), X_{0}\left(3^{n} \cdot 7\right)$ and $X_{0}\left(3^{n} \cdot 11\right)$

### 2.1.4 The fundamental domain of $\Gamma_{0}(N)$

The aim of this section is to describe the fundamental domain for a congruence subgroup of $\mathrm{SL}_{2}(\mathbb{Z})$. We will mainly follow [Kil, §2.5] and [BD, §3]

Definition. Let $\Gamma$ be a congruence subgroup. A fundamental domain $\mathbb{F}$ for $\Gamma$ is a subset of $\mathbb{H}$ such that (1) every $z \in \mathbb{H}$ is $\Gamma$-equivalent to a point of the closure of $\mathcal{F}$;
(2) no two distinct points in the interior of $\mathcal{F}$ are $\Gamma$-equivalent.

A well known result describes the fundamental domain for the full modular group $\mathrm{SL}_{2}(\mathbb{Z})$.
Theorem 2.7. The set

$$
\mathcal{F}:=\left\{\tau \in \mathbb { H } | - \frac { 1 } { 2 } \leq \operatorname { R e } ( \tau ) \leq 0 , | \tau | \geq 1 \} \cup \left\{\tau \in \mathbb{H}\left|0<\operatorname{Re}(\tau)<\frac{1}{2},|\tau|>1\right\} \cup\{\infty\}\right.\right.
$$

is a fundamental domain for $\mathrm{SL}_{2}(\mathbb{Z})$.
Proof. See [SchB, §I.5] and [Sil2, §1.1].
More in general


Figure 2.1 - The fundamental region for the full modular group $\mathrm{SL}_{2}(\mathbb{Z})$.

Proposition 2.8. Let $\Gamma$ be a congruence subgroup of $\mathrm{SL}_{2}(\mathbb{Z})$, and let $R$ be a set of coset representatives for the quotient $\Gamma \backslash \mathrm{SL}_{2}(\mathbb{Z})$. Then the set

$$
\mathcal{F}_{\Gamma}=\bigcup_{\gamma \in R} \gamma \mathcal{F}
$$

has the property (1). Further, its interior satisfies also property (2).
For more information about the boundaries (where we lose the faithfulness of the action of $\mathrm{SL}_{2}(\mathbb{Z})$, one can refer to [SchB, §IV.4].

Proof. Let $z \in \mathbb{H}$. Because of Theorem 2.7 we know that there exists $\tau \in \mathcal{F}$ and $\gamma \in \mathrm{SL}_{2}(\mathbb{Z})$ such that $z=\gamma \cdot \tau$. We also know that $\gamma=\gamma_{0}^{-1} \gamma^{\prime}$ with $\gamma_{0} \in \Gamma$ and $\gamma^{\prime} \in R$. Thus,

$$
\gamma_{0} \cdot z=\gamma_{0} \gamma \tau=\gamma^{\prime} \tau \in \mathcal{F}_{\Gamma}
$$

## Fundamental domain for $\Gamma_{0}(2)$

We know that

$$
\Gamma_{0}(2) \backslash S L_{2}(\mathbb{Z}) \simeq \mathbb{P}^{1}(\mathbb{Z} / 2 \mathbb{Z})=\left\{\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right),\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)\right\}
$$

The first matrix is the identity and leaves $\mathcal{F}$ unchanged. The third matrix is clearly the matrix $S$ and therefore it adds to the fundamental domain of $\Gamma_{0}(2)$ the region labeled $S$ in Figure 2.1. Finally, the second matrix can be decomposed as:

$$
\left(\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right) \cdot S \cdot T^{m} \cdot S=\left(\begin{array}{cc}
-1 & 0 \\
m-1 & -1
\end{array}\right) \Longrightarrow\left(\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right) \cdot S T S=I \in S L_{2}(\mathbb{Z}) \Longrightarrow\left(\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right)=S T^{-1} S
$$

We immediately see that $S T^{-1} S$ sends $\infty$ to (1:1) which is outside the region $|\operatorname{Re}(\tau)| \leq \frac{1}{2}$. Therefore we precompose it with $T^{-1}$ obtaining

$$
\left(T^{-1} S\right)^{2}=\left(\begin{array}{cc}
0 & -1 \\
1 & 1
\end{array}\right)
$$

Remark. This is another representation of the element $(1: 1)$ of $\mathbb{P}^{1}(\mathbb{Z} / 2 \mathbb{Z})$.
Remark. The matrix $T^{-1}$ belongs to $\Gamma_{0}(2)$; thus, the regions $S T^{-1} S \cdot \mathcal{F}$ and $\left(T^{-1} S\right)^{2} \cdot \mathcal{F}$ are connected by a matrix of $\Gamma_{0}(2)$ and therefore we can choose either of them. In order to have a connected fundamental region we choose $\left(T^{-1} S\right)^{2} \cdot \mathcal{F}$.

Remark. Observe that $S=S^{-1}$. Hence $\left(T^{-1} S\right)^{2}=(S T)^{-2}$. We know recall that $S T$ is of order 3 meaning $(S T)^{-2}=S T$

We conclude that the action associated to the element $(1: 1) \in \mathbb{P}^{1}(\mathbb{Z} / 2 \mathbb{Z})$ corresponds to the action of the matrix $S T$.


Figure 2.2 - The fundamental region for the congruence subgroup $\Gamma_{0}(2)$.

We used the following representation of $\mathbb{P}^{1}(\mathbb{Z} / 2 \mathbb{Z})$ :

$$
\Gamma_{0}(2) \backslash S L_{2}(\mathbb{Z})=\left\{\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{cc}
0 & -1 \\
1 & 1
\end{array}\right),\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)\right\}
$$

## Fundamental domain for $\Gamma_{0}(4)$

We repeat the same process for $\Gamma_{0}(4)$.

$$
\Gamma_{0}(4) \backslash S L_{2}(\mathbb{Z}) \simeq \mathbb{P}^{1}(\mathbb{Z} / 4 \mathbb{Z})=\left\{\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right),\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{cc}
0 & -1 \\
1 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 0 \\
2 & 1
\end{array}\right),\left(\begin{array}{cc}
1 & 0 \\
3 & 1
\end{array}\right),\left(\begin{array}{cc}
0 & -1 \\
1 & 2
\end{array}\right)\right\}
$$

We have already studied the action of the first three matrices in the previous subsection. Let us start with (2:1). We observe that the fourth matrix sends $\infty$ to $\frac{1}{2}$. But $(2: 1)=(-2: 1) \in \mathbb{P}^{1}(\mathbb{Z} / 4 \mathbb{Z})$ and the matrix $\left(\begin{array}{cc}1 & 0 \\ -2 & 1\end{array}\right)$ sends $\infty$ to $-\frac{1}{2}$. Now, for $a \geq \frac{\sqrt{3}}{2}$ and $-\frac{1}{2} \leq b \leq \frac{1}{2}$ we have

$$
\begin{gathered}
\left(\begin{array}{cc}
1 & 0 \\
-2 & 1
\end{array}\right) \cdot\left(\frac{1}{2}+a i\right)=\frac{\frac{1}{2}+a i}{-\frac{2}{2}-2 a i+1}=\frac{1+2 a i}{-4 a i}=-\frac{(1+2 a i)(-i)}{4 a}=\frac{-2 a+i}{4 a}=-\frac{1}{2}+\frac{i}{4 a} \\
\left(\begin{array}{cc}
1 & 0 \\
-2 & 1
\end{array}\right) \cdot\left(-\frac{1}{2}+a i\right)=\frac{-\frac{1}{2}+a i}{-\frac{-2}{2}-2 a i+1}=\frac{-1+2 a i}{4-4 a i}=\frac{(-1+2 a i)(4+4 a i)}{16+16 a^{2}}=\frac{-2 a^{2}-1+a i}{4\left(a^{2}+1\right)} \\
\left(\begin{array}{cc}
1 & 0 \\
-2 & 1
\end{array}\right) \cdot\left(b+\sqrt{1-b^{2}} i\right) \\
=\frac{b+\sqrt{1-b^{2}} i}{-2 b+1-2 \sqrt{1-b^{2}} i}=\frac{\left(b+\sqrt{1-b^{2}} i\right)\left(1-2 b+2 \sqrt{1-b^{2}} i\right)}{5+8 b \sqrt{1-b^{2}}}= \\
\\
=\frac{b-2+\sqrt{1-b^{2}} i}{5+8 b \sqrt{1-b^{2}}}
\end{gathered}
$$

Remark. For the last computation we could also use the exponential form of complex numbers keeping in
mind that $\rho_{1} e^{i \theta_{1}}+\rho_{2} e^{i \theta_{2}}=\rho e^{i \theta}$ where

$$
\rho=\sqrt{\rho_{1}^{2}+\rho_{2}^{2}+2 \rho_{1} \rho_{2} \cos \left(\theta_{1}-\theta_{2}\right)} \quad \text { and } \quad \theta=\arctan \left(\frac{\rho_{1} \sin \theta_{1}+\rho_{2} \sin \theta_{2}}{\rho_{1} \cos \theta_{1}+\rho_{2} \cos \theta_{2}}\right)
$$

In particular the matrix associated to (2:1) sends

$$
\infty \rightarrow(1:-2) \in \mathbb{P}^{1}(\mathbb{Q}) \quad \frac{1}{2}+\frac{\sqrt{3}}{2} i \rightarrow-\frac{1}{2}+\frac{\sqrt{3}}{6} i \quad-\frac{1}{2}+\frac{\sqrt{3}}{2} i \rightarrow-\frac{5}{14}+\frac{\sqrt{3}}{14} i
$$

Remark. The decomposition of the matrix is

$$
\left(\begin{array}{cc}
1 & 0 \\
-2 & 1
\end{array}\right)=S T^{2} S
$$

Now we look at the fifth matrix $\left(\begin{array}{ll}1 & 0 \\ 3 & 1\end{array}\right)$. In the same spirit as before we could consider the equivalent representation of $(1: 3)=(-1: 1) \in \mathbb{P}^{1}(\mathbb{Z} / 4 \mathbb{Z})$, i.e., $\left(\begin{array}{cc}1 & 0 \\ -1 & 1\end{array}\right)$ but this sends $\infty$ to -1 . We can therefore change the matrix (not the representation of the projective line element) by writing $\left(\begin{array}{cc}0 & 1 \\ -1 & 1\end{array}\right)$ which still lives in $S L_{2}(\mathbb{Z})$.

$$
\begin{aligned}
& \left(\begin{array}{cc}
0 & 1 \\
-1 & 1
\end{array}\right) \cdot\left(\frac{1}{2}+a i\right)=\frac{1}{-\frac{1}{2}-a i+1}=\frac{2}{1-2 a i}=\frac{2}{1+4 a^{2}}(1+2 a i) \quad \frac{1}{2}+\frac{\sqrt{3}}{2} i \rightarrow \frac{1}{2}+\frac{\sqrt{3}}{2} i \\
& \left(\begin{array}{cc}
0 & 1 \\
-1 & 1
\end{array}\right) \cdot\left(-\frac{1}{2}+a i\right)=\frac{1}{\frac{1}{2}-a i+1}=\frac{2}{3-2 a i}=\frac{2}{9+4 a^{2}}(3+2 a i) \quad-\frac{1}{2}+\frac{\sqrt{3}}{2} i \rightarrow \frac{1}{2}+\frac{\sqrt{3}}{6} i \\
& \left(\begin{array}{cc}
0 & 1 \\
-1 & 1
\end{array}\right) \cdot\left(b+\sqrt{1-b^{2}} i\right)=\frac{1}{-b-\sqrt{1-b^{2}} i+1}=\frac{1-b+\sqrt{1-b^{2}}}{2-2 b}=\frac{1}{2}+\frac{1}{2} \sqrt{\frac{1+b}{1-b}}
\end{aligned}
$$

And for $|b| \leq \frac{1}{2}$ then

$$
\frac{\sqrt{3}}{6}=\frac{1}{2} \sqrt{\frac{1 / 2}{3 / 2}} \leq \frac{1}{2} \sqrt{\frac{1+b}{1-b}} \leq \frac{1}{2} \sqrt{\frac{3 / 2}{1 / 2}}=\frac{\sqrt{3}}{2}
$$

Remark. We obtain the decomposition

$$
\left(\begin{array}{cc}
0 & 1 \\
-1 & 1
\end{array}\right)=(T S)^{2}
$$

It only remains to study last matrix. Note that $\left(\begin{array}{ll}1 & 1 \\ 1 & 2\end{array}\right)$ is another representative but trying to minimize the first column we consider $\left(\begin{array}{cc}0 & -1 \\ 1 & 2\end{array}\right)$. The reason for doing it is to send $\infty$ to a cusp living in the strip $|\operatorname{Re}(\tau)| \leq \frac{1}{2}$.

$$
\begin{aligned}
& \left(\begin{array}{cc}
0 & -1 \\
1 & 2
\end{array}\right) \cdot\left(\frac{1}{2}+a i\right)=\frac{-1}{\frac{1}{2}+a i+2}=\frac{-2}{5+2 a i}=\frac{2}{25+4 a^{2}}(-5+2 a i) \quad \frac{1}{2}+\frac{\sqrt{3}}{2} i \rightarrow-\frac{5}{14}+\frac{\sqrt{3}}{14} i \\
& \left(\begin{array}{cc}
0 & -1 \\
1 & 2
\end{array}\right) \cdot\left(-\frac{1}{2}+a i\right)=\frac{-1}{-\frac{1}{2}+a i+2}=\frac{-2}{3+2 a i}=\frac{2}{9+4 a^{2}}(-3+2 a i) \quad-\frac{1}{2}+\frac{\sqrt{3}}{2} i \rightarrow-\frac{1}{2}+\frac{\sqrt{3}}{6} i
\end{aligned}
$$

$$
\left(\begin{array}{cc}
0 & -1 \\
1 & 2
\end{array}\right) \cdot\left(b+\sqrt{1-b^{2}} i\right)=\frac{-1}{b+\sqrt{1-b^{2}} i+2}=\frac{-b-2+\sqrt{1-b^{2}} i}{5+4 b}
$$

and

$$
\begin{aligned}
& \left(\frac{-b-2}{5+4 b}+\frac{2}{3}\right)^{2}+\left(\frac{\sqrt{1-b^{2}} i}{5+4 b}\right)^{2}=\frac{b^{2}+4 b+4+1-b^{2}}{(5+4 b)^{2}}+\frac{-4 b-8}{15+12 b}+\frac{4}{9}= \\
& =\frac{1}{4 b+5}+\frac{-12 b-24+20+16 b}{45+36 b}=\frac{4 b-4+9}{45+36 b}=\frac{1}{9}
\end{aligned}
$$

Showing that (2:1) sends the bottom boundary of $\mathcal{F}$ on the circle of center $-2 / 3$ and radius $1 / 3$.
Remark. We get the decomposition

$$
\left(\begin{array}{cc}
0 & -1 \\
1 & 2
\end{array}\right)=S T^{2}
$$

We resume the previous computations in the Figure 2.3.


Figure 2.3 - The action of the last three matrices.
We now have all the information to construct the fundamental domain for $\Gamma_{0}(4)$.


Figure 2.4 - The fundamental region for the congruence subgroup $\Gamma_{0}(4)$.

## Fundamental domain for $\Gamma_{0}(8)$

We study now the case of $\Gamma_{0}(8)$. In principle, we could do a similar computation to the one we did for the $N=2$ and $N=4$. We recall that

which means we should study the action of $(2: 1),(3: 1),(4: 1),(5: 1),(3: 2),(1: 4)$.
We have seen that this strategy presents a stage in which we proceed by attempts, namely the research for an optimal representation of the matrix. We will describe then a slightly different approach. Note that $\Gamma_{0}(4)$ has $\Gamma_{0}(8)$ as one of its subgroups of index 2 meaning that for each

$$
\left[\Gamma_{0}(8) \backslash S L_{2}(\mathbb{Z}): \Gamma_{0}(4) \backslash S L_{2}(\mathbb{Z})\right]=2
$$

Thus, if $M$ is a generator of $\Gamma_{0}(4) / \Gamma_{0}(8)$, then $\mathbb{P}^{1}(\mathbb{Z} / 8 \mathbb{Z})=\mathbb{P}^{1}(\mathbb{Z} / 4 \mathbb{Z})+M \cdot \mathbb{P}^{1}(\mathbb{Z} / 4 \mathbb{Z})$.
Finding a matrix $M \in \Gamma_{0}(4) \backslash \Gamma_{0}(8)$ is not hard. The only foresight we will have is to look for a matrix $M$ which sends $\tau \in \mathcal{F}_{\Gamma_{0}(4)}$ in the region $|\operatorname{Re}(\tau)| \leq \frac{1}{2}$.

Lemma 2.9. The matrix $M=\left(\begin{array}{cc}1 & 0 \\ -4 & 1\end{array}\right)$ has the desired property.

Proof. We consider the action of a generic matrix of $\mathrm{SL}_{2}(\mathbb{Z})$ on $\tau=s+t i$

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \cdot \tau=\frac{a \tau+b}{c \tau+d}=\frac{\left(a c|\tau|^{2}+(a d+b c) s+b d\right)+((a d-b c) t) i}{|c \tau+d|^{2}}
$$

whose real part is

$$
\operatorname{Re}(M \cdot \tau)=\frac{\left(a c|\tau|^{2}+(a d+b c) s+b d\right)}{|c \tau+d|^{2}}=\frac{\left(-4|\tau|^{2}+s\right)}{|-4 \tau+1|^{2}}=\frac{\left(-4|\tau|^{2}+s\right)}{16|\tau|^{2}-8 s+1}
$$

where we are substituting the values for $M$. Now

$$
\operatorname{Re}(M \cdot \tau)=\frac{-\left(4|\tau|^{2}-s\right)}{16|\tau|^{2}-8 s+1}=\frac{-\left(4|\tau|^{2}-2 s+s\right)}{4\left(4|\tau|^{2}-2 s\right)+1}=-\frac{1}{4} \frac{4\left(4|\tau|^{2}-2 s\right)+1+4 s-1}{4\left(4|\tau|^{2}-2 s\right)+1}=-\frac{1}{4} \frac{h+4 s-1}{h}
$$

or

$$
\operatorname{Re}(M \cdot \tau)=-\frac{1}{4}-\frac{1}{4} \frac{4 s-1}{h}
$$

for $h=4\left(4|\tau|^{2}-2 s\right)+1=16|\tau|^{2}-8 s+1=(4 s-1)^{2}+16 t^{2}$.
We note that all the points of $\mathcal{F}_{\Gamma_{0}(4)}$ are outside the circle of center $1 / 3$ and radius $1 / 3$ thus

$$
\left(s-\frac{1}{3}\right)^{2}+t^{2} \geq \frac{1}{9} \Rightarrow t^{2} \geq \frac{2 s}{3}-s^{2} \Longrightarrow h \geq \frac{8 s}{3}+1
$$

At the same time

$$
\left(s+\frac{1}{5}\right)^{2}+t^{2} \geq \frac{1}{25} \Rightarrow t^{2} \geq-\frac{2 s}{5}-s^{2} \Longrightarrow h \geq-\frac{72 s}{5}+1
$$

To minimize $h$ we choose to consider the region inside the unit circle; we will return on the study of $M \mathcal{F}$ at a later stage.

$$
s^{2}+t^{2} \leq 1 \Rightarrow t^{2} \leq 1-s^{2} \Longrightarrow h \leq 17-8 s
$$

Thus
$\left\{\begin{array}{l}\frac{4 s-1}{\frac{8 s}{3}+1} \geq \frac{4 s-1}{h} \geq \frac{4 s-1}{17-8 s} \\ \frac{4 s-1}{17-8 s} \geq \frac{4 s-1}{h} \geq \frac{4 s-1}{\frac{8 s}{3}+1} \\ \frac{4 s-1}{17-8 s} \geq \frac{4 s-1}{h} \geq \frac{4 s-1}{-\frac{72 s}{5}+1}\end{array} \Rightarrow \begin{cases}-\frac{1}{4}-\frac{4 s-1}{\frac{32 s}{3}+4} \leq \operatorname{Re}(M \cdot \tau) \leq-\frac{1}{4}-\frac{4 s-1}{68-32 s} & \text { if } s \geq \frac{1}{4} \\ -\frac{1}{4}-\frac{4 s-1}{68-32 s} \leq \operatorname{Re}(M \cdot \tau) \leq-\frac{1}{4}-\frac{4 s-1}{\frac{32 s}{3}+4} & \text { if } 0 \leq s<\frac{1}{4} \\ -\frac{1}{4}-\frac{4 s-1}{68-32 s} \leq \operatorname{Re}(M \cdot \tau) \leq-\frac{1}{4}-\frac{4 s-1}{-\frac{288 s}{5}+4} & \text { if } s<0\end{cases}\right.$
And the following picture implies that $-\frac{1}{2} \leq \operatorname{Re}(M \cdot \tau) \leq \frac{1}{2}$.


Figure 2.5 - Bound for the real part of $M \cdot \tau$.
A straightforward computation shows that $M \cdot \mathcal{F}$ is also in the desired region.
Lemma 2.10. The matrix $M$ decomposes as $M=S T^{4} S$
Hence, we have to study the action of $S T^{4} S$ on the 6 regions of composing $\mathcal{F}_{\Gamma_{0}(4)}$ :
$S T^{4} S \cdot \mathcal{F}, \quad S T^{4} S \cdot S \cdot \mathcal{F}=S T^{4} \cdot \mathcal{F}, \quad S T^{4} S \cdot S T \cdot \mathcal{F}=S T^{5} \cdot \mathcal{F}, \quad S T^{4} S \cdot S T^{2} \cdot \mathcal{F}=S T^{6} \cdot \mathcal{F}$
$S T^{4} S \cdot S T^{2} S \cdot \mathcal{F}=S T^{6} S \cdot \mathcal{F}, \quad S T^{4} S \cdot(T S)^{2} \cdot \mathcal{F}=S T^{4} S \cdot(T S)^{-1} \cdot \mathcal{F}=S T^{3} \cdot \mathcal{F}$
$S T^{4} S \cdot \mathcal{F}: \quad \infty \rightarrow-\frac{1}{4} \quad \frac{1}{2}+\frac{\sqrt{3}}{2} i \rightarrow-\frac{9}{42}+\frac{\sqrt{3}}{42} i \quad-\frac{1}{2}+\frac{\sqrt{3}}{2} i \rightarrow-\frac{7}{26}+\frac{\sqrt{3}}{26} i$
$S T^{4} \cdot \mathcal{F}: \quad \infty \rightarrow 0 \quad \frac{1}{2}+\frac{\sqrt{3}}{2} i \rightarrow-\frac{9}{42}+\frac{\sqrt{3}}{42} i \quad-\frac{1}{2}+\frac{\sqrt{3}}{2} i \rightarrow-\frac{7}{26}+\frac{\sqrt{3}}{26} i$
$S T^{5} \cdot \mathcal{F}: \quad \infty \rightarrow 0 \quad \frac{1}{2}+\frac{\sqrt{3}}{2} i \rightarrow-\frac{11}{62}+\frac{\sqrt{3}}{62} i \quad-\frac{1}{2}+\frac{\sqrt{3}}{2} i \rightarrow-\frac{9}{42}+\frac{\sqrt{3}}{42} i$
$S T^{6} \cdot \mathcal{F}: \quad \infty \rightarrow-0 \quad \frac{1}{2}+\frac{\sqrt{3}}{2} i \rightarrow-\frac{13}{86}+\frac{\sqrt{3}}{86} i \quad-\frac{1}{2}+\frac{\sqrt{3}}{2} i \rightarrow-\frac{11}{62}+\frac{\sqrt{3}}{62} i$
$S T^{6} S \cdot \mathcal{F}: \quad \infty \rightarrow-\frac{1}{6} \quad \frac{1}{2}+\frac{\sqrt{3}}{2} i \rightarrow-\frac{11}{62}+\frac{\sqrt{3}}{62} i \quad-\frac{1}{2}+\frac{\sqrt{3}}{2} i \rightarrow-\frac{13}{86}+\frac{\sqrt{3}}{86} i$
$S T^{3} \cdot \mathcal{F}: \quad \infty \rightarrow 0 \quad \frac{1}{2}+\frac{\sqrt{3}}{2} i \rightarrow-\frac{7}{26}+\frac{\sqrt{3}}{26} i \quad-\frac{1}{2}+\frac{\sqrt{3}}{2} i \rightarrow-\frac{5}{14}+\frac{\sqrt{3}}{14} i$

Remark. We have the following
$-\frac{5}{14}+\frac{\sqrt{3}}{14} i$ is the intersection between $\left(X+\frac{1}{5}\right)^{2}+Y^{2}=\frac{1}{25}$ and $\left(X+\frac{3}{8}\right)^{2}+Y^{2}=\frac{1}{64}$.
$-\frac{7}{26}+\frac{\sqrt{3}}{26} i$ is the intersection between $\left(X+\frac{1}{7}\right)^{2}+Y^{2}=\frac{1}{49}$ and $\left(X+\frac{3}{8}\right)^{2}+Y^{2}=\frac{1}{64}$.
$-\frac{9}{42}+\frac{\sqrt{3}}{42} i$ is the intersection between $\left(X+\frac{1}{9}\right)^{2}+Y^{2}=\frac{1}{81}$ and $\left(X+\frac{5}{24}\right)^{2}+Y^{2}=\frac{1}{576}$.


Figure 2.6 - A zoom in the fundamental region for $\Gamma_{0}(8)$.
$-\frac{11}{62}+\frac{\sqrt{3}}{62} i$ is the intersection between $\left(X+\frac{1}{11}\right)^{2}+Y^{2}=\frac{1}{121}$ and $\left(X+\frac{5}{24}\right)^{2}+Y^{2}=\frac{1}{576}$.
$-\frac{13}{86}+\frac{\sqrt{3}}{86} i$ is the intersection between $\left(X+\frac{1}{13}\right)^{2}+Y^{2}=\frac{1}{169}$ and $\left(X+\frac{7}{48}\right)^{2}+Y^{2}=\frac{1}{2304}$.
Below is a picture of the complete region.


Figure 2.7 - The fundamental region for the congruence subgroup $\Gamma_{0}(8)$.
Let us try to make this last picture a little bit more legible. We observe that $S T^{5}=\left(\begin{array}{cc}0 & -1 \\ 1 & 5\end{array}\right)$ represents $(5: 1), S T^{6}=\left(\begin{array}{cc}0 & -1 \\ 1 & 6\end{array}\right)$ represents $(3: 2)$ and $S T^{6} S=\left(\begin{array}{cc}-1 & 0 \\ 6 & -1\end{array}\right)$ represents $(2: 1)$.
We can easily see that the matrix $S T^{-8} S \in \Gamma_{0}(8)$ sends $S T^{5}$ to $S T^{-3}$ and $S T^{6}$ to $S T^{-2}$. The two regions $S T^{-2} \cdot \mathcal{F}$ and $S T^{-3} \cdot \mathcal{F}$ are still in the strip $|\operatorname{Re}(\tau)| \leq 1 / 2$ and they are the symmetric to $S T^{2}$ and $S T^{2}$ with respect to the $y$-axis. Further, $S T^{-2}$ (respectively $S T^{-3}$ ) still represents (3:2) (respectively (5:1)).
Concerning the last matrix $S T^{6} S$, we observe that it could be sent to $S T^{-2} S$ but the image of $\infty$ after it is $1 / 2$. This is exactly $1+(-1 / 2)$ and we would like not to have points which are connected by $T$ in our
fundamental region. Note that the new region should be conjugated to $S T^{2} S$ by a matrix in $\Gamma_{0}(4)$ Thus, we could check for the matrices $S T^{2} S \cdot T, S T^{2} S \cdot T^{-1}$ which corresponds to two adjacent regions. It turns out that $S T^{2} S T^{-1}$ is a good choice.


Figure 2.8 - Two fundamental regions for $\Gamma_{0}(8)$.
We would like to point out that there exists an algorithm implemented in C that, given $0<N \leq 50$, constructs the fundamental region for $\Gamma_{0}(N)$ ([Ver2]). For $\Gamma_{0}(8)$, in particular, it gives the one in Figure 2.8(b); this is because the authors of [Ver2] intended to have all the regions as big as possible.

## Some remarks on the fundamental domain for $\Gamma_{0}\left(2^{n}\right)$

Given a region $A \cdot \mathcal{F}$, the algorithm in [Ver1] (whose code is described in [Ver2]) consists in checking all the adjacent regions $A S \cdot \mathcal{F}, A T \cdot \mathcal{F}, A T^{-1} \cdot \mathcal{F}, A S T \cdot \mathcal{F}, A S T^{-1} \cdot \mathcal{F}$. The diagram in Figure 2.9 is a graphic representation of the general situation.

Now suppose we have already constructed the fundamental region for $\Gamma_{0}\left(2^{n}\right)$ and we want to find the one for $\Gamma_{0}\left(2^{n}\right)$. We also suppose that we started from $\mathcal{F}_{\Gamma_{0}(8)}$ of Figure 2.7.

Lemma 2.11. The matrix $M=S T^{2^{n}} S=\left(\begin{array}{cc}1 & 0 \\ -2^{n} & 1\end{array}\right)$ sends all the points of $\mathcal{F}_{\Gamma_{0}\left(2^{n}\right)}$ in the strip $|\operatorname{Re}(\tau)| \leq \frac{1}{2}$.
Proof. This is the same kind of computation that we already did in Lemma 2.9 but we could also use a different approach. All the regions of $\mathcal{F}_{\Gamma_{0}\left(2^{n-1}\right)}$ will be associated to matrices of the form $I, S,(T S)^{2}, S T^{k}$, $S T^{k} S$ with $0<k \leq 2^{n+1}-2$ (easy to see by induction). Now

$$
\begin{aligned}
& S T^{2^{n}} S \cdot I=S T^{2^{n}} S \\
& S T^{2^{n}} S \cdot S=S T^{2^{n}} \\
& S T^{2^{n}} S \cdot(T S)^{2}=S T^{2^{n}-1} \\
& S T^{2^{n}} S \cdot S T^{k}=S T^{2^{n}+k} \\
& S T^{2^{n}} S \cdot S T^{k} S=S T^{2^{n}+k} S
\end{aligned}
$$

And with the use of Figures 2.6 and 2.9 we deduce that all the corresponding region are in the correct strip.


Figure 2.9 - Adjacent regions to $A \cdot \mathcal{F}$.

Remark. If the boundary of a region is of the form $\left(X+\frac{1}{r}\right)^{2}+Y^{2}=\frac{1}{r^{2}}$, then all the points on it are of the form $a+\sqrt{-a^{2}-\frac{2 a}{r}} i$ and our matrix sent them to the upper semicircle of center $\frac{1}{r}-\frac{2^{n+1}}{r^{2}}$ and radius $\frac{2^{n+1}}{r^{2}}-\frac{1}{r}$.
Lemma 2.12. The lower circular bound edge of the region $S T^{k}$ has equation $\left(X+\frac{1}{2 k+1}\right)^{2}+Y^{2}=\frac{1}{(2 k+1)^{2}}$. Proof. We carry on a simple computation

$$
\left(\begin{array}{cc}
0 & -1 \\
1 & k
\end{array}\right)\left(\frac{1}{2}+a i\right)=\frac{-1}{\frac{1}{2}+a i+k}=\frac{-2}{2 k+1+2 a i}=\frac{2(-2 k-1+2 a i)}{4 k^{2}+4 k+1+4 a^{2}}=\frac{-4 k-2+4 a i}{4 k^{2}+4 k+1+4 a^{2}}
$$

and now

$$
\frac{16 k^{2}+16 k+4}{\left(4 k^{2}+4 k+1+4 a^{2}\right)^{2}}-\frac{8 k+4}{r\left(4 k^{2}+4 k+1+4 a^{2}\right)}+\frac{16 a^{2}}{\left(4 k^{2}+4 k+1+4 a^{2}\right)^{2}}=0
$$

implies

$$
\begin{gathered}
\frac{16 k^{2}+16 k+4+16 a^{2}}{\left(4 k^{2}+4 k+1+4 a^{2}\right)^{2}}=\frac{8 k+4}{r\left(4 k^{2}+4 k+1+4 a^{2}\right)} \\
\frac{4\left(4 k^{2}+4 k+1+4 a^{2}\right)}{\left(4 k^{2}+4 k+1+4 a^{2}\right)^{2}}=\frac{8 k+4}{r\left(4 k^{2}+4 k+1+4 a^{2}\right)} \Longrightarrow 4=\frac{8 k+4}{r}
\end{gathered}
$$

from which

$$
r=\frac{8 k+4}{4}=2 k+1
$$

Lemma 2.13. The bounds of the region $S T^{2 k} S$ are the circles

- $\left(X+\frac{2 k-1}{(2 k-2) 2 k}\right)^{2}+Y^{2}=\frac{1}{((2 k-2) 2 k)^{2}}$ on the left.
- $\left(X+\frac{2 k+1}{2 k(2 k+2)}\right)^{2}+Y^{2}=\frac{1}{(2 k(2 k+2))^{2}}$ on the right.
- $\left(X+\frac{2 k}{(2 k-1)(2 k+1)}\right)^{2}+Y^{2}=\frac{1}{((2 k-1)(2 k+1))^{2}}$ above.

Proof. The left side bound is the circles connecting the images of $\infty$ under the actions of the matrices $S T^{2 k-2} S$ and $S T^{2 k} S$, i.e., the circle connecting $-\frac{1}{2 k-2}$ and $-\frac{1}{2 k}$. This has radius $\frac{1}{2}\left(\frac{1}{2 k-2}+\frac{1}{2 k}\right)=\frac{1}{(2 k-1) 2 k}$ and center $-\frac{1}{2 k}-\frac{1}{(2 k-1) 2 k}=\frac{2 k-1}{(2 k-2) 2 k}$. The same computation can be repeated for the right edge.

Finally, the top bound is given by the circle connecting $S T^{2 k-1} S \cdot \infty$ and $S T^{2 k+1} S \cdot \infty$.
We can now give a general description of the fundamental region of $\Gamma_{0}\left(2^{n}\right)$. This is composed by the regions corresponding to $I, S,(T S)^{2}$,

$$
S T^{k} \text { for } 1 \leq k \leq 2^{n}-2
$$

(all the triangles with vertex in 0 and lower radius $\frac{1}{2\left(2^{n}-2\right)+1}$ ) and

$$
S T^{2 k} S \text { for } 1 \leq k \leq 2^{n-1}-1
$$

(all the triangles with vertex in $-\frac{1}{2 k}$ ).

### 2.1.5 The cusps of $X_{0}(N)$

We recall that $X(\Gamma)$ is the compactification of $Y(\Gamma)$ and it is defined by considering the extended quotient

$$
X(\Gamma)=\Gamma \backslash \mathbb{H}^{*}=Y(\Gamma) \cup \Gamma \backslash(\mathbb{Q} \cup\{\infty\})
$$

The points in $\Gamma(\mathbb{Q} \cup\{\infty\})$ are called the cusps of $X(\Gamma)$.
Some good references are [CS2, §6.3], [DI, §9.1], [DS, §2.4, 3.8], [Man2, §2], [Miy, §1.7,1.8,4.2] and [Shi, §1.3-1.6].

Proposition 2.14. For any congruence subgroup $\Gamma$ of $\mathrm{SL}_{2}(\mathbb{Z})$, the modular curve $X(\Gamma)$ has finitely many cusps.
Proof. One easily checks that the action of $\mathrm{SL}_{2}(\mathbb{Z})$ on $\mathbb{P}^{1}(\mathbb{Q})$ is transitive and that the stabilizer of $\infty$ in $\mathrm{SL}_{2}(\mathbb{Z})$ is

$$
\operatorname{Stab}_{\mathrm{SL}_{2}(\mathbb{Z})}(\infty)=\left\{\left. \pm\left(\begin{array}{ll}
1 & b \\
0 & 1
\end{array}\right) \right\rvert\, b \in \mathbb{Z}\right\}
$$

This shows that we have a bijection

$$
\mathrm{SL}_{2}(\mathbb{Z}) / \operatorname{Stab}_{\mathrm{SL}_{2}(\mathbb{Z})}(\infty) \xrightarrow{\sim} \mathbb{P}^{1}(\mathbb{Q})
$$

Now we know that

$$
\operatorname{Cusps}(\Gamma)=\Gamma \backslash \mathbb{P}^{1}(\mathbb{Q})=\Gamma \backslash \mathrm{SL}_{2}(\mathbb{Z}) / \operatorname{Stab}_{\mathrm{SL}_{2}(\mathbb{Z})}(\infty)
$$

which says that there is a surjective map

$$
\Gamma \backslash \mathrm{SL}_{2}(\mathbb{Z}) \rightarrow \operatorname{Cusps}(\Gamma)
$$

and the set on the left is finite since

$$
\Gamma(n) \subseteq \Gamma \subseteq S L_{2}(\mathbb{Z}) \quad \text { some } n \in \mathbb{Z}
$$

and $\left[\mathrm{SL}_{2}(\mathbb{Z}): \Gamma(n)\right]$ is finite
This proof has a very important consequence:
Corollary 2.15. The cusps of $\Gamma$ correspond to the orbit in the action of $\operatorname{Stab}_{\mathrm{SL}_{2}(\mathbb{Z})}(\infty)$ on $\Gamma \backslash \mathrm{SL}_{2}(\mathbb{Z})$.
In the case of $\Gamma=\Gamma_{0}(N)$ we have already described these orbits in section 2.1.2 and we know that representatives for them are of the form

$$
\left\{(a: b)|b| N, a \text { is the lift of an element of }\left(\frac{\mathbb{Z}}{(b, N / b) \mathbb{Z}}\right)^{\times} \text {in } \frac{\mathbb{Z}}{N \mathbb{Z}} \text { such that }(a, b, N / b)=1\right\}
$$

There is also another way of obtaining Corollary 2.15. The way we computed the genus of the modular curve $X_{0}(N)$ was by considering the map $X_{0}(N) \rightarrow X(1)$ which is a covering of surfaces. The cusps of $X_{0}(N)$ are therefore the preimages of the cusps of $X(1)$ and

Lemma 2.16. The modular curve $X(1)=\mathrm{SL}_{2}(\mathbb{Z}) \backslash \mathbb{H}^{*}$ has one cusp, namely $\infty$.

Proof. This is clear from the action of $S L_{2}(\mathbb{Z})$ on $\mathbb{P}^{1}(\mathbb{Q})$ being transitive.
Finally, by Proposition 1.33 we know that the preimage of $\infty$ is given by $\Gamma \backslash \mathrm{SL}_{2}(\mathbb{Z}) /\langle T\rangle$ and therefore we obtain again the previous corollary. Note that there is another way of describing the cusps.

Proposition 2.17. Let $s=(a: b)$ and $s^{\prime}=\left(a^{\prime}: b^{\prime}\right)$ be elements of $\mathbb{P}^{1}(\mathbb{Q})$ with $(a: b)=\left(a^{\prime}: b^{\prime}\right)=1$. Then

$$
\Gamma_{0}(N) s^{\prime}=\Gamma_{0}(N) s \Longleftrightarrow\left(y a^{\prime}: b^{\prime}\right)=(a+j c: y c) \bmod N
$$

for some $y, j \in \mathbb{Z}$ with $(y, N)=1$.
Proof. This is Proposition 3.8.3 in [DS].
From the discussion following the proposition in [DS, §3] one can obtain the same description of Cusps $\left(\Gamma_{0}(N)\right)$ and their number:

$$
\sum_{d \mid N} \varphi\left(\left(d, \frac{N}{d}\right)\right)
$$

Example. Let us take $N=2^{n}$.

$$
\operatorname{Cusps}\left(\Gamma_{0}(N)\right)=\left\{\left(a: 2^{k}\right) \mid 1 \leq k \leq n-1,1 \leq a \leq j_{k}-1,\left(a, 2^{k}\right)=1\right\} \cup\{[0], \infty\}
$$

where

$$
j_{k}= \begin{cases}2^{k} & \text { if } 1 \leq k \leq\lfloor n / 2\rfloor \\ 2^{n-k} & \text { if }\lfloor n / 2\rfloor<k<n\end{cases}
$$

Example (Cusps for $N=2^{4}=16$ ). We have the following

| $b$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $\cdot$ | $\infty$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| 1 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 2 | $\cdot$ | $\otimes$ | $\cdot$ | $\otimes$ | $\cdot$ | $\otimes$ | $\cdot$ | $\otimes$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| 3 | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| 4 | $\cdot$ | $\cdot$ | $\cdot$ | $\bullet$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| 5 | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| 6 | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| 7 | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| 8 | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| 9 | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| 10 | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| 11 | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| 12 | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| 13 | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| 14 | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| 15 | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |

where $\infty, \times, \otimes, \ominus, \ominus, \oplus$ represent the 6 cusps and represents an invalid choice of $a$ and $b$.
Let now $\mathfrak{c}$ be a cusp for a congruence subgroup $\Gamma$. We denote by $s$ the representative in $\mathbb{P}^{1}(\mathbb{Q})$ of the corresponding $\Gamma$-orbit. We denote by $\gamma_{s}$ the matrix of $\mathrm{SL}_{2}(\mathbb{Z})$ such that $\gamma_{s} \cdot \infty=s$. Now for any $\gamma \in \Gamma$

$$
\begin{aligned}
\gamma \in \operatorname{Stab}_{\Gamma}(s) & \Longleftrightarrow \gamma \cdot s=s \\
& \Longleftrightarrow \gamma \gamma_{s} \cdot \infty=\gamma_{s} \cdot \infty \\
& \Longleftrightarrow \gamma_{s}^{-1} \gamma \gamma_{s} \cdot \infty=\infty \\
& \Longleftrightarrow \gamma_{s}^{-1} \gamma \gamma_{s} \in \operatorname{Stab}_{\mathrm{SL}_{2}(\mathbb{Z})}(\infty)
\end{aligned}
$$

Which says

$$
\operatorname{Stab}_{\Gamma}(s)=\Gamma \cap \gamma_{s} \operatorname{Stab}_{\mathrm{SL}_{2}(\mathbb{Z})}(\infty) \gamma_{s}^{-1}
$$

Therefore, we obtain an injective map

$$
\operatorname{Stab}_{\Gamma}(s) \backslash \gamma_{s} \operatorname{Stab}_{\mathrm{SL}_{2}(\mathbb{Z})}(\infty) \gamma_{s}^{-1} \hookrightarrow \Gamma \backslash \mathrm{SL}_{2}(\mathbb{Z})
$$

which in turns gives us that $\operatorname{Stab}_{\Gamma}(s)$ is of finite index in $\gamma_{s} \operatorname{Stab}_{\mathrm{SL}_{2}(\mathbb{Z})}(\infty) \gamma_{s}^{-1}$. We define

$$
H_{c}=\gamma_{s}^{-1} \Gamma \gamma_{s} \cap \operatorname{Stab}_{\mathrm{SL}_{2}(\mathbb{Z})}(\infty)
$$

and we know that $H_{c}$ is of finite index in $\operatorname{Stab}_{\mathrm{SL}_{2}(\mathbb{Z})}(\infty)$.
Lemma 2.18. $H_{c}$ does not depend on the choice of $s$ and $\gamma_{s}$.
Definition. Let $\mathfrak{c}$ be a cusp for $\Gamma$ and let $s$ be a representative for the corresponding $\Gamma$-orbit in $\mathbb{P}^{1}(\mathbb{Q})$. The width of $\mathfrak{c}$ is

$$
h_{\mathfrak{c}}=\left[\operatorname{Stab}_{\mathrm{SL}_{2}(\mathbb{Z})}(\infty):\{ \pm 1\} H_{c}\right]
$$

We say that $\mathfrak{c}$ is irregular if $\gamma_{s}^{-1} \operatorname{Stab}_{\Gamma}(s) \gamma_{s}$ is generated by $\left(\begin{array}{cc}-1 & h \\ 0 & -1\end{array}\right)$ for some $h \geq 1$ and regular otherwise.
Proposition 2.19. Let $\mathfrak{c} \in \operatorname{Cusps}\left(\Gamma_{0}(N)\right)$ be represented by $s=(a: b) \in \mathbb{P}^{1}(\mathbb{Q})$ with $(a, b)=1$, then the width of $\mathfrak{c}$ for $\Gamma_{0}=(N)$ is equal to

$$
h_{\mathfrak{c}}=\frac{N}{\left(b^{2}, N\right)}=\frac{N / b}{(b, N / b)}
$$

Proof. Let us consider a cusp $\mathfrak{c} \in \operatorname{Cusps}\left(\Gamma_{0}(N)\right)$ and a representative of its $s=(a: b) \in \mathbb{P}^{1}(\mathbb{Q})$. The matrix $\gamma_{s}\left(\begin{array}{ll}a & c \\ b & d\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z})$ sends $s$ to $\infty$.

We start by describing the stabilizer of $s$ recalling that $\gamma_{s} \in \mathrm{SL}_{2}(\mathbb{Z})$ and therefore $a d-b c=1$ :

$$
\begin{aligned}
\operatorname{Stab}_{\Gamma_{0}(N)}(s) & =\Gamma_{0}(N) \cap \gamma_{s} \operatorname{Stab}_{\mathrm{LL}_{2}(\mathbb{Z})}(\infty) \gamma_{s}^{-1} \\
& =\Gamma_{0}(N) \cap\left\{\left. \pm\left(\begin{array}{ll}
a & c \\
b & d
\end{array}\right)\left(\begin{array}{cc}
1 & m \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
d & -c \\
-b & a
\end{array}\right) \right\rvert\, m \in \mathbb{Z}\right\} \\
& =\Gamma_{0}(N) \cap\left\{\left. \pm\left(\begin{array}{ll}
a & c \\
b & d
\end{array}\right)\left(\begin{array}{cc}
d-m b & m a-c \\
-b & a
\end{array}\right) \right\rvert\, m \in \mathbb{Z}\right\} \\
& =\Gamma_{0}(N) \cap\left\{\left. \pm\left(\begin{array}{cc}
a d-m a b-b c & m a^{2}-a c+a c \\
b d-m b^{2}-b d & m a b-b c+a d
\end{array}\right) \right\rvert\, m \in \mathbb{Z}\right\} \\
& =\Gamma_{0}(N) \cap\left\{\left. \pm\left(\begin{array}{cc}
1-m a b & m a^{2} \\
-m b^{2} & 1+m a b
\end{array}\right) \right\rvert\, m \in \mathbb{Z}\right\} \\
& =\left\{\left. \pm\left(\begin{array}{cc}
1-m a b & m a^{2} \\
-m b^{2} & 1+m a b
\end{array}\right) \right\rvert\, m \equiv 0 \bmod \frac{N}{\left(b^{2}, N\right)}\right\}
\end{aligned}
$$

where the last equality comes from the fact that $b$ is a divisor of $N$ and $\Gamma_{0}(N)$ consists of matrices having $a_{2,1} \equiv 0$ modulo $N$.

Conjugating again by $\gamma_{s}$ gives

$$
\begin{aligned}
H_{c} & =\operatorname{Stab}_{\mathrm{SL}_{2}(\mathbb{Z})}(\infty) \cap \gamma_{s}^{-1} \operatorname{Stab}_{\Gamma_{0}(N)}(s) \gamma_{s} \\
& =\operatorname{Stab}_{\mathrm{SL}_{2}(\mathbb{Z})}(\infty) \cap\left\{\left. \pm\left(\begin{array}{cc}
d & -c \\
-b & a
\end{array}\right)\left(\begin{array}{cc}
1-m a b & m a^{2} \\
-m b^{2} & 1+m a b
\end{array}\right)\left(\begin{array}{ll}
a & c \\
b & d
\end{array}\right) \right\rvert\, m \equiv 0 \bmod \frac{N}{\left(b^{2}, N\right)}\right\} \\
& =\operatorname{Stab}_{\mathrm{SL}_{2}(\mathbb{Z})}(\infty) \cap\left\{\left. \pm\left(\begin{array}{cc}
d & -c \\
-b & a
\end{array}\right)\left(\begin{array}{cc}
a-m a^{2} b+m a^{2} b & c-m a b c+m a^{2} d \\
b-m a b^{2}+m a b^{2} & d-m b^{2} c+\operatorname{mabd}
\end{array}\right) \right\rvert\, m \equiv 0 \bmod \frac{N}{\left(b^{2}, N\right)}\right\} \\
& =\operatorname{Stab}_{\mathrm{SL}_{2}(\mathbb{Z})}(\infty) \cap\left\{\left. \pm\left(\begin{array}{cc}
d & -c \\
-b & a
\end{array}\right)\left(\begin{array}{cc}
a & c-m a(b c-a d) \\
b & d-m b(b c-a d)
\end{array}\right) \right\rvert\, m \equiv 0 \bmod \frac{N}{\left(b^{2}, N\right)}\right\} \\
& =\operatorname{Stab}_{\operatorname{SL}_{2}(\mathbb{Z})}(\infty) \cap\left\{\left. \pm\left(\begin{array}{cc}
d & -c \\
-b & a
\end{array}\right)\left(\begin{array}{ll}
a & c+m a \\
b & d+m b
\end{array}\right) \right\rvert\, m \equiv 0 \bmod \frac{N}{\left(b^{2}, N\right)}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& =\operatorname{Stab}_{\mathrm{SL}_{2}(\mathbb{Z})}(\infty) \cap\left\{\left. \pm\left(\begin{array}{cc}
a d-b c & c d+m a d-c d-m b c \\
a b-a b & -b c-m a b+a d+m a b
\end{array}\right) \right\rvert\, m \equiv 0 \bmod \frac{N}{\left(b^{2}, N\right)}\right\} \\
& =\operatorname{Stab}_{\mathrm{SL}_{2}(\mathbb{Z})}(\infty) \cap\left\{\left. \pm\left(\begin{array}{cc}
1 & m \\
0 & 1
\end{array}\right) \right\rvert\, m \equiv 0 \bmod \frac{N}{\left(b^{2}, N\right)}\right\} \\
& =\left\{\left. \pm\left(\begin{array}{cc}
1 & m \\
0 & 1
\end{array}\right) \right\rvert\, m \equiv 0 \bmod \frac{N}{\left(b^{2}, N\right)}\right\}
\end{aligned}
$$

and this concludes the proof.

Remark. Observe that from the description of $H_{c}$ we can also infer that all cusps for $\Gamma_{0}(N)$ are regular.
Lemma 2.20. Let $\Gamma$ be a congruence subgroup, and let $\bar{\Gamma}$ be the image of $\Gamma$ in $\mathrm{PSL}_{2}(\mathbb{Z})$. Then

$$
\sum_{\mathfrak{c} \in \operatorname{Cusps}(\Gamma)} h_{\mathfrak{c}}=\left[\mathrm{PSL}_{2}(\mathbb{Z}): \Gamma\right]=\left[\mathrm{SL}_{2}(\mathbb{Z}): \Gamma\right]
$$

Remark. If $\Gamma$ is a normal congruence subgroup of $\mathrm{SL}_{2}(\mathbb{Z})$, then $\gamma^{-1} \Gamma \gamma=\Gamma$ for all $\gamma \in \operatorname{SL}(\mathbb{Z})$. This implies that all cusps of $\Gamma$ have the same width and either all are regular or all are irregular.

Example. We have seen that the cusps for $\Gamma_{0}\left(2^{n}\right)$ are

$$
\operatorname{Cusps}\left(\Gamma_{0}(N)\right)=\left\{\left(a: 2^{k}\right) \mid 1 \leq k \leq n-1,1 \leq a \leq j_{k}-1,\left(a, 2^{k}\right)=1\right\} \cup\{[0], \infty\}
$$

where

$$
j_{k}= \begin{cases}2^{k} & \text { if } 1 \leq k \leq\lfloor n / 2\rfloor \\ 2^{n-k} & \text { if }\lfloor n / 2\rfloor<k<n\end{cases}
$$

Their width is

$$
h_{n, k}=\frac{2^{n}}{\left(2^{2 k}, 2^{n}\right)}= \begin{cases}1 & \text { if } 2 k>n \\ 2^{n-2 k} & \text { if } 2 k \leq n\end{cases}
$$

Observe that

$$
\begin{aligned}
\sum_{\mathfrak{c} \in \operatorname{Cusps}\left(\Gamma_{0}\left(2^{n}\right)\right)} h_{\mathfrak{c}} & =\sum_{k=1}^{n-1} h_{n, k} \cdot \varphi\left(j_{k}\right)+h_{[0]}+h_{\infty} \\
& =\sum_{k=1}^{\lfloor n / 2\rfloor} \varphi\left(2^{k}\right) \cdot 2^{n-2 k}+\sum_{k=\lfloor n / 2\rfloor+1}^{n-1} \varphi\left(2^{n-k}\right)+2^{n}+1 \\
& =\sum_{k=1}^{\lfloor n / 2\rfloor} 2^{k-1} \cdot 2^{n-2 k}+\sum_{k=\lfloor n / 2\rfloor+1}^{n-1} 2^{n-k-1}+2^{n}+1 \\
& =\sum_{k=1}^{\lfloor n / 2\rfloor} 2^{n-k-1}+\sum_{k=\lfloor n / 2\rfloor+1}^{n-1} 2^{n-k-1}+2^{n}+1 \\
& =\sum_{k=2}^{n} 2^{n-k}+2^{n}+1=\sum_{k=0}^{n-2} 2^{k}+2^{n}+1 \\
& =\left(\frac{1-2^{n-1}}{1-2}\right)+2^{n}+1=2^{n-1}-1+2^{n}+1=2^{n}+2^{n-1} \\
& =3 \cdot 2^{n-1}=\left[S_{2}(\mathbb{Z}): \Gamma\right]
\end{aligned}
$$

Example. Let us study the case $N=16$.
sage: [Gamma0(16).cusp_width(c) for c in Gamma0(16).cusps()]
$[16,1,1,4,1,1]$
Remark. The width of a cusp described the number of elements in the orbits corresponding to the cusp.

### 2.2 Defining equations of $X_{0}(N)$

The modular curves $X_{0}(N)$ have been studied for a long time since they provide a link between modular functions and elliptic curves. They are well known to parametrize pairs $(E, \psi)$ of elliptic curves together with a cyclic isogeny of degree $N$ and therefore their models encode much information and are of particular interest. There is a whole family of cryptographic protocols based on isogenies between elliptic curves; knowing how to compute isogenies linking a given elliptic curve to another one makes it easier to implement these systems.

In general, plane equations for modular curves are obtained by looking at two functions on $X_{0}(N)$ with nice properties and finding polynomial relations between them. These nice functions are called Modular functions. The problem of determining equations of modular curves has been addressed by many mathematicians: Galbraith [Gal1] uses different techniques based on the use of canonical projective embeddings. A similar approach was also used by Murabayashi [Mur] and Shimura [Shm]. Kohel [Koh2] used quaternion algebras to produce weight 2 cusp forms. The use of the Dedekind $\eta$-function appears in [Lig1] and has been eventually used by Enge and Schertz [ES], Yang [Yan2] and Kodrnja [Kod2]. Kodrnja [Kod1] also used embeddings in projective spaces and modular forms to find plane models for $X_{0}(N)$.

In this section we will try to give a complete background on modular functions and to show one way of finding a concrete model for $X_{0}(N)$.

### 2.2.1 Modular functions

We have a well defined $\mathbb{Z}$-periodic holomorphic map $q: \mathbb{H} \rightarrow \mathbb{D}$, from the upper half plane to the open unitary disc, defined by

$$
q(\tau)=e^{2 \pi i \tau}=e^{2 \pi i(\operatorname{Re}(\tau)+i \operatorname{lm}(\tau))}=e^{-2 \pi \operatorname{lm}(\tau)} e^{2 \pi i \operatorname{Re}(\tau)}=e^{-2 \pi \operatorname{lm}(\tau)}(\cos (2 \pi \operatorname{Re}(\tau))+i \sin (2 \pi \operatorname{Re}(\tau)))
$$

It bijectively maps each vertical strip [Sut3]

$$
\mathbb{H}_{n}=\{\tau \in \mathbb{H} \mid n \leq \operatorname{Re}(\tau)<n+1\} \quad \text { to } \quad \mathbb{D}_{0}=\mathbb{D} \backslash\{0\}
$$

and

$$
\mathbb{H}_{n}^{B}=\{\tau \in \mathbb{H} \mid n \leq \operatorname{Re}(\tau)<n+1, \operatorname{Im}(\tau)>B\} \quad \text { to } \quad e^{-2 \pi B} \mathbb{D}_{0}
$$



Figure 2.10 - The map $q$ defines a bijection from $\mathbb{H}_{n}$ to $\mathbb{D}_{0}$.

Indeed

$$
\lim _{\operatorname{Im}(\tau) \rightarrow+\infty} q(\tau)=0 \quad \text { and } \quad \lim _{\operatorname{Im}(\tau) \rightarrow 0^{+}} q(\tau)=\cos (2 \pi \operatorname{Re}(\tau))+i \sin (2 \pi \operatorname{Re}(\tau))=\partial \mathbb{D}
$$

Thus, if $f: \mathbb{H} \rightarrow \mathbb{C}$ is a meromorphic function of period 1, i.e., such that $f(\tau+1)=f(\tau)$ for any $\tau \in \mathbb{H}$ (we also say it is invariant under $T$ ), then it induces a map on the punctured disk such that

$$
f(\tau)=f^{*}(q(\tau))
$$

Definition. The $q$-expansion (or $q$-series) of $f(\tau)$ is obtained by composing the Laurent series expansion of
$f^{*}$ at 0 with $q(\tau)$ :

$$
f(\tau)=f^{*}(q(\tau))=\sum_{n=-\infty}^{+\infty} a_{n} q(\tau)^{n}=\sum_{n=-\infty}^{+\infty} a_{n} q^{n}
$$

For $f^{*}$ to be meromorphic at 0 we ask for the existence of a positive integer $n_{0}$ such that $z^{-n_{0}} f^{*}(z)$ is bounded near 0. In this case we write

$$
f(\tau)=\sum_{n=n_{0}}^{+\infty} a_{n} q^{n} \quad a_{n_{0}} \neq 0
$$

and we call $n_{0}$ the order of $f$ at 0 . Further, we say that $f$ is meromorphic at $\infty$ if $f^{*}$ is meromorphic at 0 .
Definition. Let $f$ be a meromorphic function $f: \mathbb{H} \rightarrow \mathbb{C}$ which is $\Gamma$-invariant for some congruence subgroup $\Gamma$. The function $f(\tau)$ is said to be meromorphic at the cusps if $f(\gamma \cdot \tau)$ is meromorphic at $\infty$ for every $\gamma \in \mathrm{SL}_{2}(\mathbb{Z})$.

To check whether $f$ is meromorphic at the cusps we need to consider a set of coset representatives $\gamma_{1}, \ldots, \gamma_{n}$ of $\Gamma \backslash \mathrm{SL}_{2}(\mathbb{Z})$ (which will be finite since the index of $\Gamma$ in $\mathrm{SL}_{2}(\mathbb{Z})$ is finite) and check the meromorphicity of $f$ at $\gamma_{i} \infty, i=1 \ldots, n$.

Remark. A 「-invariant meromorphic function $f$ satisfies

$$
\lim _{\operatorname{Im}(\tau) \rightarrow \infty} f(\gamma \tau)=\lim _{\operatorname{Im}(\tau) \rightarrow \infty} f(\tau) \quad \forall \gamma \in \Gamma
$$

Hence, if $f$ is meromorphic at the cusps, it determines a meromorphic function $g: X_{\Gamma} \rightarrow \mathbb{C}$ on the modular curve $X_{\Gamma}=\Gamma / \mathbb{H}^{*}$.

Definition. A modular function $f$ for a congruence subgroup $\Gamma$ is a complex valued function defined on the upper half plane such that
a. $f(\tau)$ is meromorphic on $\mathbb{H}$;
b. $f(\tau)$ is invariant under $\Gamma$, i.e., $f(\gamma \cdot \tau)=f(\tau)$ for all $\tau \in \mathbb{H}$ and every $\gamma \in \Gamma$;
c. $f(\tau)$ is meromorphic at the cusps.

Remark. Constant functions are modular functions for every congruence subgroup. Sums and products of modular functions for $\Gamma$ are also modular functions for the same congruence subgroup $\Gamma$. Thus, the set of modular functions for $\Gamma$ is a field, denoted $\mathbb{C}(\Gamma)$. This is a transcendental extension of $\mathbb{C}$.

Theorem 2.21. $\mathbb{C}(\Gamma) \simeq \mathbb{C}\left(X_{\Gamma}\right)$, the function field of $X_{\Gamma}$ as an algebraic curve over $\mathbb{C}$.
Remark. If $f$ is a modular function for a congruence subgroup $\Gamma$, it is a modular function for every congruence subgroup $\Gamma^{\prime} \subseteq \Gamma$. This yields

$$
\mathbb{C}(\Gamma) \subseteq \mathbb{C}\left(\Gamma^{\prime}\right)
$$

and the corresponding inclusion of function fields $\mathbb{C}\left(X_{\Gamma}\right) \subseteq \mathbb{C}\left(X_{\Gamma^{\prime}}\right)$ induces a morphism of algebraic curves

$$
X_{\Gamma^{\prime}} \longrightarrow X_{\Gamma}
$$

## Modular functions for $\Gamma(1)$

Proposition 2.22. The $j$-function

$$
j(\tau)=\frac{1728 g_{2}(\tau)^{3}}{\Delta(\tau)}
$$

is a modular function for $\Gamma(1)=\mathrm{SL}_{2}(\mathbb{Z})$.
Proof. See [Cox, III.11.A].
Remark. All the cusps are $\mathrm{SL}_{2}(\mathbb{Z})$-equivalent. Thus, showing that $j(\tau)$ is meromorphic at the cusps reduces to proving that it is meromorphic at $\infty$.

Lemma 2.23 ([Cox, Th. III.11.8]). The $j$-function is a modular function for $\Gamma(1)$ with a simple pole at infinity. Its $q$-expansion is

$$
j(q)=\frac{1}{q}+744+196884 q+\ldots=\frac{1}{q}+\sum_{n=0}^{+\infty} a_{n} q^{n} \quad a_{n} \in \mathbb{Z}
$$

The $j$ function defines a holomorphic bijection $j: Y(1)=\Gamma(1) / \mathbb{H} \rightarrow \mathbb{C}[$ Lan2, Th. 3.3.4] and extends to an isomorphism $X(1) \xrightarrow{\sim} \mathbb{P}^{1}(\mathbb{C}) \simeq S_{\mathbb{C}}^{1}$ which is holomorphic everywhere but at $\infty$ where it has a simple pole. This can be done easily by setting $j(\infty)=\infty$; indeed it can be proved that $\lim _{\operatorname{Im}(\tau) \rightarrow \infty} j(\tau)=\infty$.
Lemma 2.24. Every holomorphic modular function for $\Gamma(1)=\mathrm{SL}_{2}(\mathbb{Z})$ is a polynomial in $j(\tau)$.
Theorem 2.25. Every modular function for $\Gamma(1)=\mathrm{SL}_{2}(\mathbb{Z})$ is a rational function in $j(\tau)$, i.e., $\mathbb{C}(\Gamma(1))=\mathbb{C}(j)$. Proof. See [Apo, §2.6].

We conclude (following Theorem 2.21) that the function field of the modular curve $X(1)$ is $\mathbb{C}(j)$. A discussion about this can be found in [DS, §3.2].

Modular functions for $\Gamma_{0}(N)$
We describe the function field of the modular curve $X_{0}(N)$. First we note that
Theorem 2.26. The function $j_{N}(\tau)=j(N \tau)$ is a modular function for $\Gamma_{0}(N)$.
More importantly, we obtain the following theorem [DS, Proposition 7.5.1]
Theorem 2.27. The field of modular functions for the congruence subgroup $\Gamma_{0}(N)$ is an extension of $\mathbb{C}(j)$ of degree $n=\left[\mathrm{SL}_{2}(\mathbb{Z}): \Gamma_{0}(N)\right]$ generated by $j_{N}(\tau)$.

Theorem 2.28 ([DS, §7.7]). The modular curve $X_{0}(N)$ is defined over $\mathbb{Q}$ and its function field over $\mathbb{Q}$ is $\mathbb{Q}\left(j, j_{N}\right)$.

In proving Theorem 2.27, we come across the minimal polynomial of $j_{N}$ over $\mathbb{C}(j)$; this is

$$
\Phi_{N}(j(\tau), y)=\prod_{i=i}^{m}\left(x-j\left(N \gamma_{i} \tau\right)\right)
$$

for $\left\{\gamma_{1}, \ldots, \gamma_{m}\right\}$ a set of representatives of right cosets of $\Gamma_{0}(N)$ in $\Gamma(1)$. Since polynomials in $J\left(N \gamma_{i} \tau\right)$ are holomorphic rational functions in $j(\tau)$, they are polynomials in $j$ (Lemma 2.24) meaning that $\Phi_{N}(j(\tau), y) \in$ $\mathbb{C}[j, y]$. Substituting $j(\tau)$ with the variable $x$ we obtain $\Phi_{N}(x, y) \in \mathbb{C}[x, y]$.

### 2.2.2 The modular polynomial

Definition. $\Phi_{N}(x, y)$ is called the classical modular polynomial of degree $N$. The equation $\Phi_{N}(x, y)=0$ is called the classical modular equation.

Theorem 2.29 (Properties of the classical modular polynomial). Let $N$ be a positive integer.
(1) $\Phi_{N}(x, y) \in \mathbb{Z}[x, y]$;
(2) $\Phi_{N}(x, y)$ is symmetric in $x$ and $y$ when $N>1$, i.e., $\Phi_{N}(x, y)=\Phi_{N}(y, x)$;
(3) $\Phi_{N}(x, y)$ is irreducible as a polynomial in $x$ (or $y$ );
(4) if $N$ is not a perfect square, then $\Phi_{N}(x, y)$ is a polynomial of degree greater than 1 whose leading coefficient is 1 ;
(5) (Kronecker congruence relation) if $p$ is a prime, then $\Phi_{N}(x, y) \equiv\left(x^{p}-y\right)\left(x-y^{p}\right) \bmod p$.

Proof. See [Cox, §11.C] and [Lan2, §5.2].
Theorem 2.30. The classical modular equation $\Phi_{N}(x, y)=0$ is a model for the curve $X_{0}(N)$.

Proof. See [Miln, §V.2].

Modular Polynomials play an essential role when dealing with elliptic curve isogenies. The reason why they are so important is enclosed in the following theorem:

Theorem 2.31. Let $E_{0}$ and $E_{1}$ be two elliptic curves over a field $k$. There exists an isogeny $E_{0} \rightarrow E_{1}$, possibly defined over some extension of $k$, with cyclic kernel of degree $N$ if and only if the j-invariant jo of $E_{0}$ is a root of

$$
\Phi_{N}\left(x, j_{1}\right)=0
$$

The modular polynomial defines a correspondence in $X(1) \times X(1)$. The curve in $X(1) \times X(1)$ cut out by $\Phi_{N}(x, y)$ is a singular image of the modular curve $X_{0}(N)$ parametrizing pairs $(E, \varphi)$ of an elliptic curve and a cyclic isogeny of degree $N$ with domain $E$. Controlling modular polynomials gives an easy way to find isogenies between elliptic curves. Therefore they have been intensively used in cryptography and Elliptic curve based cryptosystems. The drawback is that they are not very handy. As the degree $N$ grows, the size of the coefficients of the polynomial $\Phi_{N}$ increases dramatically. This motivates us to look for a different approach to the problem of finding models for $X_{0}(N)$.

## Examples

To give an idea of how fast the coefficients of modular polynomials explode we write here few examples for very small degree.

$$
\begin{aligned}
\Phi_{2}(x, y)=x^{3}-x^{2} \cdot y^{2}+ & 1488 \cdot x^{2} \cdot y-162000 \cdot x^{2}+1488 \cdot x \cdot y^{2}+40773375 \cdot x \cdot y+ \\
& +8748000000 \cdot x+y^{3}-162000 \cdot y^{2}+8748000000 \cdot y-157464000000000
\end{aligned}
$$

$$
\begin{aligned}
& \Phi_{3}(x, y)=x^{4}-x^{3} \cdot y^{3}+2232 \cdot x^{3} \cdot y^{2}-1069956 \cdot x^{3} \cdot y+36864000 \cdot x^{3}+2232 \cdot x^{2} \cdot y^{3}+ \\
& +2587918086 \cdot x^{2} \cdot y^{2}+8900222976000 \cdot x^{2} \cdot y+452984832000000 \cdot x^{2}-1069956 \cdot x \cdot y^{3}+ \\
& +8900222976000 \cdot x \cdot y^{2}-770845966336000000 \cdot x \cdot y+1855425871872000000000 \cdot x+ \\
& \quad+y^{4}+36864000 \cdot y^{3}+452984832000000 \cdot y^{2}+1855425871872000000000 \cdot y
\end{aligned}
$$

and $\Phi_{5}(x, y)$ has 38 monomials

$$
\Phi_{5}(x, y)=x^{6}+\ldots+141359947154721358697753474691071362751004672000
$$

A database of modular polynomials up to degree 300 can be found at [Sut2]. For a precise analysis of the growth of these coefficients one could refer to [BS2].

### 2.2.3 Dedekind eta function

We define the Dedekind eta-function as the infinite product

$$
\eta(\tau)=q^{\frac{1}{24}} \prod_{n=1}^{+\infty}\left(1-q^{n}\right) \quad q=e^{2 \pi i \tau}
$$

The product converges normally for $q$ in the unit disc and from section 2.2.1 we know that this is equivalent to $\tau \in \mathbb{H}$. This implies that $\eta$ is a holomorphic function on $\mathbb{H}$.

The eta-function is one of the best known and most studied modular functions. Thanks to Euler's identity we know how to find its series expansion:

$$
\eta(\tau)=\sum_{n=1}^{+\infty}\left(\frac{12}{n}\right) q^{\frac{n^{2}}{24}}
$$

where $\left(\frac{12}{n}\right)$ denotes the Legendre-Kronecker symbol of quadratic reciprocity.

One of the reasons the Dedekind Eta-function is so attractive comes from the fact that raising it to the $24^{\text {th }}$-power gives the Weierstrass modular discriminant [Kil, §5.2]:

$$
\Delta(\tau)=\eta(\tau)^{24}
$$

which is a modular form of weight 12 . The latter is a remarkable function, having the properties that $\Delta(\tau)$ is precisely the discriminant of the elliptic curve $E_{\tau}$ in the Weierstrass form, it is non-vanishing on $\mathbb{H}$, it has a simple zero at the cusps and it is related to the $j$-function:

$$
j(\tau)=\frac{E_{4}^{3}(\tau)}{\Delta(\tau)} \quad \text { for } \quad E_{4}(q)=1+240 \sum_{n=1}^{+\infty} \sigma_{3}(n) q^{n} \quad \sigma_{3}(n)=\sum_{d \mid n} d^{3}
$$

Further discussions on the relations with important quantities in number theory can be found in [Kno, §3.1-2].
We are interested in the transformation properties of the $\eta$-function. This will enable us to study its behavior at the cusps of $X_{0}(N)$. We find

Theorem 2.32. The Dedekind $\eta$-function satisfies the following transformation properties:

$$
\eta(\tau+1)=e^{\frac{\pi i}{12}} \eta(\tau) \quad \text { for and } \quad \eta\left(-\frac{1}{\tau}\right)=\sqrt{i \tau} \eta(\tau)
$$

where we consider the principal branch of the square root.
Proof. See [Köh, §1.3] and [CS2, Theorem 5.8.1].
Note that the two transformations showed are the special ones. We already know that the two matrices

$$
T=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right) \quad \text { and } \quad S=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

generates the modular group. From $\eta(T \cdot \tau)=e^{\pi i / 12} \eta(\tau)$ and $\eta(S \cdot \tau)=e^{\pi i / 4}(z)^{1 / 2} \eta(\tau)$, it follows that, in general, the $\eta$-function must satisfy

$$
\eta(\gamma \cdot \tau)=\nu_{\eta}(\gamma)(c \tau+d)^{1 / 2} \eta(\tau)
$$

for any matrix $\gamma \in \mathrm{SL}_{2}(\mathbb{Z})$.
The map associating $\gamma \rightarrow \nu_{\eta}(\gamma)$ is called a multiplier system for $\eta$. A remarkable observation is that both $\nu_{\eta}(T)$ and $\nu_{\eta}(S)$ are $24^{t h}$ roots of unity meaning that $\nu_{\eta}(\gamma)$ is a $24^{t h}$ root of unity for any $\gamma$.

Theorem 2.33. Let $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z})$, the multiplier system of the $\eta$-function is given by

$$
\nu_{\eta}(\gamma)= \begin{cases}\left(\frac{d}{|c|}\right) \exp \left(\frac{2 \pi i}{24}\left((a+d-3) c-b d\left(c^{2}-1\right)\right)\right) & \text { if } c \text { is odd } \\ \epsilon(c, d)\left(\frac{d}{|c|}\right) \exp \left(\frac{2 \pi i}{24}\left((a-2 d) c-b d\left(c^{2}-1\right)+3 d-3\right)\right) & \text { if } c \text { is even }\end{cases}
$$

where $\epsilon(c, d)=-1$ if $c \leq 0$ and $d<0$ and $\epsilon(c, d)=1$ otherwise.
Proof. It was first proved by Rademacher in 1931 (see chapter 9 of his book [Rad]) and then by Petersson in 1954. Other proofs can be found in [CS2, Theorem 5.8.1], [Kno, §4.1] and [Apo, §3.4].

### 2.2.4 Eta products and eta quotients

An $\eta$-product is an expression of the form

$$
f(\tau)=\prod_{m} \eta(m \tau)^{a_{m}}=\prod_{m} \eta\left(q^{m}\right)^{a_{m}}
$$

where $m$ runs over a finite set of positive integers and the exponents $a_{m} \in \mathbb{Z}$.

Sometimes we might see the notation

$$
f(\tau)=\prod_{m \mid N} \eta(m \tau)^{a_{m}}
$$

where the index runs over the set of positive divisors of $N$, which is called the level of the $\eta$-product. Passing from one to the other is easy since the set of integers in the index is finite and we can therefore consider $N$ as the lowest common multiple (of course we might need some exponents to be 0 as we might introduce new divisors).

The transformation properties of an $\eta$-product are of course strictly related to the ones for the $\eta$-function.

$$
f(\gamma \cdot \tau)=\nu_{f}(\gamma)(c \tau+d)^{a} f(\tau)
$$

for $a=\frac{1}{2} \sum_{m} a_{m}$.
For the sake of completeness we refer to [Köh, §2.1] and [CS2, Th. 5.9.2] for the computation of $\nu_{f}(\gamma)$ :

$$
\nu_{f}(\gamma)=\prod_{m \mid N}\left(\nu_{\eta}\left(\begin{array}{cc}
a & m b \\
c / m & d
\end{array}\right)\right)^{a_{m}}
$$

In general, we will not be interested in the exact value of $\nu_{f}(\gamma)$ but in one special case: $\gamma=T$. We have already seen that $\eta(\tau+1)=e^{\frac{2 \pi i}{24}} \eta(\tau)$ meaning

$$
f(\tau+1)=\prod_{m \mid N} \eta(m(\tau+1))^{a_{m}}=\prod_{m \mid N} e^{\frac{2 \pi i}{24} \cdot m a_{m}} \eta(m \tau)=e^{\sum_{m \mid N} \frac{2 \pi i m a m}{24}} \prod_{m \mid N} \eta(m \tau)
$$

and now we infer

$$
\nu_{f}(T)=e^{2 \pi i \frac{s}{t}} \quad \text { where } \quad \frac{s}{t}=\frac{1}{24} \sum_{m \mid N} m a_{m} \quad(s, t)=1
$$

It turns out that $s / t$ is the order of $f$ at the cusp $\infty$. We will prove the general statement (that can be found in [Köh, §2.3] or [CS2, §5.9]).

Theorem 2.34. Let $\eta_{m}(\tau)=\eta(m \tau)$ with $m \in \mathbb{Z}_{\geq 0}$, and let $\mathfrak{c}=\frac{a}{c} \in \mathbb{Q}$ be a reduced fraction with $c \neq 0$. We choose $b$ and $d$ such that the matrix $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ is in $\mathrm{SL}_{2}(\mathbb{Z})$. Then
(a) the expansion of $\eta_{m}$ at the cusp $\mathfrak{c}$ is

$$
\eta_{m}(A \tau)=\nu_{\eta}(L)\left[\frac{g}{m}(c \tau+d)\right]^{\frac{1}{2}} \sum_{n=1}^{+\infty}\left(\frac{12}{n}\right) e^{\frac{2 \pi i}{24 m}\left(g^{2} z+\alpha g\right)}
$$

where $g=\operatorname{gcd}(c, m), \alpha \in \mathbb{Z}$ and $L=\left(\begin{array}{ll}x & y \\ u & v\end{array}\right) \in \operatorname{SL}_{2}(\mathbb{Z})$ for $x=\frac{m a}{\operatorname{gcd}(c, m)}$ and $u=\frac{c}{\operatorname{gcd}(c, m)}$.
(b) The order of $\eta_{m}$ at the cusp $\mathfrak{c}$ is

$$
\operatorname{ord}_{\mathfrak{c}}\left(\eta_{m}\right)=\frac{1}{24 m} \operatorname{gcd}(c, m)^{2}
$$

Proof. We know $\eta_{m}(\tau)=\eta(m \tau)$ from which

$$
\eta_{m}(\gamma \tau)=\eta(m \gamma \tau)=\eta\left(\gamma_{m} \tau\right) \quad \text { where } \quad \gamma_{m}=\left(\begin{array}{cc}
m a & m b \\
c & d
\end{array}\right) \quad \text { with } \quad \operatorname{det}\left(\gamma_{m}\right)=m
$$

Observe that $\gamma \cdot \infty=\frac{a}{c}=\mathfrak{c}$ which implies that the expansion of $\eta_{m}(\tau)$ at the cusp $\mathfrak{c}$ is given by the expansion of $\eta_{m}(\gamma \tau)$ at $\infty$. Hence, we look for a matrix $L \in \mathrm{SL}_{2}(\mathbb{Z})$ such that $L^{-1} \gamma_{m}$ has the lower left entry equal to 0 .

$$
L=\left(\begin{array}{ll}
x & y \\
u & v
\end{array}\right) \Longrightarrow L^{-1}=\left(\begin{array}{cc}
v & -y \\
-u & x
\end{array}\right)
$$

$$
L^{-1} \gamma_{m}=\left(\begin{array}{cc}
v & -y \\
-u & x
\end{array}\right)\left(\begin{array}{cc}
m a & m b \\
c & d
\end{array}\right)=\left(\begin{array}{cc}
v m a-y c & v m b-y d \\
x c-m a u & x d-m u b
\end{array}\right)
$$

we impose $x c-m a u=0$ and we choose $x=\frac{m a}{\operatorname{gcd}(c, m)}$ and $u=\frac{c}{\operatorname{gcd}(c, m)}$; further, we set $g=\operatorname{gcd}(m, a)$. Since we want $L \in S L_{2}(\mathbb{Z})$, we compute its discriminant:

$$
1=x v-u y=\frac{\operatorname{mav}}{\operatorname{gcd}(c, m)}-\frac{c y}{\operatorname{gcd}(c, m)} \Longrightarrow \operatorname{mav}-c y=g
$$

We conclude

$$
L^{-1} \gamma_{m}=\left(\begin{array}{cc}
v m a-y c & v m b-y d \\
x c-m a u & x d-m u b
\end{array}\right)=\left(\begin{array}{cc}
g & \alpha \\
0 & m / g
\end{array}\right)
$$

for $\alpha=m b v-y d \in \mathbb{Z}$. Now

$$
\begin{aligned}
& \eta_{m}(\gamma \tau)=\eta\left(\gamma_{m} \tau\right)=\eta\left(L L^{-1} \gamma_{m} \tau\right)=\nu_{\eta}(L)\left[u\left(L^{-1} \gamma_{m} \tau\right)+v\right]^{\frac{1}{2}} \eta\left(L^{-1} \gamma_{m} \tau\right)= \\
& =\nu_{\eta}(L)\left[u \frac{g \tau+\alpha}{m / g}+v\right]^{\frac{1}{2}} \eta\left(\frac{g \tau+\alpha}{m / g}\right)= \\
& =\nu_{\eta}(L)\left[\frac{c \tau+\frac{c \alpha}{g}}{m / g}+v\right]^{\frac{1}{2}} \eta\left(\frac{g^{2} \tau+g \alpha}{m}\right)= \\
& =\nu_{\eta}(L)\left[\frac{g}{m}\left(c \tau+\frac{c \alpha}{g}+\frac{m v}{g}\right)\right]^{\frac{1}{2}} \eta\left(\frac{g^{2} \tau+g \alpha}{m}\right)=\quad \begin{array}{c}
c \alpha+m v=m b v c-y c d+m v= \\
=m v(1+b c)-y c a=m v a d-y c d= \\
=d(m v a-y c)=d g
\end{array} \\
& =\nu_{\eta}(L)\left[\frac{g}{m}(c \tau+d)\right]^{\frac{1}{2}} \eta\left(\frac{g^{2} \tau+g \alpha}{m}\right)= \\
& =\nu_{\eta}(L)\left[\frac{g}{m}(c \tau+d)\right]^{\frac{1}{2}} \sum_{n=1}^{+\infty}\left(\frac{12}{n}\right) e^{\frac{2 \pi i}{24 m}\left(g^{2} \tau+\alpha g\right)}
\end{aligned}
$$

This proves the first assertion. Now the first non-vanishing term in $(c \tau+d)^{-1 / 2} \cdot \eta_{m}(\gamma \tau)$ is a multiple of

$$
e^{\frac{2 \pi i}{24 m} g^{2} \tau}=q^{\frac{g^{2}}{24 m}}
$$

proving point (b).

Corollary 2.35. Let $f(\tau)$ be an eta product, and let $\mathfrak{c}=\frac{a}{c} \in \mathbb{Q}, \operatorname{gcd}(a, c)=1$. Then the order of $f$ at the cusp $\mathfrak{c}$ is

$$
\operatorname{ord}_{\mathfrak{c}}(f)=\frac{1}{24} \sum_{m \mid N} \frac{\operatorname{gcd}(c, m)^{2}}{m} a_{m}
$$

Corollary 2.36. An $\eta$-product $f(\tau)$ is holomorphic at $\mathfrak{c}=\frac{a}{c}$ if and only if the above sum is non-negative, and it vanishes at $\mathfrak{c}$ if and only if the sum is positive.

Definition. An eta product which is holomorphic at all cusps is called a holomorphic eta product.
We are now interested in knowing when an $\eta$-product is a modular function. To handle this problem we have an essential tool. This criterion has been introduced by Newman in [New2] and then generalized by Ligozat in [Lig1].
First of all we note that we have a leading term $q^{\frac{1}{24}}$ in the expansion of the $\eta$-function and we need to kill it in order to have a function on $X_{0}(N)$. If we multiply all these terms together we get $q^{\frac{\text { mam }}{24}}$ which will motivate point (ii) of the criterion. We note that this is also the request of the meromorphicity at $\infty$. Property (i) comes from the fact that we need $f(\tau)$ to be invariant under $\Gamma_{0}(N)$ and therefore we need its weight to be 0 (the exponent of $(c \tau+d)$ in the transformation formula of $f$ ). Finally, the study of $\nu_{f}(\gamma)$ completes the criterion.

Theorem 2.37 (Ligozat-Newman Criterion). An $\eta$-product is a modular function for $\Gamma_{0}(N)$ if and only if
(i) $\sum_{m \mid N} a_{m}=0$;
(ii) $\sum_{m \mid N} m a_{m} \equiv 0 \bmod 24$;
(iii) $\sum_{m \mid N} \frac{N}{m} a_{m} \equiv 0 \bmod 24$;
(iv) $\prod_{m \mid N}\left(\frac{N}{m}\right)^{a_{m}} \in \mathbb{Q}^{2}$.

Corollary 2.38.A ([Ligozat-Newman Criterion for $\left.N=2^{n}\right)$. An $\eta$-product $f(\tau)=\prod_{k=0}^{n} \eta\left(2^{k} \tau\right)^{a_{k}}$ is a weight 0 modular form (a modular function) of level $2^{n}$ if and only if
(i) $\sum_{0 \leq k \leq n} a_{k}=0$;
(iii) $\sum_{0 \leq k \leq n} 2^{n-k} a_{m} \equiv 0 \bmod 24$;
(ii) $\sum_{0 \leq k \leq n} 2^{k} a_{k} \equiv 0 \bmod 24$;
(iv) $\prod_{0 \leq k \leq n} 2^{(n-k) a_{k}} \in \mathbb{Q}^{2}$.

Note that

$$
\mathbb{Q}^{2} \ni \prod_{m \mid N} 2^{(n-k) a_{k}}=2^{\sum_{k=0}^{n} a_{k}(n-k)} \Longleftrightarrow \sum_{k=0}^{n} a_{k}(n-k) \equiv 0 \quad \bmod 2 \Longleftrightarrow \sum_{k=0}^{n} k a_{k} \equiv 0 \quad \bmod 2
$$

the last equivalence keeping into account property (i).
Corollary 2.38.B ([Ligozat-Newman Criterion for $N=2^{n}$ ). An $\eta$-product $f(\tau)=\prod_{k=0}^{n} \eta\left(2^{k} \tau\right)^{a_{k}}$ is a weight 0 modular form (a modular function) of level $2^{n}$ if and only if
(i) $\sum_{0 \leq k \leq n} a_{k}=0$;
(iii) $\sum_{0 \leq k \leq n} 2^{n-k} a_{k} \equiv 0 \bmod 24$;
(ii) $\sum_{0 \leq k \leq n} 2^{k} a_{k} \equiv 0 \bmod 24$;
(iv) $\sum_{0 \leq k \leq n} k a_{k} \equiv 0 \bmod 2$.

Observe that if $f(\tau)$ is a modular function for $\Gamma_{0}(N)$ and since the width of the cusp $\mathfrak{c}=\frac{a}{c}$ on $\Gamma_{0}(N)$ is $h_{c}=\frac{N / c}{(c, N / c)}($ Proposition 2.19), then the order of vanishing of $f$ at $\mathfrak{c}$ is given by

$$
\frac{N}{24 c(N / c, c)} \sum_{m \mid N} \frac{(c, m)^{2}}{m} a_{m}
$$

There are many interesting questions that can be asked about eta-functions and eta-products. We refer to [CS2, $\S 5.9$ ] for some theorems providing a sort of classification for interesting $\eta$-products.

Another useful fact about $\eta$-functions is the following:
Theorem 2.39 ([Ono, Th. 1.67]). Every modular form on $\mathrm{SL}_{2}(\mathbb{Z})$ may be expressed as a rational function in $\eta(\tau), \eta_{2}(\tau)$ and $\eta_{4}(\tau)$.

In the remaining part of the section we will present some trivial lemmas on greatest common divisors that will enable us to better understand the behavior of the eta-products.
We define a matrix $A(N)=\left(\alpha_{c, m}\right)_{c, m}$ encoding the data of an $\eta$-product $f(\tau)=\prod_{m \mid N} \eta_{m}(\tau)^{a_{m}}$ by

$$
\alpha_{c m}=\frac{N}{c(N / c, c)} \cdot \frac{(c, m)^{2}}{m}
$$

where the divisors $c$ and $m$ of $N$ are taken in the natural order 1 to $N$ : for the cusps we go from 0 (representing cusps $\bullet / 1$ ) to $\infty$ (representing cusps $\bullet / N$ ) while for the $\eta$-function we go naturally from 1 to $N$. In the same spirit we define the column vector $X$ by $X=\left(a_{m}\right)$. Thus, the study of eta-products reduced to the study of the system

$$
A(N) \cdot X
$$

together with the conditions (i)-(iv) of Theorem 2.37.
Remark. The columns of the matrix correspond to a fixed $\eta$-function $\eta_{m}$ while the rows correspond to the cusps. The entry $\alpha_{c, m}$ corresponds to the order of the function $\eta_{m}$ at the cusps $\dot{\bar{c}}$ (multiplied by 24 for simplicity).

Example. For $N=8$ we have the following orders of $\eta$-functions at each cusp:

|  | $\eta(\tau)$ | $\eta_{2}(\tau)$ | $\eta_{4}(\tau)$ | $\eta_{8}(\tau)$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | $1 / 3$ | $1 / 48$ | $1 / 12$ | $1 / 24$ |
| $\bullet / 2$ | $1 / 12$ | $1 / 6$ | $1 / 12$ | $1 / 24$ |
| $\bullet / 4$ | $1 / 24$ | $1 / 12$ | $1 / 6$ | $1 / 12$ |
| $\infty$ | $1 / 24$ | $1 / 12$ | $1 / 6$ | $1 / 3$ |

and therefore the matrix $A(8)$ is

$$
A(8)=\left(\begin{array}{llll}
8 & 4 & 2 & 1 \\
2 & 4 & 2 & 1 \\
1 & 2 & 4 & 2 \\
1 & 2 & 4 & 8
\end{array}\right)
$$

Lemma 2.40. If $\frac{\operatorname{gcd}(N, c)^{2}}{N} \in \mathbb{Z}$, then

$$
\frac{N}{c \operatorname{gcd}(c, N / c)}=1
$$

This implies that, if the order of vanishing of $f$ at $\infty$ (corresponding to the last row) as a function on the upper half plane is an integer, then $f$ has the same order of vanishing at $\infty$ as a function on $X_{0}(N)$. In other words (as we already know) the width of $\infty$ is 1 .

Proof. $\operatorname{gcd}(N, c)^{2} / N \in \mathbb{Z}$ means that $c^{2} / N \in \mathbb{Z}$. Hence $N \mid c^{2}$ and therefore $N / c \mid c$ meaning $\operatorname{gcd}(c, N / c)=$ $N / c$ from which

$$
\frac{N}{c \operatorname{gcd}(c, N / c)}=\frac{N}{c N / c}=1
$$

Lemma 2.41. We have

$$
\frac{\operatorname{gcd}(m, c)^{2}}{m} \cdot \frac{N}{c \operatorname{gcd}(c, N / c)} \in \mathbb{Z}
$$

This implies that the order of vanishing of our eta-products are integers, i.e., $A(N)$ has integral entries.
Proof. Since $N, c$ and $m$ are all integers we will suppose that their prime factorization is

$$
N=p_{1}^{e_{1}} p_{2}^{e_{2}} \cdot \ldots \cdot p_{k}^{e_{k}} \quad c=p_{1}^{f_{1}} p_{2}^{f_{2}} \cdot \ldots \cdot p_{k}^{f_{k}} \quad m=p_{1}^{g_{1}} p_{2}^{g_{2}} \cdot \ldots \cdot p_{k}^{g_{k}}
$$

Note that both $c$ and $m$ are divisors of $N$ meaning that the primes involved are the same and for any $i=1, \ldots, k$,

$$
0 \leq g_{i}, f_{i} \leq e_{i} \quad \text { and } \quad e_{i}>0
$$

Now

$$
\frac{\operatorname{gcd}(m, c)^{2}}{m} \cdot \frac{N}{c \operatorname{gcd}(c, N / c)}=\prod_{i=1}^{k} p_{i}^{e_{i}+2 \min \left(g_{i}, f_{i}\right)-g_{i}-f_{i}-\min \left(g_{i}, e_{i}-g_{i}\right)}
$$

Looking at the gcd's, we divide the problem in 4 cases. Depending on the situation the exponent of $p_{i}$ is shown in the following table

|  | $g_{i} \leq e_{i}-g_{i}$ | $g_{i} \geq e_{i}-g_{i}$ |
| :---: | :---: | :---: |
| $f_{i} \geq g_{i}$ | $e_{i}+2 g_{i}-g_{i}-f_{i}-g_{i}=$ <br> $=e_{i}-f_{i} \geq 0$ | $e_{i}+2 g_{i}-g_{i}-f_{i}-e_{i}+g_{i}=$ <br> $=2 g_{i}-f_{i} \underset{g_{i} \geq e_{i}-g_{i}}{\geq} e_{i}-f_{i} \geq 0$ |
| $f_{i} \leq g_{i}$ | $e_{i}+2 f_{i}-g_{i}-f_{i}-g_{i}=$ <br> $=e_{i}+f_{i}-2 g_{i} \geq 0$ <br> $e_{i} \geq 2 g_{i}$ | $e_{i}+2 f_{i}-g_{i}-f_{i}-e_{i}+g_{i}=$ <br> $=f_{i} \geq 0$ |

In any case the exponent is bigger than or equal to 0 .

An interesting property of the matrix $A(N)$ is that if we multiply each row by $\operatorname{gcd}(c, N / c)$ (which is equivalent to multiplying the order of vanishing of the $\eta_{m}$ 's by $\frac{N}{c}$ instead of the width of the cusps) the resulting matrix is symmetric and we will denote it $A_{\text {sym }}(N)$.
In some applications, as studying holomorphic modular functions, this matrix might be of better use; if we need to solve the system $A(N) \cdot X \geq 0$, then multiplying the rows by some integer does not affect the result.

### 2.2.5 Maps on $X_{0}(N)$

In this section we describe some important maps defined on modular curves. The main references will be [Mcm1], [Gal1] and [Elk1] (for the three paragraphs respectively).

## Maps between modular curves

The first thing we can study is how to relate one modular curve to another. In Section 1.3.3, we have used the fact that there is a canonical map $X_{0}(N) \rightarrow X(1)$ for any $N$. In the following we describe this morphism in more details and we generalize it.
It is clear that, if $M$ divides $N$, then $\Gamma_{0}(N)$ is a subgroup of $\Gamma_{0}(M)$ and, therefore, we have a straightforward map on the quotients

$$
\Gamma_{0}(N) \backslash \mathbb{H} \longrightarrow \Gamma_{0}(M) \backslash \mathbb{H}
$$

given by $\Gamma_{0}(N) z \rightarrow \Gamma_{0}(M) z$ sending the $\Gamma_{0}(N)$-class of $z$ to its $\Gamma_{0}(M)$-class. This map is usually indicated as $\pi_{1}$ and it is called forgetful map.

Definition. In this situation, we say that $X_{0}(N)$ lies above $X_{0}(M)$.
The map $\pi_{1}$ is a rational map between two modular curves. As we have seen in Section 1.1.2, every point on $X_{0}(M)$ but a finite number, has a fixed number $n$ of points lying over it on $X_{0}(N)$. The number $n$ is the degree of the map and, thanks to [DS, §3.1], we know that

$$
\operatorname{deg} \pi_{1}=\left[\Gamma_{0}(M): \Gamma_{0}(N)\right]
$$

We also know that at each of the exceptional points over which there are less than $n$ points, the sum of the multiplicities of the points lying above it must be $n$ in any case. This extra multiplicity known as ramification can occur only at the cusps 1.1.2. More in general:

Definition. Let $M, N$ and $d$ be positive integers such that $M d \mid N$. Then we define the moduli-theoretic map $\pi_{d}: X_{0}(N) \rightarrow X_{0}(M)$ by

$$
\pi_{d}(E, C)=(E / C[d], C[M d] / C[d])
$$

This is a moduli-theoretic map since points on the modular curve $X_{0}(N)$ are represented as pairs of an elliptic curve together with some extra ( $N$-level) structure which comes in the form of a cyclic subgroup of order $N$.

Notation. $C[d]$ represents the $d$-torsion part of $C$.
$\pi_{1}$ is the same map we have defined at the beginning of the section: the forgetful map. The name comes from the fact that it leaves $E$ unchanged and it simply discards (or forgets) some level structure.

Example. Suppose $N=p q$ for $p$ and $q$ two different primes. We get the following situation:


## Atkin-Lehner involutions

In 1970 Atkin and Lehner introduced some important operators on $\Gamma_{0}(N)$ [AL]. Another reference will be [Lan3, Ch. VIII].

Definition. Suppose $\ell$ is a prime dividing $N$ and let $e$ be an integer such that $\ell^{e} \| N$, i.e., $\ell^{e} \mid N$ and $\left(\ell^{e}, N / \ell^{e}\right)=1$. We can choose $a, b, c, d \in \mathbb{Z}$ such that $\ell^{e} a d-\left(N / \ell^{e}\right) b c=1$ and we define

$$
\mathcal{W}_{\ell}=\frac{1}{\sqrt{\ell^{e}}}\left(\begin{array}{cc}
\ell^{e} a & b \\
N c & \ell^{e} d
\end{array}\right)
$$

$\mathcal{W}_{\ell}$ is called Atkin-Lehner involution for $\Gamma_{0}(N)$. It is clearly a matrix in $\mathrm{SL}_{2}(\mathbb{R})$.
We have some straightforward properties of $\mathcal{W}_{\ell}$ :
Lemma 2.42. The following are true:
(a) $\mathcal{W}_{\ell}^{2} \equiv 1 \bmod \Gamma_{0}(N)$ (this is why we talk of an involution).
(b) $\mathcal{W}_{\ell}$ normalizes $\Gamma_{0}(N)$, i.e., $\mathcal{W}_{\ell} \Gamma_{0}(N) \mathcal{W}_{\ell}^{-1}=\Gamma_{0}(N)$.
(c) $\mathcal{W}_{\ell} \mathcal{W}_{f} \equiv \mathcal{W}_{f} \mathcal{W}_{\ell} \bmod \Gamma_{0}(N)$.

Note that there might be many different choices for $\mathcal{W}_{\ell}$. For instance, we can always take $d=1$ or $(c>0)$ :

$$
\mathcal{W}_{\ell}=\frac{1}{\sqrt{\ell^{e}}}\left(\begin{array}{ll}
\ell^{e} a^{\prime} & b^{\prime} \\
N c^{\prime} & \ell^{e}
\end{array}\right)
$$

In general, we do not fix a canonical choice since any two of them are equivalent up to $\Gamma_{0}(N)$ multiplication.

Lemma 2.43 ([AL, Lem. 8]). For any two choices $\mathcal{W}_{\ell}$ and $\mathcal{W}_{\ell}^{\prime}$ we have

$$
\mathcal{W}_{\ell} \Gamma_{0}(N) \mathcal{W}_{\ell}^{\prime}=\Gamma_{0}(N)
$$

For any composite number $n \mid N$ we define

$$
\mathcal{W}_{n}=\prod_{\substack{\ell \mid n \\ \ell \text { prime }}} \mathcal{W}_{\ell}
$$

Remark. If $n$ is a Hall-divisor of $N$ (meaning that $n \| N$ ), then $\mathcal{W}_{n}$ has the same form of $\mathcal{W}_{N}$.
Remark. The definition of $\mathcal{W}_{n}$ only depends on the primes dividing $n$. This implies that there are many different divisors $n$ of $N$ giving the same involution $\mathcal{W}_{n}$; for example, if $N=2^{3} 3^{2} 5$ then $\mathcal{W}_{6}=\mathcal{W}_{12}=\mathcal{W}_{18}=$ $\mathcal{W}_{24}=\mathcal{W}_{36}=\mathcal{W}_{72}$.

The only case in which we fix a canonical representation for the Atkin-Lehner involution is for $n=N$. In this case we set

$$
\mathcal{W}_{N}=\frac{1}{\sqrt{N}}\left(\begin{array}{cc}
0 & -1 \\
N & 0
\end{array}\right)
$$

By Lemma 2.42.(b), we know that $\mathcal{W}_{n}$ normalizes $\Gamma_{0}(N)$. This implies that $\mathcal{W}_{n}$ defines an involution on the modular curve $X_{0}(N)$ : if $\tau_{1}, \tau_{2} \in \mathbb{H}^{*}$ are $\Gamma_{0}(N)$-equivalent, then there exists $\gamma \in \Gamma_{0}(N)$ such that $\tau_{1}=\gamma \tau_{2}$. Then $\mathcal{W}_{n} \gamma \mathcal{W}_{n}^{-1}=\gamma^{\prime} \in \Gamma_{0}(N)$ and, thus, $\mathcal{W}_{n} \tau_{1}=\mathcal{W}_{n} \gamma \tau_{2}=\gamma^{\prime} \mathcal{W}_{n} \tau_{2}$ which says that also $\mathcal{W}_{n} \tau_{1}$ and $\mathcal{W}_{n} \tau_{2}$ are $\Gamma_{0}(N)$-equivalent.

Definition. We obtain an involution on $X_{0}(N)$, which is still called Atkin-Lehner involution. We will indicate it by $\omega_{n}$. Clearly $\omega_{n}^{2}$ acts as the identity on the modular curve.

We will conclude this paragraph with few consideration about the quotient $X_{0}(N) / \omega_{n}$. We observe that this quotient corresponds to the action of the group $G=\Gamma_{0}(N) \cup \mathcal{W}_{\ell} \Gamma_{0}(N)$ on the upper half plane:

$$
X_{0}^{(n)}(N)=X_{0}(N) / \omega_{n}=G \backslash \mathbb{H}^{*}
$$

from which we deduce that $X_{0}^{(n)}(N)$ is a Riemann surface. Since $\mathcal{W}_{n}$ is an involution, we have $\left[G: \Gamma_{0}(N)\right]=2$ and then we get a map

$$
\phi_{N, n}: X_{0}(N) \longrightarrow X_{0}(N) / \omega_{n}
$$

which is a degree 2 meromorphic map ramified at those $\Gamma_{0}(N)$-orbits which are fixed by $\omega_{n}$ and mapping cusps to cusps.

Notation. If $n=N$ we write $X_{0}^{+}(N)=X_{0}(N) / \omega_{N}$.

## Towers of modular curves

Let $n$ be a positive integer, $\ell$ a prime number and $K$ a field of characteristic different from $\ell$. The modular curve $X_{0}\left(\ell^{n}\right) / K$ parametrizes sequences of $\ell$-isogenies of length $N$, i.e., a point on it represents an elliptic curve together with a cyclic $\ell^{n}$-isogeny (or, equivalently, a sequence of $\ell$-isogenies) starting from it :

$$
E_{0} \rightarrow E_{1} \rightarrow E_{2} \rightarrow \ldots \rightarrow \ldots E_{n-1} \rightarrow E_{n}
$$

with the property that $E_{i-1} \rightarrow E_{i+1}$ is a cyclic $\ell^{2}$-isogeny for any $1 \leq i \leq n-1$ (i.e., it is not a cycle). Now, for each $k=0, \ldots, n$ we obtain $n+1-k$ maps

$$
\pi_{i}: X_{0}\left(\ell^{n}\right) \longrightarrow X_{0}\left(\ell^{k}\right) \quad i \in\left\{1, \ell, \ldots, \ell^{n-k}\right\}
$$

that extract subsequences of length $k$ from the isogeny chain $E_{1} \rightarrow \ldots \rightarrow E_{n+1}$, i.e., they return the cyclic $\ell^{k}$-isogeny $E_{s} \rightarrow \ldots \rightarrow E_{s+k}$ where $s=\log _{\ell}(i)$. Each of these maps are of the form $\pi_{d}$ we have described at the beginning of this section where the index corresponds to the divisor of $\ell^{n}$. This means that any of these maps has degree $\ell^{n-k}$ unless $k=0$ in which case it has degree $\ell^{n-1}(\ell+1)$. Thus, we obtain a tower:


Each curve $X_{0}\left(\ell^{k}\right)$ has an Atkin-Lehner involution $\omega_{\ell}$ which takes a cyclic $\ell^{k}$-isogeny to its dual, i.e., it reverses the sequence.

Lemma 2.44. For any $n>m$ we have

$$
\omega_{\ell}^{(m)} \circ \pi_{\ell^{i}}=\pi_{\ell^{n-m-i}} \circ \omega_{\ell}^{(n)}
$$

meaning that the following diagram commutes:


In [Elk1], Elkies observes that knowing the equations for $X_{0}(\ell)$ and $X_{0}\left(\ell^{2}\right)$ together with the involutions $\omega_{\ell}^{(1)}$ and $\omega_{\ell}^{(2)}$ and the map $\pi_{1}: X_{0}\left(\ell^{2}\right) \rightarrow X_{0}(\ell)$ suffices to make the whole tower explicit. In general, the
explicit form of the Atkin Lehner involution can be deduced using compatibility relations similar to the one of Lemma 2.44. Note that in the easiest case $X_{0}(p) \rightarrow X(1)$ for a prime $p$, they reduce to $\pi_{1} \circ \omega_{p}=\pi_{p}$.


### 2.2.6 Signature of $X_{0}^{+}(N)$

We have already introduced the notation

$$
X_{0}^{+}(N)=X_{0}(N) / \omega_{N}
$$

describing a modular curve with the following interpretation

Proposition 2.45 ([Gal3, Prop. 1]). A non-cusp rational point on $X_{0}^{+}(N)$ corresponds to a pair $\{\psi: E \rightarrow$ $F, \hat{\psi}: F \rightarrow E\}$

More in general, we define the group

$$
\Gamma_{0}^{*}(N)=\left\langle\Gamma_{0}(N) \cup\left\{\mathcal{W}_{N^{\prime}}\right\}_{N^{\prime}| | N}\right\rangle
$$

Lemma 2.43 tells us that $\Gamma_{0}^{*}(N)$ normalizes $\Gamma_{0}(N)$.

Lemma 2.46 ([AL, Lemma 9]). The group $W(N)=\Gamma_{0}^{*}(N) / \Gamma_{0}(N)$ is abelian of type $(2,2, \ldots, 2)$ with order $2^{\omega(n)}$ where $\omega(n)$ represents the number of distinct prime divisors of $N$.

Remark. In particular, this lemma tells us that the degree of the quotient map $X_{0}(N) \rightarrow X_{0}^{*}(N)$ is $2^{\omega(N)}$.

We note $X_{0}^{*}(N)=X_{0}(N) / W(N)=\Gamma_{0}^{*}(N) \backslash \mathbb{H}^{*}$ and we observe that, for $N=p^{r}, X_{0}^{*}\left(p^{r}\right)=X_{0}^{+}\left(p^{r}\right)$.
In general, the action of the Atkin-Lehner involution $\omega_{M}$ on $X_{0}(N)$ (or of $\mathcal{W}_{M}$ on $\Gamma_{0}(N) \backslash \mathbb{H}^{*}$ ) is given by the modular description

$$
(E, C) \longrightarrow(E / C[M],(C+E[M]) / C[M])
$$

Let us now focus on the modular tower $\left\{X_{0}\left(p^{r}\right)\right\}$; note that we can always define the degeneracy morphism induced by $z \rightarrow p z$ on the upper half plane:

$$
\begin{aligned}
\pi_{p}=\pi_{p^{k}, p^{k-2}}: X_{0}\left(p^{k}\right) & \longrightarrow X_{0}\left(p^{k-2}\right) \\
(E, C) & \longrightarrow\left(E / p^{k-1} C, p C \quad \bmod p\right)=\left(E / C[p], C\left[p^{k-1}\right] / C[p]\right)
\end{aligned}
$$

This induces a degeneracy morphism

$$
X_{0}^{+}\left(p^{k}\right) \longrightarrow X_{0}^{+}\left(p^{k-2}\right)
$$

since $\pi_{p} \circ \omega_{p^{k}}=\omega_{p^{k-2}} \circ \pi_{p}$.
The degeneracy morphism shows that in many situations one could study only the cases $p^{2}$ and $p^{3}$ to recover information on the whole tower $\left\{X_{0}^{+}\left(p^{r}\right)\right\}$.


The goal for the rest of this section is to give a brief description of the cusps of $X_{0}^{+}(N)$ and to give a formula for its genus.

Lemma 2.47. If $N$ is square-free, then $X_{0}^{*}(N) \backslash Y_{0}^{*}(N)$ consists of a single cusp.
The number of cusps of $X_{0}(N)$ is given by $\sum_{d \mid N} \varphi((d, N / d)$ ) (see $\S 2.1 .5)$. If $N$ is square-free, we can write $N=p_{1} p_{2} \ldots p_{t}$ with $p_{i} \neq p_{j}$ for $i \neq j$. This means that all the divisors of $N$ are given by all the $k$-combinations of the $p_{i}$ 's for $k \in\{0, \ldots, t\}$ (the 0 -combination corresponds to 1 ). Thus, $N$ has

$$
\sum_{i=0}^{t}\binom{t}{i}=2^{t}
$$

divisors. Further, for each divisor $d$ of $N,(d, N / d)=1$ since any prime divisor appears only one time in the factorization. Thus, $\varphi((d, N / d))=1$ for any divisor $d$ of $N$. In conclusion, $X_{0}(N)$ has number of cusps

$$
\sum_{d \mid N} \varphi((d, N / d))=\sum_{d \mid N} 1=\#\{\text { divisors of } N\}=\sum_{i=0}^{t}\binom{t}{i}=2^{t}
$$

On the other hand, the map $X_{0}(N) \rightarrow X_{0}^{+}(N)$ has degree $2^{\omega(N)}=2^{t}$.
The Lemma follows if we consider that none of the cusps of $X_{0}(N)$ are fixed by any of the Atkin-Lehner involutions:

Lemma 2.48 (Ogg). Let $N=N^{\prime} N^{\prime \prime}$ be an integer such that $\left(N^{\prime}, N^{\prime \prime}\right)=1$. $\mathcal{W}_{N^{\prime}}$ has no fixed point at cusps (given $N^{\prime}>1$ ), except for the case $N^{\prime}=4$.

In particular, for $N$ square-free, there is no fixed cusp. Since points on $X_{0}(N)$ are ramified only if they are fixed by some Atkin-Lehner involution, we conclude that there must be only one cusp on $X_{0}^{+}(N)$.
Figure 2.11 represents the ramification diagram of the map $\pi^{+}: X_{0}^{+}\left(p^{4}\right) \rightarrow X_{0}^{+}\left(p^{2}\right)$ for $p \neq 2$. As we can see there is no fixed cusp in the two quotient maps $\phi_{2,2}: X_{0}\left(p^{2}\right) \rightarrow X_{0}^{+}\left(p^{2}\right)$ and $\phi_{4,4}: X_{0}\left(p^{4}\right) \rightarrow X_{0}^{+}\left(p^{4}\right)$. The curve $X_{0}\left(p^{2}\right)$ has $\sum_{k=0}^{2} \varphi\left(\left(p^{k}, p^{2-k}\right)\right)=1+(p-1)+1=p+1$ cusps: $0 ; \infty$ and $i / p$ for $i \in\{1, \ldots, p-1\}$ (circled in blue). Going up in the tower $\left\{X_{0}\left(p^{k}\right)\right\}$ via the map $\pi_{p}: X_{0}\left(p^{3}\right) \rightarrow X_{0}\left(p^{2}\right)$, we see that 0 splits and has $p$ cusps above: 0 and $i / p$ for $i \in\{1, \ldots, p-1\}$ while $\infty$ ramifies. Each $i / p \in X_{0}\left(p^{2}\right)$ also ramifies; above $i / p$ we have $i / p^{2}$.
The next step is given by the map $\pi_{1}: X_{0}\left(p^{4}\right) \rightarrow X_{0}\left(p^{3}\right)$. The situation switches: 0 and all the cusps $i / p$ ramifies while $\infty$ splits; above $\infty$ we find $\infty$ and $i / p^{3}$ for $i \in\{1, \ldots, p-1\}$. Finally, above each cusp $i / p^{2}$ of $X_{0}\left(p^{3}\right)$ we find $p$ cusps $j / p^{2}$ for $j \in\left(\mathbb{Z} / p^{2} \mathbb{Z}\right)^{*}$ with $j \equiv i \bmod p$. The map $\phi_{2,2}$ is a degree 2 map which identifies 0 and $\infty$ and all the pairs $x / p$ and $-x^{-1} / p$. In particular, this means that $X_{0}^{+}\left(p^{2}\right)$ has $(p+1) / 2$ cusps.
On $X_{0}^{+}\left(p^{4}\right)$, instead, the Atkin-Lehner involution identifies 0 and $\infty, x / p$ and $-x^{-1} / p^{3}$ and $x / p^{2}$ with $-x^{-1} / p^{2}$. This tells us that there are $1+(p-1)+p(p-1) / 2=p(p+1) / 2$ cusps on $X_{0}^{+}\left(p^{4}\right)$.

Remark. We observe that we could also obtain $\pi^{+}=\pi_{p} \circ \pi_{1}$ instead of $\pi_{1} \circ \pi_{p}$.


Figure 2.11 - An example of the ramification diagrams for Atkin-Lehner quotients.

Remark. The same diagram can be constructed for odd powers of $p$.
Remark. The case $p=2$ is a special one since we have seen that $X_{0}(4) \rightarrow X_{0}^{+}(4)$ has a ramified cusp.
We conclude this section with a formula for computing the genus of Atkin-Lehner quotients. By RiemannHurwitz Formula 1.31 we know that

$$
g\left(X_{0}(N)\right)=\frac{1}{2}\left(2-2 d+2 d g\left(X_{0}^{+}(N)\right)+\sum_{P \in R}\left(e_{p}-1\right)\right)
$$

where $d$ is the degree of the surjective map $\pi: X_{0}(N) \rightarrow X_{0}^{+}(N)$ and $R$ is the set of its critical points. In our case $d=2$ and $R=\left\{\right.$ fixed points of $\left.\omega_{N}\right\}$. Further, since the degree of the map is 2 , the ramification points have all ramification degree 2 .

$$
g\left(X_{0}^{+}(N)\right)=\frac{1}{4}\left(2 g\left(X_{0}(N)\right)+2-\#\left\{\text { fixed points of } \omega_{N}\right\}\right)
$$

which yields

$$
g\left(X_{0}^{+}(N)\right)=\frac{g\left(X_{0}(N)\right)+1}{2}-\frac{\#\left\{\text { fixed points of } \omega_{N}\right\}}{4}
$$

Remark. We note that the same formula remains valid for any involution $\omega_{M}$ for $M \| N$.

Remark. For $X_{0}^{*}(N)=X_{0}(N) / W(N)$ the formula becomes

$$
g\left(X_{0}^{*}(N)\right)=\frac{g\left(X_{0}(N)\right)+1}{2^{\omega(n)-1}}-\frac{1}{2^{\omega(n)}} \sum_{1<d \| N} \#\left\{\text { fixed points of } \omega_{d}\right\}
$$

For simplicity we denote $\nu(N, d)=\#\left\{\right.$ points on $X_{0}(N)$ by $\left.\omega_{d}\right\}$.
It remains to compute the number of fixed points of Atkin-Lehner involutions. We are mainly interested in the case $X_{0}^{+}(N)$, i.e., $d=N$.

Theorem 2.49 (Fricke). For $N>5$,

$$
\nu(N, N)=\left\{\begin{array}{lll}
h(-4 N) & \text { if } N \not \equiv-1 & \bmod 4 \\
h(-4 N)+h(-N) & \text { if } N \equiv-1 & \bmod 4
\end{array}\right.
$$

Remark. We refer to [Klu] and [Ken] for the explicit formula in the general case. One could also look at the tables in [BT] for explicit numerical examples. Finally, in [Mor, Prop. 2.3] we find an equivalent description in the case $N=\ell$.

Corollary 2.50. We have $g^{+}(p)=0$ for $p \leq 31$ or $p \in\{41,47,59,71\}$.
Gonzalez and Lario propose an exhaustive list of integers $N$ (not necessarily prime) for which $X_{0}^{*}(N)$ is of genus 0 and 1 [GL, Prop. 3.1/2]. For genus 2 Atkin-Lehner quotients we refer to [Has2, Rem. 1] and [Has1].

### 2.2.7 Equations for $X_{0}(N)$

A model for a modular curve is a scheme together with an isomorphism from its generic fiber (a $\mathbb{C}$-valued points) to a classical modular curve over $\mathbb{C}$. For this section we mainly follow [Liu] and [Har] for generalities on models of algebraic curves and [Mcm1] and [Yan2] with regards to models for modular curves specifically.

For arithmetic purposes and in view of explicit computations we need something more explicit. For this reason we embed this scheme into some projective space. This will enable us to exploit explicit calculations in terms of coordinate functions. We have seen in 1.1.3 that this can be done by choosing global sections of some invertible sheaf of the curve. This gives explicit immersions of our curve in the projective space.
In [Gal1] Galbraith used the canonical morphism which, as we have seen, comes from the invertible sheaf of holomorphic differentials. This is an injective morphism $X \rightarrow \mathbb{P}^{g-1}$ defined by $P \rightarrow\left[\omega_{0}(P): \ldots\right.$ : $\left.\omega_{0} g-1(P)\right]$ for a basis $\left\{\omega_{i}\right\}_{i=0}^{g-1}$ of the canonical line bundle $\Omega_{X}^{1}$. If $X$ is a modular curve for $\Gamma$, then this map turns out to be equivalent to $\tau \rightarrow\left[f_{0}(\tau): \ldots: f_{g-1}(\tau)\right]$ for a basis $\left\{f_{i}\right\}_{i=0}^{g-1}$ of the space $\mathrm{S}_{2}(\Gamma)$ of cusp forms of weight 2 on $\Gamma$. In other words the sheaf of holomorphic differentials is equivalent to the sheaf of cusp forms of weight 2 [Shi, Cor. 2.17]. To get a system of defining equations for the modular curve $X_{0}(N)$, we will search for linear relations between monomials in $f_{0}, \ldots, f_{g-1}$ [Shm, §2.2] and [Gal1, §3.1]. Another sheaf that can be used is the sheaf of holomorphic differentials with at most simple poles at the cusps; this is equivalent to the sheaf of holomorphic weight 2 forms on the modular curve.
Note that this method has some drawbacks: first of all it does not work for curves of genus 0 since the canonical embedding is not defined; but it turns out that it does not work for curves of genus 1 and 2 either because the canonical map does not provide enough information. Secondly, this method does not work for hyperelliptic modular curves since the canonical map is not injective. However there are other methods to deal with these curves.

Proposition $2.51(\mathrm{Ogg})$. There are 19 values of $N$ for which the modular curve $X_{0}(N)$ is hyperelliptic.
$g=2 \quad N=22,23,26,28,29,31,37,50$
$g=3 \quad N=30,33,35,39,40,41,48$
$g=4 \quad N=47$
$g=5 \quad N=46,59$
$g=6 \quad N=71$
Systems of equations for hyperelliptic modular curves can be found using methods of Shimura [Shm], Galbraith [Gal1], Murabayashi [Mur] and Gonzalez [Gon]. More information can be found on the web page of [Gal1].

In general, the invertible sheaf we decide to work with is determined by the kind of functions or differentials that we have available. In the following we will work with $\eta$-products which are weight 0 -forms with well known $q$-expansion and whose divisors are easy to compute (see 2.2.4); thus we will work directly with $\mathcal{L}(D)$. The reason why divisors are so important is that they provide a hint on the degree of the relations between the rational functions: the form of their divisors determines the form of the equation of the modular curve.

In the following we describe a method to solve the problem of finding equation for modular curves using algebraic relations between $\eta$-products. The nice feature of these equations is that they will inherit the desirable property of modular polynomials of encoding information about isogenies between elliptic curves. Further, we will see how to make explicit the maps $\pi_{d}$ and $\omega_{\ell}$.

Definition. The $\eta$-products that we will use are called parameters on our modular curve.
There are some main advantages of using this method:

- First of all the $\eta$-products (or quotients) have divisor supported on the cusps and the ones we will use have poles only at infinity making all the computations relatively easier.
- All the equations will be plane curves, which is preferable when using them in practice.
- Even more importantly, the same method can be used to find equations for other modular curves, such as $X(N), X_{0}(N), X_{0}^{+}(N)$ or $X_{1}(N)$, regardless of the genus and the nature (as it was for the canonical embedding).
- We do not need the knowledge of the basis of cusps form as it was in the method of Galbraith [Gal1]. For computational purposes, much information can be found in Stein's database [Ste2].
- Finally, this method will provide a way of finding a basis for $\mathrm{S}_{2}(\Gamma)$ [Yan2].

The drawback is that, in practice, as the genus grows, the computation can be really slow in terms of computer time.

## Curves of genus 0

If $X_{0}(N)$ is of genus zero, then its function field will be generated by a single rational function. This is called an Hauptmodul for $\Gamma_{0}(N)$ and it is indicated by $t_{N}$. In this case, our modular curve $X_{0}(N)=\Gamma_{0}(N) \backslash \mathbb{H}^{*}$ can be identified with the Riemann sphere $S_{\mathbb{C}}^{1}$ and the Hauptmodul is the modular function allowing this identification.

Lemma 2.52. The following results are known

- $X_{0}(N)$ has genus 0 if and only if $N \in\{1,2 \ldots, 10,12,13,16,18,25\}$;
- $X_{1}(N)$ has genus 0 if and only if $N \in\{1,2 \ldots, 10,12\}$;
- $X(N)$ has genus 0 if and only if $N \in\{1,2,3,4,5\}$;

Hauptmoduls for the curves $X_{0}(N)$ in terms of $\eta$-quotients can be found in [Mai].

## Curves of genus $>0$

Let $X$ is a modular curve of genus greater than 0 and $f \in K(X)$ a rational function. We have seen at the end of Section 1.1.1 that $\operatorname{div}(f)_{\infty}$ encodes the information about the poles of $f$; we define $\operatorname{deg}_{\infty}(f)=$ $\operatorname{deg}\left(\operatorname{div}(f)_{\infty}\right)$ the total number of poles of $f$ counted with their multiplicities.

Theorem 2.53 ([Yan2]). Let $x$ and $y$ be two rational functions on $X$ such that $\left(\operatorname{deg}_{\infty}(x), \operatorname{deg}_{\infty}(y)\right)=1$. Then

$$
K(X)=\mathbb{C}(x, y)
$$

and, therefore, a defining equation of $x$ is of the form $F(x, y)=0$ for $F \in \mathbb{C}[x, y]$ a polynomial of degree $\operatorname{deg}_{\infty}(y)$ in $x$ and of degree $\operatorname{deg}_{\infty}(x)$ in $y$.

Proof. Let us fix $\operatorname{deg}_{\infty}(x)=n$ and $\operatorname{deg}_{\infty}(x)=m$
We know by Proposition 8.4 of [Ful] that $[K(X): \mathbb{C}(x)]=n$ and $[K(X): \mathbb{C}(y)]=m$.
This means that $[K(X): \mathbb{C}(x, y)]$ divides both $m$ and $n$. Since by hypothesis $(n, m)=1$, then $[K(X): \mathbb{C}(x, y)]=1$ meaning that $K(X)=\mathbb{C}(x, y)$.


Remark. Fulton [Ful] proves that $[K(X): \mathbb{C}(x)]=\operatorname{deg}_{0}(x)$. Using Corollary 1.5, we know that $\operatorname{deg}_{0}(x)=$ $\operatorname{deg}_{\infty}(x)$. The reason behind the use of $\operatorname{deg}_{0} \infty(x)$ is that, as said at the beginning of the section, our functions will have poles only at infinity. Thus, we will only need to pick two functions whose order at $\infty$ are coprime.

A nice feature of the polynomial $F$ is that it can be taken to be monic in $x$ and $y$.
Theorem 2.54 ([Yan2]). Suppose that $x$ and $y$ are rational functions on a modular curve $X$ with a unique pole at infinity of order $n$ and $m$ respectively. Suppose that $(n, m)=1$ and that the leading coefficients of the Fourier expansion of $x$ and $y$ are both 1 . Then the polynomial $F$ is of the form

$$
x^{m}-y^{n}+\sum_{\substack{a, b \geq 0 \\ a n+b m<n m}} \alpha_{a, b} x^{a} y^{b}
$$

## Explicit models

Having introduced all the necessary theory, we can finally describe the explicit process which enables us to find models for $X_{0}(N)$. The first step consists in the choice of the parameters. A parameter is a function which generates the function field and we have already seen that this will be an $\eta$-quotient having a pole only at infinity.

An $\eta$-quotient for $N$ is an expression of the form 2.2.4:

$$
f(\tau)=\prod_{m \mid N} \eta_{m}(\tau)^{a_{m}}=\prod_{i=1}^{k} \eta_{i}(\tau)^{a_{i}}
$$

In the discussion following Theorem 2.39, we have seen that the matrix

$$
A(N)=\left(\frac{N}{c(N / c, c)} \frac{(c, m)^{2}}{m}\right)_{c, m}=\left(\begin{array}{c}
A^{(1)} \\
\vdots \\
A^{(k)}
\end{array}\right)
$$

encodes the order of $f$ at the cusps. Here $A^{i}$ is the $i$-th row carrying the information about the orders of all the $\eta_{m}(\tau)$ cusp at the $i$-th cusp.
Therefore, a parameter on $X_{0}(N)$ is obtained solving the following integer programming problem

$$
A(N) \cdot X\left(\begin{array}{c}
\geq 0 \\
\vdots \\
\geq 0 \\
=-24 * \delta
\end{array}\right) \quad \text { together with conditions (i)-(iv) of Theorem } 2.37
$$

where the solution $X$ gives the exponents $a_{m}$ 's.

$$
\left\{\begin{array}{l}
A^{(i)} \cdot X \geq 0 \quad \text { for all } i<k \\
A^{(k)} \cdot X=-24 * \delta \\
\text { Conditions (i)-(iv) of Theorem } 2.37
\end{array}\right.
$$

$\delta$ is simply the order of the pole at infinity.
Remark. To approach this system of equations we will make intensive use of the software lp_solve [Lps].
Once that the parameters have been chosen we will focus on the maps $\pi_{d}$ (forgetful maps) and $\omega_{\ell}$ (Atkin Lehner involutions). The idea is to describe them in terms of the parameters. For the forgetful maps, this is done by comparing the $q$-expansions of the parameters on the two curves. The Atkin-Lehner involutions, instead, are usually deduced from their compatibility relations (Lemma2.44). For curves of genus greater than or equal to 1 , their equations come from the algebraic relations between their two parameters (again these relations will be found comparing $q$-expansions).

Remark. The $q$-expansion of an $\eta$-quotient is relatively easy to compute.
Remark. In order to find algebraic relations between different series we will make use of the magma-function AlgebraicRelations contained in the Echidna Package [Ech].

### 2.3 Squares of isogenies

In this section we will describe a commutative square of isogenies of the form


We will focus on the case of isogenies of prime degrees $\ell \neq q$. In particular, we are interested in the following problem: given the triple $\left(E_{0}, E_{1}, F_{0}\right)$ together with the degrees $\ell$ and $q$, find the bottom right vertex of the square, namely $F_{1}$.

We will then try to generalize the process to the case

where we are given an $\ell$-isogeny chain at the top $\left(E_{0} \rightarrow \ldots \rightarrow E_{n}\right)$ together with a $q$-isogeny $E_{0} \rightarrow F_{0}$ and we want to find $F_{n}$ (or the $\ell$-isogeny chain at the bottom).

In this section we will take a modular approach based on the moduli interpretation of curves $X_{0}(N)$. In section 1.2.5, we observed that isomorphism classes of elliptic curves are parametrized by points on $Y(1)$. Further, the construction of modular polynomials, and the fact that they provide models for $X_{0}(N)$ (see Section 2.2.2), permits one to infer that points on $Y_{0}(N)$ represent elliptic curves together with an $N$-isogeny. We formalize the previous observations in the following Theorem.

Theorem 2.55. The points of $Y_{0}(N)$ are in bijection with the set of isomorphism classes of couples $\left(E, C_{N}\right)$ of an elliptic curve $E$ together with a cyclic subgroup $C_{N}$ of order $N$. Since subgroups of Elliptic curves are in bijection with isogenies, this is equivalent to saying that points $Y_{0}(N)$ represent isomorphism classes of couples $\left(E, \phi_{N}\right)$ of an elliptic curve $E$ together with an isogeny of degree $N$.

Proof. See [DS, Th. 1.5.1].

### 2.3.1 The modular curve $X_{0}\left(\ell_{1} \ell_{2}\right)$

Suppose we are given two primes $\ell_{1} \neq \ell_{2}$. We observe that a square of isogenies is nothing but a data on the modular curve $X_{0}\left(\ell_{1} \ell_{2}\right)$. Therefore our object is a point on a modular curve and therefore it will be given by its coordinates (observe that by Lemma 2.52 there are only two cases for which $X_{0}\left(\ell_{1} \ell_{2}\right)$ has genus 0 , i.e., $2 \cdot 3$ and $2 \cdot 5$ ). We obtain the following diagram (already described in Section 2.2.5)


This has the following moduli interpretation

$$
x_{0}\left(\ell_{1} \ell_{2}\right) \longrightarrow X_{0}\left(\ell_{1}\right) \longrightarrow X(1)
$$

$$
x_{0}\left(\ell_{1} \ell_{2}\right) \longrightarrow X_{0}\left(\ell_{2}\right) \longrightarrow X_{(1)}
$$



Remark. Note that once the maps $X_{0}\left(\ell_{1}\right) \rightarrow X(1)$ and $X_{0}\left(\ell_{2}\right) \rightarrow X(1)$ are chosen, the other maps $X_{0}\left(\ell_{1} \ell_{2}\right) \rightarrow X\left(\ell_{1}\right)$ and $X_{0}\left(\ell_{1} \ell_{2}\right) \rightarrow X\left(\ell_{2}\right)$ are uniquely determined; in fact, it is just a fiber product.

Remark. The Atkin Lehner involution acts on the square $\left(E_{0}, E_{1}, F_{0}, F_{1}\right)$ by flipping the direction of the arrows

Example. Let us look at the case $X_{0}(14)$.
Both $X_{0}(2)$ and $X_{0}(7)$ have genus 0 . In the Appendix $A$ we see that $X_{0}(2)$ has parameter $t_{2}=$ $\left(\eta(\tau) / \eta_{2}(\tau)\right)^{24}$ and the maps have description

$$
\pi_{1}^{*}(j)=\frac{\left(t_{2}+256\right)^{3}}{t_{2}^{2}} \quad \pi_{2}^{*}(j)=\frac{\left(t_{2}+16\right)^{3}}{t_{2}} \quad \omega_{2}^{*}\left(t_{2}\right)=\frac{4096}{t_{2}}
$$

Concerning $X_{0}(7)$ we find that the best choice for a parameter is $t_{7}=\left(\eta(\tau) / \eta_{7}(\tau)\right)^{7}$ and

$$
\begin{gathered}
\pi_{1}^{*}(j)=\frac{\left(t_{7}^{2}+245 t_{7}+2401\right)^{3}\left(t_{7}^{2}+13 t_{7}+49\right)}{t_{7}^{7}} \\
\pi_{7}^{*}(j)=\frac{\left(t_{7}^{2}+5 t_{7}+1\right)^{3}\left(t_{7}^{2}+13 t_{7}+49\right)}{t_{7}} \\
\omega_{7}^{*}\left(t_{7}\right)=\frac{49}{t_{7}}
\end{gathered}
$$

Now, $X_{0}(14)$ has genus 1 and we find two $\eta$ quotients

$$
x_{14}=\frac{\eta_{2}(\tau) \eta_{7}(\tau)^{7}}{\eta_{1}(\tau) \eta_{14}(\tau)^{7}} \quad y_{14}=\frac{\eta_{2}(\tau)^{8} \eta_{7}(\tau)^{4}}{\eta_{1}(\tau)^{4} \eta_{14}(\tau)^{8}}
$$

giving the model for $X_{0}$ (14)

$$
y^{2}-5 x y-2 y=x^{3}-3 x^{2}+3 x-1
$$

By looking at the algebraic relations between all these parameters, we find

$$
\begin{gathered}
\pi_{1}^{*}\left(t_{2}\right)=\frac{(y-7 x+7)^{2}\left(x^{2}+40 x+8-8 y\right)}{y^{3}} \quad \pi_{7}^{*}\left(t_{2}\right)=\frac{x^{3}\left(x^{2}-2 x+1-y\right)}{y} \\
\pi_{1}^{*}\left(t_{7}\right)=\frac{y-7 x+7}{x} \quad \pi_{2}^{*}\left(t_{7}\right)=\frac{x^{2}-2 x+1-y}{x}
\end{gathered}
$$

Suppose we are given the following square of isogenies over the finite field $\mathbb{F}_{71}$.


There are several ways of completing it by finding the suitable bottom right corner:
(i) The easiest way consists in computing the gcd of the two modular polynomials $\Phi_{2}(40, x)$ and $\Phi_{7}(66, x)$ corresponding respectively to the bottom and the right isogenies. We find

$$
\left\{\begin{array} { l } 
{ \Phi _ { 2 } ( 4 0 , x ) = 0 } \\
{ \Phi _ { 7 } ( 6 6 , x ) = 0 }
\end{array} \quad \left\{\begin{array}{l}
x^{3}+6 x^{2}+35 x=0 \\
x^{8}+61 x^{7}+45 x^{6}+23 x^{5}+11 x^{4}+20 x^{3}+43 x^{2}+44 x+15
\end{array}\right.\right.
$$

whose solution is 17 . We can easily check that this is the only possible $j$-invariant completing the square.

If we have to carry out this sort of computation only few times with similar parameters there is no doubt that this method is the most direct one. The drawback, as we have already mentioned at the end of section 2.2.2, is represented by the size of the modular polynomials. One way to get around this (as we will better describe in section 5.4.3) is to compute modular polynomials on modular curves other than $X(1)$ by comparing the parameter $t(q)$ and $t\left(q^{p}\right)$.
(ii) First of all we find that $t_{2}(q)$ and $t_{2}\left(q^{7}\right)$ satisfy a degree 8 symmetric polynomial $\Psi_{7}(x, y)$. This is still big in size but we already see some improvements: $\Phi_{7}$ has 63 monomials while $\Psi_{7}$ has 51. The size of the coefficients also reduces by a factor of 3 .
On the other hand, $t_{7}(q)$ and $t_{7}\left(q^{2}\right)$ satisfy the relation

$$
\Psi_{2}(x, y)=x^{3}-x^{2} y^{2}-8 x^{2} y-8 x y^{2}-49 x y+y^{3}
$$

which is already much smaller than the one found in section 2.2.2. Note that $\Psi_{7}$ is a model for the image of $X_{0}(14)$ in the product $X_{0}(2) \times X_{0}(2)$ given by $(x, y) \mapsto\left(\pi_{1}(x, y), \pi_{7}(x, y)\right)$. Besides, $\Psi_{2}$ represents the image of the map $X_{0}(14) \rightarrow X_{0}(7) \times X_{0}(7)$.
The upper side of the square is represented by the 2 isogeny corresponding to the point on $X_{0}(2)$ with coordinate $t_{2}$ obtained by

$$
\left\{\begin{array}{l}
\pi_{1}^{*}(j)=48 \\
\pi_{2}^{*}(j)=66
\end{array} \quad t_{2}=11\right.
$$

In the same way the left side of the isogeny square is a 7 -isogeny corresponding to the point on $X_{0}(7)$ where the parameter $t_{7}$ has value

$$
\left\{\begin{array}{l}
\pi_{1}^{*}(j)=41 \\
\pi_{2}^{*}(j)=48
\end{array}\right.
$$

since there are two 7 -isogenies between 48 and 40 we get two possible values for $t_{7}$. At this stage we are not interested in distinguishing the two and we pick a random one $t_{7}=61+9 \zeta_{3}$ where $\mathbb{F}_{71^{2}}=\mathbb{F}_{71}\left[\zeta_{3}\right]$.
We can now apply a 7 -isogeny to $t_{2}$ and quotient out all the resulting isogenies not starting from 40 :

$$
\left\{\begin{array}{l}
\Psi_{7}\left(t_{2}, x\right)=0 \\
\pi_{1}^{*}(j)=40
\end{array} \quad t_{2}^{\prime}=37\right.
$$

and the same for $t_{7}$ to which a 2-isogeny must coincide with the left side of the square

$$
\left\{\begin{array}{l}
\Psi_{2}\left(t_{7}, x\right)=0 \\
\pi_{1}^{*}(j)=66
\end{array} \quad t_{7}^{\prime}=58+55 \zeta_{3}\right.
$$

We conclude by checking that both $t_{2}^{\prime}$ and $t_{7}^{\prime}$ represent isogenies to the same $j$-invariant by mapping them down to $X(1)$. We find $j=17$ as before.
This strategy involves polynomials of smaller size but requires more computations. Nevertheless, we presented it because it will be of use in the next chapters where we will adapt it to modular curves with higher level. Although these two strategies work fine, they have a common disadvantage, namely the fact that all these computations have been done using specific numbers. We would like to construct precomputed rational functions that take as an input the two known isogenies and output the 4-th $j$-invariant.
(iii) As we said at the beginning of the section, the given square represents a point $P$ on $X_{0}(14)$. The bottom 2-isogeny corresponds to $\pi_{7}(P)$ and the right 7-isogeny to $\pi_{2}(P)$. We can therefore look for relations between the two known $\pi_{1}(P) \in X_{0}(2), \pi_{1}(P) \in X_{0}(7)$ and one of the two $\pi_{7}(P) \in$ $X_{0}(2), \pi_{7}(P) \in X_{0}(2)$. This amounts to studying the image of $X_{0}(14)$ in $X_{0}(2) \times X_{0}(2) \times X_{0}(7)$ or $X_{0}(2) \times X_{0}(7) \times X_{0}(7)$. In particular, we look for relations between $t_{2}(q), t_{2}\left(q^{7}\right)$ and $t_{7}(q)$ of degree 1 in $t_{2}\left(q^{7}\right)$. In our case we find

$$
t_{2}^{\prime}=\frac{39\left(t_{2}^{3} t_{1}^{4}+18 t_{2}^{3} t_{7}^{3}+57 t_{2}^{3} t_{7}^{2}+35 t_{2}^{3} t_{7}+t_{2}^{3}+39 t_{2}^{2} t_{7}^{5}+t_{2}^{2} t_{7}^{4}+27 t_{2}^{2} t_{7}^{3}+t_{2}^{2} t_{7}^{2}+42 t_{2}^{2} t_{7}+28 t_{2}^{2}+4 t_{2} t_{7}^{4}+23 t_{2} t_{7}^{3}+20 t_{2} t_{7}^{2}+8 t_{2} t_{7}+57 t_{2}+10 t_{7}^{4}\right)}{t_{7}^{3}+49 t_{2}^{3} t_{7}^{2}+66 t_{2}^{3} t_{7}+52 t_{2}^{2} t_{7}^{4}+21 t_{2}^{2} t_{7}^{3}+28 t_{2}^{2} t_{7}^{2}+39 t_{2}^{2} t_{7}+45 t_{2}^{2}+18 t_{2} t_{7}^{5}+32 t_{2} t_{7}^{4}+31 t_{2} t_{7}^{3}+24 t_{2}+t_{7}^{2}+19 t_{2} t_{7}+66 t_{2}+55 t_{7}^{5}+17 t_{7}^{4}+11 t_{7}^{3}}
$$

and

$$
t_{7}^{\prime}=\frac{45 t_{2}^{2} t_{7}^{4}+4 t_{2}^{2} t_{7}^{3}+6 t_{2}^{2} t_{7}^{2}+50 t_{2} t_{7}^{4}+60 t_{2} t_{7}^{3}+19 t_{2} t_{7}^{2}+43 t_{2} t_{7}+44 t_{2}+22 t_{7}^{4}}{t_{2}^{2} t_{7}^{3}+8 t_{2}^{2} t_{7}^{2}+31 t_{2}^{2} t_{7}+10 t_{2}^{2}+70 t_{2} t_{7}^{4}+57 t_{2} t_{7}^{3}+47 t_{2} t_{7}^{2}+36 t_{2} t_{7}+6 t_{2}+22 t_{7}^{3}}
$$

which once again gives $t_{2}^{\prime}=37$ and $t_{7}^{\prime}=58+55 \zeta_{3}$. One could also compose these with $\pi_{2}$ and $\pi_{7}$ and get the $j$-invariant directly.

We conclude by noting that the above square corresponds to the point $\left(33+45 \zeta_{3}, 57+41 \zeta_{3}\right) \in X_{0}(14)$ and

$$
\pi_{7}(x, y)=\pi_{1}\left(\omega_{7}(x, y)\right)=t_{2}^{\prime}
$$

### 2.3.2 The modular curve $X_{0}\left(\ell_{1}^{n} \ell_{2}\right)$

The same construction can be exploited for a rectangle of isogenies (a commutative diagram of isogenies of coprime degree). We picture below the modular tower. The two maps from $X_{0}\left(\ell_{1}^{n} \ell_{2}\right)$ to $X_{0}\left(\ell_{1}^{n}\right)$ send the


Figure 2.12 - Modular tower for $X_{0}\left(\ell_{1}^{n} \ell_{2}\right)$
rectangle to the two horizontal $\ell_{1}$ isogeny chains at the top and at the bottom respectively.
The two maps $X_{0}\left(\ell_{1}^{k} \ell_{2}\right) \rightarrow X_{0}\left(\ell_{1}^{k-1} \ell_{2}\right)$ split the rectangle in the two unique sub-rectangles of length $k-1$.


Example. Back to the previous example we suppose now to have the extended isogeny ladder (see section 5.3.2)


We start by lifting the top 2-isogeny chain of length 2 to $X_{0}(4)$. Since there are two different two isogenies $66 \rightarrow 41$ we get two different points represented by the two parameters

$$
t_{4}=4+68 \zeta_{3} \quad s_{4}=7+3 \zeta_{3}
$$

The rectangle represents a point on $X_{0}(28)$, the two horizontal isogeny chains points on $X_{0}(4)$ and the vertical arrows points on $X_{0}(7)$.

The relation between $\pi_{1}(P) \in X_{0}(4), \pi_{7}(P) \in X_{0}(4)$ and $\pi_{1}(P) \in X_{0}(7)$ gives the image of $X_{0}(28) \rightarrow$ $X_{0}(4) \times X_{0}(4) \times X_{0}(7)$ and permits to recover a rational function which outputs the bottom 4-isogeny. We find $t_{4}^{\prime}=44$ and $s_{4}^{\prime}=64$ corresponding to the two chains $40 \rightarrow 17 \rightarrow 41$ and $40 \rightarrow 17 \rightarrow 24$ respectively.

Example. We can extend it even further


In order to lift the top isogeny chain, we can lift the 2 sub-chains of length 4 to $X_{0}(4)$. This way we ensure consistency with respect to the choice of the middle 2 -isogeny. Then we lift the two to $X_{0}(8)$ finding

$$
t_{8}=26+66 \zeta_{3}
$$

Note that, having fixed a choice for $t_{4}$ we only get one possibility for $t_{8}$. Once again, the image of $X_{0}(56)$ in $X_{0}(8) \times X_{0}(8) \times X_{0}(7)$ allows one to recover a rational function which outputs the bottom 8-isogeny. We find $t_{8}^{\prime}=44$ corresponding to the chain $40 \rightarrow 17 \rightarrow 24 \rightarrow 17$.

As showed in the example, one could construct rational functions completing the square by studying the image of $X_{0}\left(\ell_{1} \ell_{2}\right)$ in the product $X_{0}\left(\ell_{1}\right) \times X_{0}\left(\ell_{1}\right) \times X_{0}\left(\ell_{2}\right)$ given by the map

$$
\begin{aligned}
X_{0}\left(\ell_{1} \ell_{2}\right) & \longrightarrow X_{0}\left(\ell_{1}\right) \times X_{0}\left(\ell_{1}\right) \times X_{0}\left(\ell_{2}\right) \\
P & \longmapsto\left(\pi_{1}(P), \pi_{\ell_{2}}(P), \pi_{1}(P)\right)
\end{aligned}
$$

This image has a model coming from the algebraic relations between the parameter(s) on $X_{0}\left(\ell_{1}\right)$, their evaluation at $q^{\ell_{2}}$ and the parameter(s) on $X_{0}\left(\ell_{2}\right)$.

### 2.3.3 Obstructions to the completion of the square

Although the strategies employed in the completion of a rectangle of isogenies work perfectly in most of the cases, there are some subtleties we must pay attention to. For instance, if we look for the GCD between modular polynomials we might obtain a polynomial of degree greater than 1 resulting in roots with non-trivial multiplicities

or multiple roots


The former is due to the existence of multiple isogenies between two elliptic curves while the latter is more specific to the choice of parameters, namely the size of the prime. In fact, we have the following

Lemma 2.56. The situation below, where there exist two or more different ways of completing a square, can only happen if there exists an endomorphism of $E_{1}$ (and $F_{0}$ ) of degree $\ell_{1}^{2} \ell_{2}^{2}$. Such endomorphisms exist if and only if there exist embeddings $\mathcal{O} \hookrightarrow \operatorname{End}\left(E_{1}\right)$ (and $\mathcal{O} \hookrightarrow \operatorname{End}\left(F_{0}\right)$ ) for a CM order of discriminant $|\Delta| \leq 4 \ell_{1}^{2} \ell_{2}^{2}$.


In any case, we are left with the problem of choosing among the possible solutions without being able to distinguish them. The same choice might be asked in the process of initializing the square, namely constructing the two known isogenies. In our example there exists multiple 2-isogenies between $j=0$ and $j=40$, between $j=24$ and $j=17$ or, once again, between $j=40$ and $j=66$ and almost all pairs of $j$-invariants have multiple 7 -isogenies between them. Again, this can be overcome by increasing the size of the prime $p$, which reduces the probability of hitting problematic points, but we will always be left with some particular cases to deal with. In particular, the existence of extra automorphisms for some elliptic curves ( $j=0$ and 1728), loops in the isogeny graphs and double edges require an ad-hoc study and prevent us from applying directly the methods above.
These pathological cases might also clash with the use of precomputed rational functions outputting the two missing sides of the square; if we try to complete the following square

(48)
we will note that both numerator and denominator of such a function are 0 .
We will therefore add some extra piece of information to our construction so to avoid these situations. This extra data will come in the form of extra level-structure, namely we will work on modular curves covering $X_{0}(N)$. In doing so we will also gain another advantage: As it happens from $X(1)$ to $X_{0}(N)$, raising the level structure reduces the size of modular polynomials.

## Chapter 3

## Rigidification and higher level structures

In the previous chapters we have explored the arithmetic and geometric properties of the modular curves $X_{0}(N)$. These curves are associated with the congruence subgroups $\Gamma_{0}(N)$ and parametrize pairs $(E, \phi)$ of isomorphism classes of elliptic curves together with an isogeny of degree $N$. In Section 2.3 we have seen that, although this modular curve has some very nice description and seems to perfectly address the problem we were given to tackle, the existence of automorphisms of elliptic curves preserving the $\Gamma_{0}(N)$ structure poses a problem when trying to define a method to complete squares of isogenies. In particular, our choice to use "pathological" elliptic curves with $j$-invariant 0 or 1728 , means that we have to deal with twists of these curves. This is a well known problem also referred to as "representability issue". It can be solved by adding some level structure and, by consequence, rigidifying the automorphisms of the elliptic curves.

In this chapter we will give a small introduction to the problem of representability. This will make us realize that the modular curves $X_{1}(N)$ and $X(N)$ are worth studying. We will therefore look at their signature by means of describing their cusps and elliptic points and finding some nice models to deal with them.

### 3.1 Modular curves with higher level structure

### 3.1.1 On Yoneda's lemma

Before attacking the representation problem we recall some facts form category theory. Let $\mathcal{C}$ be any category and let $X \in \mathcal{O} b j(\mathcal{C})$ be an object in it. We can construct the category $\mathbb{S e t}^{\mathcal{C}}$ whose objects are functors $\mathcal{C} \rightarrow \mathbb{S e t}$ and the morphisms are natural transformations. In the same exact way we can construct the category $\mathbb{S e} t^{\mathcal{C}^{\circ p}}$. We have two natural functors $Y: \mathcal{C} \rightarrow \mathbb{S e t}^{\mathcal{C}}$ and $\mathcal{Y}: \mathcal{C} \rightarrow \mathbb{S e} t^{\mathcal{C}^{\circ p}}$ called Yoneda's covariant and contravariant functors


We will focus on the second one (the contravariant version). Observe that the morphism $h_{f}: h_{X} \rightarrow h_{Y}$ is defined by

$$
\begin{aligned}
& h_{f}(W): h_{X}(W) \longrightarrow h_{Y}(W) \\
& \quad(\phi: W \rightarrow X) \longrightarrow(f \circ \phi: W \rightarrow X \rightarrow Y)
\end{aligned}
$$

and it is a natural transformation since the following diagram commutes

$$
\begin{array}{cc}
h_{X}(W) \stackrel{h_{X}(\phi)}{\longleftarrow} & h_{X}(Z) \\
h_{f}(W) \downarrow & { }_{\downarrow}(Z) \\
h_{Y}(W) & h_{Y}(\phi) \\
h_{Y}(Z)
\end{array}
$$

Definition. Let $h: \mathcal{C}^{o p} \rightarrow \mathbb{S e t}$ be a functor, we say that $F$ is representable if there exists an object $X \in \mathcal{O} \operatorname{bj}(\mathcal{C})$ such that $h \simeq h_{X}$.

There is an equivalent definition of representability which uses the notion of universal object. If $h$ : $\mathcal{C}^{O P} \rightarrow \mathbb{S e t}$ is a functor, a universal object for $h$ is a pair $(X, \xi)$ where $X \in \mathcal{O} b j(\mathcal{C})$ and $\xi \in h(X)$ verifying the following universal property: for each other pair $(Y, \eta) \in \mathcal{O} b j(\mathcal{C}) \times F(Y)$, there is a unique morphism $f: Y \rightarrow X$ such that $F(f)(\xi)=\eta$.

Definition. Let $h: \mathcal{C}^{o p} \rightarrow \mathbb{S e}$ be a functor, we say that $F$ is representable if it admits a universal object.
Let $X$ be an object of $\mathcal{C}, h: \mathcal{C}^{o p} \rightarrow$ Set be a functor and $f: Y \rightarrow X$ be a morphism. We can construct maps

$$
\begin{array}{lc}
\operatorname{Hom}\left(h_{X}, h\right) \xrightarrow{\alpha} h(X) & h(X) \xrightarrow{\beta} \operatorname{Hom}\left(h_{X}, h\right) \\
\left(\tau: h_{X} \rightarrow F\right) \longrightarrow \tau(X)\left(\mathrm{Id}_{X}\right) & \xi \longrightarrow \tau_{\xi}: h_{X} \rightarrow F \text { s.t. } \tau_{\xi}(Y)(f)=h(f)(\xi)
\end{array}
$$

Lemma 3.1 (Yoneda's Lemma). $\alpha$ and $\beta$ are bijections of sets and they are one the inverse of the other.
Lemma 3.2 (Yoneda's Embedding). Let $X$ and $Y$ be two objects of $\mathcal{C}$. We have a bijection

$$
\operatorname{Hom}_{\mathcal{C}}(X, Y) \longrightarrow \operatorname{Hom}\left(h_{X}, h_{Y}\right)
$$

which takes $f: X \rightarrow Y$ to $h_{f}: h_{x} \rightarrow h_{y}$ where, for $W$ in $\mathcal{C}, h_{f}(W): h_{x}(W) \rightarrow h_{Y}(W)$ is defined by $(g: W \rightarrow X) \longrightarrow(f \circ g: W \rightarrow X \rightarrow Y)$.

Corollary 3.3. $X \simeq Y$ if and only if $h_{X} \simeq h_{Y}$.
Example. We consider the functor

$$
\begin{aligned}
\Gamma: \text { Sch } & \longrightarrow \text { Set } \\
\quad X & \longrightarrow \Gamma\left(X, \mathcal{O}_{X}\right)=\{\text { Global sections of } X\}
\end{aligned}
$$

$\Gamma$ is representable.
Remark. For every ring $R$ there is a unique ring homomorphism $\mathbb{Z} \rightarrow R$. Therefore, for every scheme $X$ there exists a unique morphism of schemes $X \rightarrow \operatorname{Spec}(\mathbb{Z})(\operatorname{Spec}(\mathbb{Z})$ is a final object in the category of schemes).

By [GW, Proposition 3.4] we have the following isomorphism

$$
\operatorname{Hom}(X, \operatorname{Spec}(\mathbb{Z}[t])) \simeq \operatorname{Hom}\left(\mathbb{Z}[t], \Gamma\left(X, \mathcal{O}_{x}\right)\right)
$$

which comes from the fact that every morphism of schemes $X \rightarrow \operatorname{Spec}(\mathbb{Z}[t])$ is determined by the induced map on the ring of global sections. Since $\operatorname{Hom}(\mathbb{Z}[t], A) \simeq A$ for any ring, we get

$$
\operatorname{Hom}(X, \operatorname{Spec}(\mathbb{Z}[t])) \simeq \operatorname{Hom}\left(\mathbb{Z}[t], \Gamma\left(X, \mathcal{O}_{X}\right)\right) \simeq \Gamma\left(X, \mathcal{O}_{X}\right)=\mathcal{O}_{X}(X)
$$

which implies $\operatorname{Hom}(X, \operatorname{Sec}(\mathbb{Z}[t])) \simeq \Gamma\left(X, \mathcal{O}_{X}\right)$ and, therefore, the representability of $\Gamma$.

### 3.1.2 The main issue with representability of $Y(1)$

We discuss now the moduli problem for $Y(1)$. For this section we will mainly follow the lecture by Snowden online at [Sno]. For a more profound approach one could refer to the classic book by Katz and Mazur [KM].

We have already defined the open modular curve $Y(1)$ as a Riemann surface and we have noted that its points are in bijection with the set of elliptic curves over $\mathbb{C}$.

$$
\{\text { Elliptic Curves } / \mathbb{C}\} / \simeq \longleftrightarrow \mathbb{H} / \Gamma(1) \simeq \mathbb{C}
$$

where the first map is a bijection and the isomorphism on the right is an isomorphism of Riemann surfaces. We would like to do this from an algebraic point of view; the algebraic moduli problem consists in describing the functor of points of $Y(1)$. If $S$ is some scheme, then a map $S \rightarrow Y(1)$ should correspond to a family of elliptic curves over $S$.

Definition. An elliptic curve over $S$ is a proper and smooth map $E \rightarrow S$ equipped with a section $0 \in E(S)$ such that each generic fiber is a geometrically connected genus 1 curve

Therefore, we define the functor

$$
\begin{aligned}
\Gamma(1): \text { Sch } & \longrightarrow \mathbb{S e t} \\
S & \longrightarrow\left\{\begin{array}{c}
\text { Isomorphism classes of } \\
\text { Elliptic Curves over } S
\end{array}\right\}
\end{aligned}
$$

Definition. A fine moduli space for a functor $h: \mathcal{C}^{O P} \rightarrow \mathbb{S e t}$ is a universal object $X$ representing $h$.
The idea is that, if we could prove that $\Gamma(1)$ is representable by an object, we would define $Y(1)$ to be this scheme. Unfortunately, it turns out that $\Gamma(1)$ is not representable.
The issue with this moduli problem is that elliptic curves have automorphisms and, therefore, the $j$-invariant, which provides the isomorphism between $Y(1)$ and $\mathbb{C}$, is not anymore a good detector of isomorphism classes when we work over other fields than $\mathbb{C}$ (in particular, it does not work over fields that are not algebraically closed). This causes $\Gamma(1)$ not to be a sheaf and therefore it cannot be representable.
There are quite few ways of overcoming this issue. One of this is to reduce our expectation and, instead of looking for a complex manifold (or a scheme) such as $Y(1)$, try to look for an orbifold (or its algebraic geometric counterpart, a Deligne Mumford stack [DM]) which enlarge the category so that the functor becomes representable. Another possibility is to study coarse moduli spaces instead of fine ones; this is a scheme which best approximates the representability of our functor but, instead of giving an isomorphism of functors between $\Gamma(1)$ and $\operatorname{Hom}(*, X)$ for some scheme $X$, only realizes a universal natural transformation between them.

The study of these two subjects goes beyond the goals of this thesis and has some drawbacks for what concerns our aim; thus, we will follow a different approach, namely rigidifying the isomorphisms classes of elliptic curves, by means of equipping them with some extra structure, in order to eliminate the automorphisms.

Definition. Let $N \geq 2$ be an integer and $E \rightarrow S$ an elliptic curve, with $N$ invertible on $S$. A $\Gamma(N)$-structure (" full level $N$ structure") on $E$ is a pair of sections $(P, Q) \in E(S)[N]$ such that the map $(P, Q):(\mathbb{Z} / N \mathbb{Z})_{S}^{2} \rightarrow$ $E[N]$ is an isomorphism of group schemes over $S$. This is the same as asking $P$ and $Q$ to form a basis for the $N$ torsion of $E$.

Proposition 3.4. If $N \geq 3$ there is no non-trivial automorphism of an elliptic curve preserving a level $N$ structure, i.e., for a pair $(E, \mathcal{B})$ with $\mathcal{B}$ a basis of the $N$-torsion of $E$ there is not an automorphism of $E$ (besides the identity) taking $\mathcal{B}$ to itself. Note that any automorphism of $E$ will send $\mathcal{B}$ to another basis of $E[N]$ but only the identity will fix it.

In the language of Katz and Mazur this proposition is equivalent to saying that the moduli problem associated to the functor $\Gamma(N)$ is rigid.

$$
\begin{aligned}
& \Gamma(N): \text { Sch } \longrightarrow \mathbb{S e t} \\
& S \longrightarrow\left\{\begin{array}{c}
\text { Isomorphism classes of pairs }(E, \mathcal{B}) \\
\text { with } E \text { an elliptic curve over } S \text { and } \\
\mathcal{B} \text { a level } N \text { structure }
\end{array}\right\}
\end{aligned}
$$

Proof. We refer to [KM, Corollary 2.7.2].

This proposition gives us some chances of getting a representable functor. An immediate consequence is that the lack of automorphisms turns $\Gamma(N)$ into a sheaf for $N \geq 3$.

Theorem 3.5 ([KM, Corollary 4.7.2]). Suppose $N \geq 3$. Then the fine moduli problem $\Gamma(N) i$ s representable by a smooth affine scheme $Y(N)$ over $\mathbb{Z}[1 / N]$.

The whole story could be adapted to the $\Gamma_{1}(N)$ case:

$$
\begin{aligned}
& \Gamma_{1}(N): \text { Sch } \longrightarrow \text { Set } \\
& S \longrightarrow\left\{\begin{array}{c}
\text { Isomorphism classes of pairs }(E, \mathcal{B}) \\
\text { with } E \text { an elliptic curve over } S \text { and } \\
\mathcal{B} \text { a } \Gamma_{1}(N) \text { structure }
\end{array}\right\}
\end{aligned}
$$

where a $\Gamma_{1}(N)$-structure on $E$ is a section $P \in E[N](S)$ of order $N$, i.e., a point of exact order $N$ in $E(S)$, or a homomorphism $\phi: \mathbb{Z} / N \mathbb{Z} \rightarrow E[N](S)$.

Proposition 3.6 ([KM, Corollary 2.7.3]). If $N \geq 4$ there is no non-trivial automorphism of an elliptic curve preserving a $\Gamma_{1}(N)$ structure.

Theorem 3.7. For $N \geq 4$, the functor $\Gamma_{1}(N)$ is representable by a smooth affine scheme $\mathcal{Y}_{1}(N)$ over $\mathbb{Z}[1 / N]$.
Unfortunately, $Y_{0}(N)$ with the usual interpretation is never representable since multiplication by -1 preserves the $\Gamma_{0}(N)$ structure.

### 3.1.3 Signature of $X(N)$

In this section we will describe the modular curve $X(N)$ by means of studying the degree of its covering of $X(1)$, the number of its elliptic points of period 2 and 3 and its set of cusps. We will mainly follow [CS2, Ch. 6], [New1], [Shi, Ch. 1] and [DS, Ch. 3]. We recall that

$$
\Gamma(N)=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \operatorname{SL}_{2}(\mathbb{Z}) \left\lvert\,\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \equiv\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \quad \bmod N\right.\right\}
$$

## Degree

Lemma 3.8. Let $N \geq 3$. The degree of the $\operatorname{map} X(N) \rightarrow X(1)$ is given by

$$
d=\left[\mathrm{SL}_{2}(\mathbb{Z}): \Gamma(N)\right] / 2=\frac{N^{3}}{2} \prod_{p \mid N}\left(1-\frac{1}{p^{2}}\right)
$$

and $d=6$ for $N=2$.
Note that the division by 2 comes from the fact that for $N>2,-I \notin \Gamma(N)$ (cf. beginning of $\S 1.3 .5$ ).
Proof. The result follows from the short exact sequence [CS2, Prop. 6.2.4]

$$
1 \longrightarrow \Gamma(N) \longrightarrow \mathrm{SL}_{2}(\mathbb{Z}) \longrightarrow \mathrm{SL}_{2}(\mathbb{Z} / N \mathbb{Z}) \longrightarrow 1
$$

which comes from the study of the reduction map $\mathrm{SL}_{2}(\mathbb{Z}) \rightarrow \mathrm{SL}_{2}(\mathbb{Z} / N \mathbb{Z})$.
We can compute the cardinality of $\mathrm{SL}_{2}\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)$ using the short exact sequence

$$
1 \longrightarrow \mathrm{SL}_{2}\left(\mathbb{Z} / p^{n} \mathbb{Z}\right) \longrightarrow \mathrm{GL}_{2}\left(\mathbb{Z} / p^{n} \mathbb{Z}\right) \longrightarrow\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)^{\times} \longrightarrow 1
$$

knowing that $\# \mathrm{GL}_{2}\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)=p^{4(n-1)}\left(p^{2}-1\right)\left(p^{2}-p\right)$. The Chinese remainder theorem permits one to conclude the proof.

## Cusps

Proposition 3.9 ([DS, Prop. 3.8.3]). Let $s=(a: c)$ and $s^{\prime}=(b: d)$ be elements of $\mathbb{P}^{1}(\mathbb{Q})$ with $\operatorname{gcd}(a, c)=\operatorname{gcd}(b, d)=1$. They define the same cusp for $\Gamma(N)$, namely $\Gamma(N) s=\Gamma(N) s^{\prime}$, if and only if $(a: c) \equiv \pm(b: d) \bmod N$.

Now we define a bijection

$$
\varphi:\left(\mathbb{Z}^{2}\right)^{\times} / \sim_{\Gamma(N)} \longleftrightarrow \Gamma(N) / \mathbb{Q}
$$

and describe an algorithm to enumerate all the cusps of $\Gamma(N)$ [New1, §2.3.1]. For $\bar{a}, \bar{c} \in \mathbb{Z} / N \mathbb{Z}$ we define $\operatorname{gcd}(\bar{a}, \bar{c})$ to be $\operatorname{gcd}(x, y)$ for $(x, y)$ the smallest positive representatives of $\bar{a}$ and $\bar{c}$ respectively. We set

$$
\left((\mathbb{Z} / N \mathbb{Z})^{2}\right)^{\times}=\left\{\left.\left[\begin{array}{l}
\bar{a} \\
\bar{c}
\end{array}\right] \right\rvert\, \bar{a}, \bar{c} \in \mathbb{Z} / N \mathbb{Z}, \operatorname{gcd}(\bar{a}, \bar{c})=1\right\}
$$

We get a map

$$
\begin{aligned}
& \psi:\left((\mathbb{Z} / N \mathbb{Z})^{2}\right)^{\times} \longrightarrow\left(\mathbb{Z}^{2}\right)^{\times} / \sim_{\Gamma(N)} \\
& {\left[\begin{array}{l}
\bar{a} \\
\bar{c}
\end{array}\right] \longmapsto\left[\begin{array}{l}
a \\
c
\end{array}\right] \quad \text { where }\left[\begin{array}{l}
a \\
c
\end{array}\right] \text { is a lift of }\left[\begin{array}{l}
\bar{a} \\
\bar{c}
\end{array}\right] \text { to }\left(\mathbb{Z}^{2}\right)^{\times} }
\end{aligned}
$$

Theorem 3.10 ([New1, Th. 2.10]). The map $\psi$ is independent of the choice of the lift and surjective.
Lemma 3.11. $\left[\begin{array}{l}\bar{a} \\ \bar{c}\end{array}\right] \neq\left[\begin{array}{l}\bar{x} \\ \bar{y}\end{array}\right]$ in $\left((\mathbb{Z} / N \mathbb{Z})^{2}\right)^{\times}$have the same image via $\psi$ if and only if $\left[\begin{array}{l}\bar{a} \\ \bar{c}\end{array}\right]=-\left[\begin{array}{l}\bar{x} \\ \bar{y}\end{array}\right]$.
Algorithm 3. Cusps of $\Gamma(N)$
Input: An integer $N$.
Output: A complete list of representatives for the cusps of $X(N)$

1. For integers $a, c \in\{0, \ldots, N-1\}$ list all elements $\left[\begin{array}{l}a \\ c\end{array}\right]$ such that $\operatorname{gcd}(a, c, N)=1$.
2. Compute pairs $\left\{\left[\begin{array}{l}a \\ c\end{array}\right],\left[\begin{array}{l}x \\ y\end{array}\right]\right\}$ such that $\left[\begin{array}{l}a \\ c\end{array}\right] \equiv-\left[\begin{array}{l}x \\ y\end{array}\right] \bmod N$ from the set of elements found in step 1.
3. Choose one representative from each set computed in step 2.

Example. We compute the cusps of $X(4)$.

1. $\left[\begin{array}{l}0 \\ 1\end{array}\right],\left[\begin{array}{l}0 \\ 3\end{array}\right],\left[\begin{array}{l}1 \\ 0\end{array}\right],\left[\begin{array}{l}1 \\ 1\end{array}\right],\left[\begin{array}{l}1 \\ 2\end{array}\right],\left[\begin{array}{l}1 \\ 3\end{array}\right],\left[\begin{array}{l}2 \\ 1\end{array}\right],\left[\begin{array}{l}2 \\ 3\end{array}\right],\left[\begin{array}{l}3 \\ 0\end{array}\right],\left[\begin{array}{l}3 \\ 1\end{array}\right],\left[\begin{array}{l}3 \\ 2\end{array}\right],\left[\begin{array}{l}3 \\ 3\end{array}\right]$
2. $\left\{\left[\begin{array}{l}0 \\ 1\end{array}\right],\left[\begin{array}{l}0 \\ 3\end{array}\right]\right\},\left\{\left[\begin{array}{l}1 \\ 0\end{array}\right],\left[\begin{array}{l}3 \\ 0\end{array}\right]\right\},\left\{\left[\begin{array}{l}1 \\ 1\end{array}\right],\left[\begin{array}{l}3 \\ 3\end{array}\right]\right\},\left\{\left[\begin{array}{l}1 \\ 2\end{array}\right],\left[\begin{array}{l}3 \\ 2\end{array}\right]\right\},\left\{\left[\begin{array}{l}1 \\ 3\end{array}\right],\left[\begin{array}{l}3 \\ 1\end{array}\right]\right\},\left\{\left[\begin{array}{l}2 \\ 1\end{array}\right],\left[\begin{array}{l}2 \\ 3\end{array}\right]\right\}$
3. $\operatorname{Cusps}(X(4))=\left\{\left[\begin{array}{l}0 \\ 1\end{array}\right],\left[\begin{array}{l}1 \\ 0\end{array}\right],\left[\begin{array}{l}1 \\ 1\end{array}\right],\left[\begin{array}{l}1 \\ 2\end{array}\right],\left[\begin{array}{l}1 \\ 3\end{array}\right],\left[\begin{array}{l}2 \\ 1\end{array}\right]\right\}$

Theorem 3.12 ([CS2, Cor. 6.3.15]). A system of representatives of the cusps for $\Gamma(N)$ is given by the set of $(a: b) \in \mathbb{P}^{1}(\mathbb{Q})$ constructed as follows: for each $b$ such that $1 \leq b \leq N / 2$ or $b=N$ and for each $a_{0}$ such that $0 \leq a_{0}<N\left(\right.$ or $0 \leq a_{0}<N / 2$ if $b=N / 2$ or $\left.b=N\right)$ and $\operatorname{gcd}\left(a_{0}, b, N\right)=1$, we choose an $a \equiv a_{0}(\bmod$ $N)$ such that $\operatorname{gcd}(a, b)=1$.
Example. We compute once again the cusps of $X(4)$.

|  | $a_{0}=0$ | $a_{0}=1$ | $a_{0}=2$ | $a_{0}=3$ |
| :---: | :---: | :---: | :---: | :---: |
| $b=1$ | 0 | 1 | 2 | 3 |
| $b=2$ | X | 1 |  | - Cl |
| $b=4$ | X | 1 |  |  |

$\operatorname{Cusps}(X(4))=\left\{\left[\begin{array}{l}0 \\ 1\end{array}\right],\left[\begin{array}{l}1 \\ 1\end{array}\right],\left[\begin{array}{l}2 \\ 1\end{array}\right],\left[\begin{array}{l}3 \\ 1\end{array}\right],\left[\begin{array}{l}1 \\ 2\end{array}\right],\left[\begin{array}{l}1 \\ 0\end{array}\right]\right\}$. Note that $\left[\begin{array}{l}3 \\ 1\end{array}\right] \sim\left[\begin{array}{l}1 \\ 3\end{array}\right]$

We will now present two different approaches to count the number of cusps.
Lemma 3.13. The number of cusps of $\Gamma(N)$ is

$$
\epsilon_{\infty}= \begin{cases}\frac{N^{2}}{2} \prod_{p \mid N}\left(1-\frac{1}{p^{2}}\right) & \text { If } N \geq 2 \\ 1 & \text { If } N=1 \\ 3 & \text { If } N=2\end{cases}
$$

Proof. Since $\Gamma(N)$ is a normal subgroup of $S L_{2}(\mathbb{Z})$, then all the cusps have same width. Then we can compute the width (the index of the stabilizer) of $\infty$

$$
\Gamma(N) \cap \Gamma_{\infty}=\left\{\left.\left(\begin{array}{cc}
1 & N n \\
0 & 1
\end{array}\right) \right\rvert\, n \in \mathbb{Z}\right\}
$$

Thus, $h_{\mathfrak{c}}=h_{\infty}=N$ for any cusp $\mathfrak{c} \in \operatorname{Cusps}(\Gamma(N))$. By Lemma 2.20 we get

$$
\epsilon_{\infty} \cdot N=\left[\mathrm{SL}_{2}(\mathbb{Z}): \Gamma(N)\right] \Longrightarrow \epsilon_{\infty}=\frac{\left[\mathrm{SL}_{2}(\mathbb{Z}): \Gamma(N)\right]}{N}
$$

which proves the claim.

We now use a direct counting strategy to find a different (but equivalent) expression for $\epsilon_{\infty}$.
Lemma 3.14. Let $N$ be a positive integer and $d$ a divisor of $N$. Let $c \in\{1, \ldots, N-1\}$. There are $\phi(N / d)$ values of $c$ such that $\operatorname{gcd}(N, c)=d$.

Proof. We set

$$
P(M)=\{x \mid 1 \leq x \leq M-1, \operatorname{gcd}(x, M)=1\} \simeq(\mathbb{Z} / M \mathbb{Z})^{\times}
$$

$P(M)$ has cardinality $\phi(M)$. We construct a map

$$
\begin{array}{rl}
P(N / d) & \longrightarrow\{c \mid 1 \leq c \leq N-1, \operatorname{gcd}(c, N)=d\} \\
x & x d
\end{array}
$$

If $\operatorname{gcd}(x, N / d)=1$, then $\operatorname{gcd}(x d, N)=d$ which implies that the map is well defined. This map has a natural inverse

$$
\begin{aligned}
\{c \mid 1 \leq c \leq N-1, \operatorname{gcd}(c, N)=d\} & \longrightarrow P(N / d) \\
y & \longrightarrow y / d
\end{aligned}
$$

which again is well defined. This implies that

$$
\#\{c \mid 1 \leq c \leq N-1, \operatorname{gcd}(c, N)=d\}=\# P(N / d)=\phi(N / d)
$$

Theorem 3.15. $X(N)$ has 3 cusps for $N=2$. If $N \geq 3$, then

$$
\epsilon_{\infty}=\frac{1}{2} \sum_{d \mid N} \frac{N}{d} \phi(d) \phi(N / d)
$$

Proof. We refer to Algorithm 3. In the first step we fix $a \in\{0, \ldots, N-1\}$ and count the number of $c$ 's in $\{0, \ldots, N-1\}$ such that $\operatorname{gcd}(a, c, N)=1$. Suppose $\operatorname{gcd}(a, N)=d$, we need the $c$ 's such that $\operatorname{gcd}(c, d)=1$ and they are $(N / d) \phi(d)$. The choices for a are $\phi(N / d)$ by the lemma before and, therefore, we get

$$
\sum_{d \mid N} \frac{N}{d} \phi(d) \phi(N / d)
$$

candidates. The grouping and successive choice in steps $\mathbf{2}$ and $\mathbf{3}$ yields the final formula

$$
\epsilon_{\infty}=\frac{1}{2} \sum_{d \mid N} \frac{N}{d} \phi(d) \phi(N / d)
$$

Indeed, the only elements such that $\left[\begin{array}{l}a \\ c\end{array}\right] \equiv-\left[\begin{array}{l}a \\ c\end{array}\right](\bmod N)$ are $\left[\begin{array}{c}N / 2 \\ 0\end{array}\right],\left[\begin{array}{c}0 \\ N / 2\end{array}\right]$ and $\left[\begin{array}{l}N / 2 \\ N / 2\end{array}\right]$. Clearly, if $N$ is odd there are no such elements. If $N>2$ is even, then none of these satisfy the gcd condition and, therefore they do not affect the computation. Finally, if $N=2$ they represent all the cusps. $\epsilon_{\infty}(2)=3$.

## Elliptic points

We recall that an elliptic point for $\Gamma$ is a point with non-trivial stabilizer.
Theorem 3.16 ([Shi, Prop 1.39]). For $N>1$, the modular curve $X(N)$ has no elliptic point.
Proof. We have seen (Prop 1.34) that every elliptic element of $\Gamma(1)$ is conjugate to one of the following

$$
S^{ \pm 1}=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)^{ \pm 1} \quad R^{ \pm 1}=\left(\begin{array}{cc}
0 & 1 \\
-1 & -1
\end{array}\right)^{ \pm 1} \quad W^{ \pm 1}=\left(\begin{array}{cc}
0 & -1 \\
1 & 1
\end{array}\right)^{ \pm 1}
$$

and none of these is conjugate to $\pm I \bmod N$ for $N>1$. Since $\Gamma(N)$ is normal in $\mathrm{SL}_{2}(\mathbb{Z})$, this concludes the proof. Indeed, suppose $\xi \in \epsilon_{2}$ or $\epsilon_{3}$ and $A \in \operatorname{Stab}_{\Gamma}(\xi)$. If $A$ is conjugate to $\Lambda \in\left\{S^{ \pm 1}, R^{ \pm 1}, W^{ \pm 1}\right\}$, this would mean that $B^{-1} A B=\Lambda$ some $B \in \mathrm{SL}_{2}(\mathbb{Z})$ but the normality of $\Gamma(N)$ yields $\Lambda \in \Gamma(N)$ which is not true.

## Genus

It only remains to assemble all the information together

$$
g(X(N))=1+\frac{N^{3}}{24} \prod_{p \mid N}\left(1-\frac{1}{p^{2}}\right)-\frac{N^{2}}{4} \prod_{p \mid N}\left(1-\frac{1}{p^{2}}\right)=1+\frac{N^{2}}{4} \cdot \frac{N-6}{6} \cdot \prod_{p \mid N}\left(1-\frac{1}{p^{2}}\right)
$$

and $g(X(2))=0$.

### 3.1.4 Signature of $X_{1}(N)$

Before starting we remind that

$$
\Gamma_{1}(N)=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in S L_{2}(\mathbb{Z}) \left\lvert\,\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \equiv\left(\begin{array}{ll}
1 & * \\
0 & 1
\end{array}\right) \quad \bmod N\right.\right\}
$$

is a congruence subgroup of $\mathrm{SL}_{2}(\mathbb{Z})$.

## Degree

Lemma 3.17. The degree of the reduction map $X_{1}(N) \rightarrow X(1)$ is given by

$$
d=\left[S L_{2}(\mathbb{Z}): \Gamma_{1}(N)\right] / 2=\frac{N^{2}}{2} \prod_{p \mid N}\left(1-\frac{1}{p^{2}}\right)
$$

for $N \geq 3$. Further $d\left(X_{1}(2) \rightarrow X(1)\right)=\left[S L_{2}(\mathbb{Z}): \Gamma_{1}(2)\right]=3$.
Proof. Again we will use a short exact sequence

$$
\begin{aligned}
1 \longrightarrow \Gamma(N) & \longrightarrow \Gamma_{1}(N) \longrightarrow \mathbb{Z} / N \mathbb{Z} \longrightarrow 1 \\
& \left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \longmapsto b \quad \bmod N
\end{aligned}
$$

Thus

$$
\left[S L_{2}(\mathbb{Z}): \Gamma_{1}(N)\right]=\frac{\left[S L_{2}(\mathbb{Z}): \Gamma(N)\right]}{\left[\Gamma(N): \Gamma_{1}(N)\right]}=\frac{N^{3} \prod_{p \mid N}\left(1-\frac{1}{p^{2}}\right)}{\#(\mathbb{Z} / N \mathbb{Z})}=\frac{N^{3} \prod_{p \mid N}\left(1-\frac{1}{p^{2}}\right)}{N}=N^{2} \prod_{p \mid N}\left(1-\frac{1}{p^{2}}\right)
$$

In case $N \geq 3$ we divide by 2 since $-I \notin \Gamma_{1}(N)$.

## Cusps

As before, we will try to describe an algorithm enumerating the cusps of $\Gamma_{1}(N)$ following [New1]. We define an equivalence relation

$$
\left[\begin{array}{l}
a \\
c
\end{array}\right] \sim\left[\begin{array}{l}
a^{\prime} \\
c^{\prime}
\end{array}\right] \Longleftrightarrow\left[\begin{array}{l}
a \\
c
\end{array}\right] \equiv \pm\left[\begin{array}{c}
a^{\prime}+j c \\
c^{\prime}
\end{array}\right] \quad \bmod N \quad \text { for some } j \in \mathbb{Z}
$$

By Proposition 3.8.3 in [DS] we know that this is equivalent to

$$
\Gamma_{1}(N)\left[\begin{array}{l}
a \\
c
\end{array}\right]=\Gamma_{1}(N)\left[\begin{array}{l}
a^{\prime} \\
c^{\prime}
\end{array}\right]
$$

which means that we can construct a bijection

$$
\varphi:\left(\mathbb{Z}^{2}\right)^{\times} / \sim \longleftrightarrow \Gamma_{1}(N) \mathbb{Q}^{\times}
$$

As before, we define a map

$$
\begin{aligned}
\psi:\left((\mathbb{Z} / N \mathbb{Z})^{2}\right)^{\times} & \longrightarrow\left(\mathbb{Z}^{2}\right)^{\times} / \sim \\
{\left[\begin{array}{l}
\bar{a} \\
\bar{c}
\end{array}\right] } & \longmapsto\left[\begin{array}{l}
a^{\prime} \\
c^{\prime}
\end{array}\right] \text { some lift }
\end{aligned}
$$

Theorem 3.18 ([New1, The. 2.17]). $\psi$ is independent of the choice of the lift, it is well defined and surjective.
Lemma 3.19. Fix $\bar{c} \in(\mathbb{Z} / N \mathbb{Z})$. Let $\left[\begin{array}{l}\bar{a} \\ \bar{c}\end{array}\right],\left[\begin{array}{l}\bar{x} \\ \bar{y}\end{array}\right] \in\left((\mathbb{Z} / N \mathbb{Z})^{2}\right)^{\times}$with lifts $\left[\begin{array}{l}a^{\prime} \\ c^{\prime}\end{array}\right]$ and $\left[\begin{array}{l}x^{\prime} \\ y^{\prime}\end{array}\right]$ in $\left(\mathbb{Z}^{2}\right)^{\times}$. If $d=\operatorname{gcd}(c ; N)$, then $a \equiv x \bmod d$ if and only if $\left[\begin{array}{l}a^{\prime} \\ c^{\prime}\end{array}\right] \sim\left[\begin{array}{l}x^{\prime} \\ y^{\prime}\end{array}\right]$

From this discussion we deduce an algorithm:

Algorithm 4. Cusps of $\Gamma_{1}(N)$
Input: An integer $N$.
Output: A complete list of representatives for the cusps of $X_{1}(N)$

1. For all integers $c \in\{0, \ldots, N-1\}$ define $d=\operatorname{gcd}(c ; N)$. For all $a \in P(d)$ add $\left[\begin{array}{l}a \\ c\end{array}\right]$ to the list.
2. Choose $\left[\begin{array}{l}a \\ c\end{array}\right]$ from the list computed in step 1. Let $d=\operatorname{gcd}(c, N)$; if possible, find a different element $\left[\begin{array}{l}x \\ y\end{array}\right]$ from the list such that $y \equiv-c \bmod N$ and $x \equiv-a \bmod d$. Create the set $\left\{\left[\begin{array}{l}a \\ c\end{array}\right],\left[\begin{array}{l}x \\ y\end{array}\right]\right\}$ if such an element exists, otherwise create the set $\left\{\left[\begin{array}{l}a \\ c\end{array}\right]\right\}$.
3. Choose representative from each set computed in step 2.

Example. We list all the cusps of $X_{1}(10)$.
$d=$

$$
\begin{equation*}
\operatorname{gcd}(c, N) \tag{d}
\end{equation*}
$$

$c=3 \quad 1$
$c=4 \quad 2$
$c=6 \quad 2$

$$
c=9
$$

1

Candidates

$\left[\begin{array}{l}1 \\ 5\end{array}\right]^{\bullet},\left[\begin{array}{l}2 \\ 5\end{array}\right]^{\boldsymbol{v}},\left[\begin{array}{l}3 \\ 5\end{array}\right]^{\boldsymbol{v}},\left[\begin{array}{l}4 \\ 5\end{array}\right]^{\bullet}$
$\left[\begin{array}{l}1 \\ 6\end{array}\right]^{\star}$
$\left[\begin{array}{l}0 \\ 7\end{array}\right]^{\Delta}$
$\left[\begin{array}{l}1 \\ 8\end{array}\right]^{\square}$
$\left[\begin{array}{l}0 \\ 9\end{array}\right]$
where the symbols denote the equivalences found in step 2. We conclude that

$$
\operatorname{Cusps}\left(X_{1}(10)\right)=\left\{\left[\begin{array}{l}
1 \\
0
\end{array}\right],\left[\begin{array}{l}
3 \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
1
\end{array}\right],\left[\begin{array}{l}
1 \\
2
\end{array}\right],\left[\begin{array}{l}
0 \\
3
\end{array}\right],\left[\begin{array}{l}
1 \\
4
\end{array}\right],\left[\begin{array}{l}
1 \\
5
\end{array}\right],\left[\begin{array}{l}
2 \\
5
\end{array}\right]\right\}
$$

An equivalent description of the cusps of $\Gamma_{1}(N)$ is given by the following theorem
Theorem 3.20 ([CS2, Cor. 6.3.19]). A system of representatives of the cusps for $X_{1}(N)$ is given by the set of $(a: b) \in \mathbb{P}^{1}(\mathbb{Q})$ constructed as follows: for each $b$ such that $1 \leq b \leq N / 2$ or $b=N$ and for each $a_{0}$ such that $0 \leq a_{0}<\operatorname{gcd}(b, N)\left(\right.$ or $0 \leq a_{0}<\operatorname{gcd}(b, N) / 2$ if $b=N / 2$ or $\left.b=N\right)$ and $\operatorname{gcd}\left(a_{0}, b, N\right)=1$, we choose an $a \equiv a_{0}(\bmod N)$ such that $\operatorname{gcd}(a, b)=1$.

Example. We study what the representatives of the cusps of $X_{1}(10)$ look like using the theorem above.


Once again we obtain the set

$$
\operatorname{Cusps}\left(X_{1}(10)\right)=\left\{\left[\begin{array}{l}
1 \\
0
\end{array}\right],\left[\begin{array}{l}
3 \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
1
\end{array}\right],\left[\begin{array}{l}
1 \\
2
\end{array}\right],\left[\begin{array}{l}
0 \\
3
\end{array}\right],\left[\begin{array}{l}
1 \\
4
\end{array}\right],\left[\begin{array}{l}
1 \\
5
\end{array}\right],\left[\begin{array}{l}
2 \\
5
\end{array}\right]\right\}
$$

As we did for the modular curve $X(N)$ we would like to count the number of cusps.
Corollary 3.21. The number of cusps of $\Gamma_{1}(N)$ is given by

$$
\# \operatorname{Cusps}\left(\Gamma_{1}(N)\right)= \begin{cases}\frac{1}{2} \sum_{d \mid N} \phi(d) \phi(N / d) & \text { If } N=3 \text { or } N \geq 5 \\ n+1 & \text { If } N=2^{n}, n \in\{0,1,2\}\end{cases}
$$

Proposition 3.22. Let $(a: c) \in \mathbb{P}^{1}(\mathbb{Q})$ with $\operatorname{gcd}(a, c)=1$, then the width of $a / b$ for $\Gamma_{1}(N)$ is equal to $N / \operatorname{gcd}(c, N)$ with the unique exception of $1 / 2$ of $\Gamma_{1}(4)$ which has width 1.

Proof. This is proposition 6.3.20 in [CS2].

## Elliptic points

Theorem 3.23. There are no elliptic points on $X_{1}(N)$ for $N>3$.
Proof. The non-trivial elements of the stabilizers of an elliptic point of order 2 have trace 0 while those for elliptic points of order 3 have trace $\pm 1$. Hence, elliptic elements for $\Gamma_{1}(N)$ can have trace in $\{-1,0,1\}$. This implies that, for $N>3$, the curve $\Gamma_{1}(N)$ cannot have elliptic points, since its elements have trace $1+N k+1+N k^{\prime}=2+N\left(k+k^{\prime}\right)$.

Remark. The modular curve $X_{1}(2)$ has a unique elliiptic point of order 2 . Indeed, we know that $X_{0}(2) \rightarrow$ $X(2)$ and $X_{1}(2) \rightarrow X(1)$ have the same degree and therefore $X_{0}(2)=X_{1}(2)$. This, together with the fact that the number of elliptic points of order 2 (respectively 3 ) for $X_{\Gamma}$ is related with the number of orbits of $S$ (respectively $S T$ ) on $\mathrm{SL}_{2}(\mathbb{Z}) / \Gamma$ (see Sections 1.3.3 and 1.3.5), enables us to use the results of Section 2.1.2 to conclude $\epsilon_{2}\left(\Gamma_{1}(2)\right)=\epsilon_{2}\left(\Gamma_{0}(2)\right)=1, \epsilon_{3}\left(\Gamma_{1}(2)\right)=0$.

Remark. In the same way, one can note that $X_{0}(3)=X_{1}(3)$ and use the results of the previous chapter to conclude that $\epsilon_{2}\left(\Gamma_{1}(3)\right)=0$ and $\epsilon_{3}\left(\Gamma_{1}(3)\right)=1$..

## Genus

We find

$$
g\left(X_{1}(N)\right)=g_{1}(N)= \begin{cases}1+\frac{N^{2}}{24} \prod_{p \mid N}\left(1-\frac{1}{p^{2}}\right)-\frac{\phi(N)}{4} \prod_{p^{\alpha} \| N}\left(\alpha+1-\frac{\alpha-1}{p}\right) & \text { If } N \geq 4 \\ 0 & \text { If } N=2,3\end{cases}
$$

### 3.1.5 Cuspidal trees and fundamental domains

We recall that the degree of a map $\psi: X\left(\Gamma_{1}\right) \rightarrow X\left(\Gamma_{2}\right)$ equals the index of $\Gamma_{1}$ in $\Gamma_{2}$ (divided by 2 if $\left.-I \in \Gamma_{2} \backslash \Gamma_{1}\right)$. In the previous sections we have shown that

$$
\begin{aligned}
& \varphi: X(N) \longrightarrow X_{1}(N) \text { has degree } N \\
& \psi: X_{1}(N) \longrightarrow X_{0}(N) \text { has degree } \frac{N}{2} \prod_{p \mid N}\left(1-\frac{1}{p}\right) \\
& \phi: X_{0}(N) \longrightarrow X(1) \text { has degree } N \prod_{p \mid N}\left(1+\frac{1}{p}\right)
\end{aligned}
$$

A cuspidal tree is a stratified weighted diagram where

1. The vertices are sets of cusps of all modular curves involved.
2. There is an edge between two cusps if and only if there exists a non-trivial map taking one to the other.
3. The weights of the edges are the ramification degrees.
4. The stratification is the set of modular curves partially ordered by $X\left(\Gamma_{1}\right)>X\left(\Gamma_{2}\right)$ if $\Gamma_{1} \subseteq \Gamma_{2}$.

In Appendix A, we describe some sort of cuspidal tree for models for $X_{0}(N)$. In that case we restrict our attention to the lower level of the stratification.





We would like now to describe the fundamental domain of the newly introduced modular curves. To do so we could "climb" the cuspidal tree and construct the fundamental domain of $X_{1}(N)$ starting from the knowledge of the one of $X_{0}(N)$ and then we will recover the one for the full level- $N$ modular curve. Otherwise we could proceed by looking at coset representatives for $\Gamma_{1}(N)$ or $\Gamma(N)$ inside the full modular group $\mathrm{SL}_{2}(\mathbb{Z})$. We will mainly refer to Section 2.1.4 and to.[Kul].
Let us start by studying $X_{1}(5)$. First of all we look at the fundamental domain for $X_{0}(5)$.


Figure 3.1 - The fundamental region for $\Gamma_{0}(5)$.

Now we look at the quotient $\Gamma_{0}(5) / \Gamma_{1}(5)$. This is well described by the short exact sequence

$$
1 \longrightarrow \Gamma_{1}(N) \longrightarrow \Gamma_{0}(N) \longrightarrow(\mathbb{Z} / N \mathbb{Z})^{\times} \longrightarrow 1
$$

where the third map sends $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \rightarrow a \bmod N$. We have to be careful because we have to take care of
the quotient by $\{ \pm /\}$. In case $N=5$ we get 2 coset representatives

$$
I=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \quad \text { and } \quad A=\left(\begin{array}{ll}
3 & 1 \\
5 & 2
\end{array}\right)
$$

Hence, we have to study the behavior of $A=S T^{-2} S T^{-3} S$ on the fundamental domain of $X_{0}$ (5). A better decomposition is the one coming from another lift of $3 \in(\mathbb{Z} / 5 \mathbb{Z})^{\times}$, namely $B=\left(\begin{array}{cc}-2 & -1 \\ 5 & 2\end{array}\right)=S T^{2} S T^{-2} S$; here "better" refers to the possibility of obtaining a connected fundamental domain.
With reference to Figure 2.9 we know that rotation counterclockwise in the triangles with vertex in the same cusp correspond to multiplication by $T$ on the right while multiplying by $S$ (still on the right) would result in moving to the only adjacent triangle with vertex in a different cusp.

Already looking in Figure 3.1 we know that the last two triangles $\left(S T^{2} S T^{-\delta}\right.$ for $\left.\delta=3,4\right)$ will be really small and difficult to spot. For this reason and this reason only we will try to see if we could construct a more appealing picture.
We will therefore look for a matrix $\Lambda \in \Gamma_{1}(5)$ such that $S T^{2} S T^{-1} S=\Lambda S T^{2} S T^{-\delta}$ (the choice of the conjugate is not casual but comes from observing the output of Verrill's algorithm [Ver1] and [Ver2]).

$$
S T^{2} S T^{-1} S=\Lambda S T^{2} S T^{-\delta} \Longrightarrow \Lambda=S T^{2} S T^{-1} S T^{\delta} S T^{-2} S
$$

Hence, for $\delta=3$, we find

$$
\Lambda=\left(\begin{array}{cc}
-9 & -4 \\
25 & 11
\end{array}\right) \in \Gamma_{1}(5)
$$

In the same way we find $\Lambda^{\prime} \in \Gamma_{1}(5)$ such that $S T^{-2} S=\Lambda^{\prime} S T^{2} S T^{-4}$.

$$
-\Lambda^{\prime}=-S T^{-2} S T^{4} S T^{-2} S=\left(\begin{array}{cc}
-9 & -4 \\
-20 & -9
\end{array}\right)
$$

Finally we have a picture for the fundamental domain of $X_{1}(5)$.


Figure 3.2 - The fundamental region for $\Gamma_{1}(5)$.
We conclude this section with the fundamental domain of $X(2)$. Note that $X_{1}(2)=X_{0}(2)$ and in the same way $X_{1}(3)=X_{0}(3)$ and $X_{1}(4)=X_{0}(4)$; this motivates the choice of looking at $X_{1}(5)$ before.
$\Gamma(2)$ is the kernel of the reduction map $S L_{2}(\mathbb{Z}) \rightarrow \mathrm{SL}_{2}(\mathbb{Z} / 2 \mathbb{Z})$ and, as $\mathrm{SL}_{2}(\mathbb{Z} / 2 \mathbb{Z})=\Gamma_{2}(\mathbb{Z} / 2 \mathbb{Z})$ is isomorphic to $S_{3}$, it follows that $\left[\mathrm{SL}_{2}(\mathbb{Z}): \Gamma(2)\right]=6$, i.e., $\Gamma(2)$ can be written as disjoint union of 6 cosets.

Representatives of these cosets are

$$
\begin{array}{ll}
\Lambda_{1}=I=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) & \Lambda_{2}=T=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right) \quad \Lambda_{3}=S=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) \\
\Lambda_{4}=T S=\left(\begin{array}{cc}
1 & -1 \\
1 & 0
\end{array}\right) & \Lambda_{5}=S T=\left(\begin{array}{cc}
0 & -1 \\
1 & 1
\end{array}\right) \quad \Lambda_{6}=T S T^{-1}=\left(\begin{array}{cc}
1 & -2 \\
1 & -1
\end{array}\right)
\end{array}
$$



Figure 3.3 - The fundamental region for $\Gamma(2)$.

### 3.1.6 Generalized Dedekind eta function

Let $\Gamma$ be a congruence subgroup; we denote by $\mathbb{Q}(\Gamma)$ the field of modular functions invariant under the action of $\Gamma$. If the modular curve $X(\Gamma)=\mathbb{H} / \Gamma$ has genus zero, then the function field $\mathbb{Q}(\Gamma)$ can be generated by a single function. Further, if $\Gamma$ contains $\Gamma_{0}(N)$ for some $N$ we could find a generator in the form of product of Dedekind $\eta$-functions. However, if $\Gamma$ does not contain $\Gamma_{0}(N)$ Eta products are not sufficient.

In section 2.2 .3 we have described the properties of Dedekind $\eta$-functions; following [Yan2], we will now define the generalized Dedekind $\eta$-function and study its transformation properties. Let

$$
E_{g, h}(\tau)=q^{B(g / N) / 2} \prod_{m=1}^{+\infty}\left(1-e^{2 \pi i h / N} q^{m-1+g / N}\right)\left(1-e^{-2 \pi i h / N} q^{m-g / N}\right)
$$

for $g$ and $h$ not simultaneously congruent to 0 modulo $N$ and

$$
E_{g}(\tau)=q^{N B(g / N) / 2} \prod_{m=1}^{+\infty}\left(1-q^{(m-1) N+g}\right)\left(1-q^{m N-g}\right)
$$

for $g \not \equiv 0 \bmod N$. Here $B(x)=x^{2}-x+1 / 6$.

Remark. $E_{g, h}$ is called generalized Dedekind $\eta$-function because it reduces to $\eta^{2}$ when $g, h \equiv 0 \bmod N$.

Proposition 3.24 ([Yan2, Prop. 1]). The functions $E_{g, h}$ satisfy the following transformation properties:

$$
\begin{gathered}
E_{g+N, h}=E_{-g,-h}=-\zeta_{N} E_{g, h} \\
E_{g, h+N}=E_{g, h}
\end{gathered}
$$

If $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \operatorname{SL}_{2}(\mathbb{Z})$, then

$$
E_{g, h}(\gamma \tau)= \begin{cases}E_{g, h}(\tau+b)=e^{\pi i b B(g / N)} E_{g, b g+h}(\tau) & \text { If } c=0 \\ \epsilon(a, b, c, d) e^{\pi i \delta} E_{g^{\prime}, h^{\prime}}(\tau) & \text { If } c \neq 0\end{cases}
$$

where

$$
\begin{gathered}
\epsilon(a, b, c, d)= \begin{cases}e^{\pi i\left(b d\left(1-c^{2}\right)+c(a+d-3)\right) / 6} & \text { If } c \text { is odd } \\
-i e^{\pi i\left(a c\left(1-d^{2}\right)+d(b-c+3)\right) / 6} & \text { If } d \text { is odd }\end{cases} \\
\delta=\frac{g^{2} a b+2 g h b c+h^{2} c d}{N^{2}}-\frac{g b+h(d-1)}{N} \\
\left(g^{\prime}, h^{\prime}\right)=(g, h)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
\end{gathered}
$$

Proposition 3.25. The functions $E_{g}$ satisfy the following transformation properties:

$$
E_{g+N}=E_{-g}=-E_{g}
$$

And, if $\gamma\left(\begin{array}{cc}a & b \\ c N & d\end{array}\right) \in \Gamma_{0}(N)$, then

$$
E_{g}(\gamma \tau)= \begin{cases}E_{g, h}(\tau+b)=e^{\pi i b N B(g / N)} E_{g}(\tau) & \text { If } c=0 \\ \epsilon(a, b N, c, d) e^{\pi i g^{2} s b / N-g b} E_{a g}(\tau) & \text { If } c \neq 0\end{cases}
$$

Proposition 3.26. Let $f(\tau)=\prod_{g} E_{g}(\tau)^{e_{g}}$ for $g, e_{g} \in \mathbb{Z}$ with $g \not \equiv 0 \bmod N$. If

$$
\sum_{g} e_{g} \equiv 0 \quad \bmod 12 \quad \sum_{g} g e_{g} \equiv 0 \quad \bmod 2
$$

then $f$ is invariant under the action of $\Gamma(N)$. If, in addition,

$$
\sum_{g} g^{2} e_{g} \equiv 0 \quad \bmod 2 N
$$

then $f$ is a modular function on $\Gamma_{1}(N)$.
Proposition 3.27 ([Yan1, Lemma 2]). Let $N \in \mathbb{Z}_{\geq 0}$ and $\gamma \in \mathrm{SL}_{2}(\mathbb{Z})$.

$$
E_{g}(\gamma \tau)=\epsilon q^{\delta}+\text { higher powers }
$$

where $|\epsilon|=1$,

$$
\delta=\frac{(c, N)^{2}}{2 N} P_{2}\left(\frac{a g}{(c, N)}\right)
$$

where $P_{2}=\{x\}^{2}-\{x\}+1 / 6$ denotes the second Bernoulli polynomial for $\{x\}=x-\lfloor x\rfloor$ the fractional part of $x$.

Proof. We know

$$
1-x^{N}=\prod_{h=0}^{N-1}\left(1-\zeta_{N}^{h} x\right)
$$

Thus,

$$
E_{g}(\tau)=\prod_{h=0}^{N-1} E_{g, h}(\tau) \Longrightarrow E_{g}(\gamma \tau)=\prod_{h=0}^{N-1} E_{g, h}(\gamma \tau)=\epsilon^{\prime} \prod_{h=0}^{N-1} E_{a g+c h, b g+d h}(\tau)=\epsilon^{\prime} \prod_{h=0}^{N-1} E_{g^{\prime}, h^{\prime}}(\tau)
$$

with $\left|\epsilon^{\prime}\right|=1$. And the leading term will be

$$
\epsilon(a, b, c, d)^{N} e^{i \pi \sum_{h=0}^{N-1} \delta_{g, h}} q^{\sum_{h=0}^{N-1} B\left(g^{\prime} / N\right) / 2}
$$

This means that the smallest term is the one of order

$$
\lambda=\sum_{h=0}^{N-1} \frac{B\left(g^{\prime} / N\right)}{2}=\frac{1}{2} \sum_{h=0}^{N-1} P_{2}\left(\frac{a g+c h}{N}\right)
$$

by the transformation formulas in Proposition 3.24. Now $P_{2}$ is periodic (because $\{x\}$ is periodic) and so we can find its Fourier expansion.

Theorem (Fundamental Theorem on Convergence of Fourier Series). Let $f(x)$ be a periodic function of period $\rho=2 L$ which is piece-wise differential on $[-L, L]$ (this means that it is continuous on $[-L, L]$ and there exists a finite number of points $x_{0}=-L<x_{1}<\ldots<x_{n}<L=x_{n+1}$ such that $\left.f\right|_{\left(x_{i}, x_{i+1}\right)}$ is everywhere differentiable). Then $f(x)$ has Fourier expansion

$$
f(x)=a_{0}+\sum_{n=1}^{+\infty}\left(a_{n} \cos \frac{n \pi x}{L}+b_{n} \sin \frac{n \pi x}{L}\right)
$$

where

$$
a_{0}=\frac{1}{2 L} \int_{-L}^{L} f(x) d x \quad a_{n}=\frac{1}{L} \int_{-L}^{L} f(x) \cos \frac{n \pi x}{L} d x \quad b_{n}=\frac{1}{L} \int_{-L}^{L} f(x) \sin \frac{n \pi x}{L} d x
$$

If $x$ is a point of continuity of $f$, then the series converges in $x$ to the value of $f(x)$.

Now $\{x\}$ has period 1 and so has $P_{2}$; further $P_{2}$ is piece-wise differential.

$$
\begin{aligned}
& a_{0}=\int_{-1 / 2}^{1 / 2}\{x\}^{2}-\{x\}+\frac{1}{6} d x=2 \int_{0}^{1 / 2} x^{2}-x+\frac{1}{6} d x=2\left[\frac{x^{3}}{3}-\frac{x^{2}}{2}+\frac{x}{6}\right]_{0}^{1 / 2}=0 \\
& a_{n}=4 \int_{0}^{1 / 2}\left(x^{2}-x+\frac{1}{6}\right) \cos (2 n \pi x) d x= \\
& =4\left[\left(x^{2}-x+\frac{1}{6}\right) \frac{\sin (2 \pi n x)}{2 \pi n}\right]_{0}^{1 / 2}-\frac{4}{2 \pi n x} \int_{0}^{1 / 2}(2 x-1) \sin (2 \pi n x) d x= \\
& =\left[\frac{4}{2 \pi n}\left(x^{2}-x+\frac{1}{6}\right) \sin (2 \pi n x)+\frac{4}{4 \pi^{2} n^{2}}(2 x-1) \cos (2 \pi n x)-\frac{4}{8 \pi^{3} n^{3}} \sin (2 \pi n x)\right]_{0}^{1 / 2}=\frac{1}{n^{2} \pi^{2}}
\end{aligned}
$$

Finally, $b_{n}=0$ since $P_{2}$ is an odd function. Thus,

$$
P_{2}(x)=\sum_{n=1}^{+\infty} \frac{\cos (2 \pi n x)}{n^{2} \pi^{2}}
$$

from which

$$
\begin{aligned}
\lambda & =\frac{1}{2} \sum_{h=0}^{N-1} P_{2}\left(\frac{a g+c h}{N}\right)=\frac{1}{2} \sum_{h=0}^{N-1} \sum_{n=1}^{+\infty} \frac{\cos \left(\frac{2 \pi n}{N}(a g+c h)\right)}{n^{2} \pi^{2}}= \\
& =\frac{1}{2 \pi^{2}} \sum_{n=1}^{+\infty} \frac{1}{n^{2}} \sum_{h=0}^{N-1} \cos \left(\frac{2 \pi n}{N}(a g+c h)\right)
\end{aligned}
$$

Now

$$
\begin{aligned}
& \sum_{h=0}^{N-1} \cos \left(\frac{2 \pi n}{N}(a g+c h)\right)=\sum_{h=0}^{N-1} \cos \left(\frac{2 \pi n}{N} a g+\frac{2 \pi n}{N} c h\right)= \\
& =\cos \left(\frac{2 \pi n}{N} a g\right) \sum_{h=0}^{N-1} \cos \left(\frac{2 \pi n}{N} c h\right)-\sin \left(\frac{2 \pi n}{N} a g\right) \sum_{h=0}^{N-1} \sin \left(\frac{2 \pi n}{N} c h\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{h=0}^{N-1} \cos \left(\frac{2 \pi n}{N} c h\right)=\frac{1}{2}\left[\sum_{h=0}^{N-1} e^{2 \pi i n c h / N}+\sum_{h=0}^{N-1} e^{-2 \pi i n c h / N}\right] \\
& =\frac{1}{2}\left[\sum_{h=0}^{N-1}\left(e^{2 \pi i n c / N}\right)^{h}+\sum_{h=0}^{N-1}\left(e^{-2 \pi i n c / N}\right)^{h}\right]=\frac{1}{2}\left[\sum_{h=0}^{N-1}\left(\zeta_{N}^{c n}\right)^{h}+\sum_{h=0}^{N-1}\left(\zeta_{N}^{-c n}\right)^{h}\right] \\
& = \begin{cases}\frac{1}{2}[N+N] \\
\frac{1}{2}\left[\frac{\zeta_{N}^{c n N}-1}{\zeta_{N}^{c n}-1}+\frac{\zeta_{N}^{-c n N}-1}{\zeta_{N}^{-c n}-1}\right]= \begin{cases}N & \text { If } N \mid c n \\
0 & \text { If } N \nmid c n\end{cases} \end{cases}
\end{aligned}
$$

Exactly in the same way

$$
\sum_{h=0}^{N-1} \sin \left(\frac{2 \pi n}{N} c h\right)=\frac{1}{2}\left[\sum_{h=0}^{N-1} e^{2 \pi i n c h / N}-\sum_{h=0}^{N-1} e^{-2 \pi i n c h / N}\right]=0
$$

since the minus sign reduces to zero the case $N \mid c n$ too. Hence,

$$
\lambda=\frac{1}{2 \pi^{2}} \sum_{n=1}^{+\infty} \frac{1}{n^{2}} \sum_{h=0}^{N-1} \cos \left(\frac{2 \pi n}{N}(a g+c h)\right)=\frac{1}{2 \pi^{2}} \sum_{\substack{n=1 \\ N \mid n c}}^{+\infty} \frac{N}{n^{2}} \cos \left(\frac{2 \pi n}{N} a g\right)
$$

We observe that $N|n c \Leftrightarrow N /(N, c)| n$. Further, the first $n$ for which $N \mid n c$ is $n=N /(N, c)$; indeed, if $c=p_{1}^{e_{1}} \cdot \ldots \cdot p_{k}^{e_{k}}, n=p_{1}^{g_{1}} \cdot \ldots \cdot p_{k}^{g_{k}}$ and $N=p_{1}^{f_{1}} \cdot \ldots \cdot p_{k}^{f_{k}}$ are the prime factorization of $c, n$ and $N$, then $N \mid n c$ implies $e_{i}+g_{i}-f_{i} \geq 0$ for all $i$ and, therefore, we take $g_{i}=0$ if $e_{i} \geq f_{i}$ and $g_{i}=f_{i}-e_{i}$ if $f_{i}>e_{i}$. This says that $n=N /(N, c)$.

Thus, we write $m N /(N, c)$ and

$$
\lambda=\frac{1}{2 \pi^{2}} \sum_{\substack{n=1 \\ N \mid n c}}^{+\infty} \frac{N}{n^{2}} \cos \left(\frac{2 \pi n}{N} a g\right)=\frac{N}{2 \pi^{2}} \sum_{m=1}^{+\infty} \frac{(N, c)^{2}}{m^{2} N^{2}} \cos \left(\frac{2 \pi m}{(N, c)} a g\right)=\frac{(N, c)^{2}}{2 \pi^{2} N} \sum_{m=1}^{+\infty} \frac{1}{m^{2}} \cos \left(\frac{2 \pi m}{(N, c)} a g\right)
$$

and, remembering the Fourier expansion, we get

$$
\lambda=\frac{(N, c)^{2}}{2 \pi^{2} N} \sum_{m=1}^{+\infty} \frac{1}{m^{2}} \cos \left(\frac{2 \pi m}{(N, c)} a g\right)=\frac{(N, c)^{2}}{2 N} P_{2}\left(\frac{a g}{(N, c)}\right)
$$

### 3.1.7 Models for $X_{1}(N)$

We will now use Proposition 3.27 to show that we can construct modular functions with poles only at $\infty$ using generalized Dedekind $\eta$-products.

Let $N>4$ (for $N=2,3,4$ we have already seen that $X_{1}(N)=X_{0}(N)$ ). A cusp on $X_{1}(N)$ is said to be of first type if it lies above the cusp 0 on $X_{0}(p)$ for all $p \mid N$. We let

$$
\mathcal{F}_{1}^{0}(N)=\left\{\begin{array}{c}
\text { Group of functions on } X_{1}(N) \text { whose } \\
\text { divisors have support within the } \\
\text { cusps of finite type }
\end{array}\right\}
$$

and $\mathcal{F}_{1}^{\prime}(N)$ be the group generated by Generalized Dedekind $\eta$-products $\prod_{h=1}^{N-1} E_{0, h}^{e_{h}}$ satisfying the conditions

$$
\sum_{h=1}^{N-1} h^{2} e_{h} \equiv 0\left\{\begin{array}{ll}
\bmod N \text { if } N \text { is odd } \\
\bmod 2 N \text { if } N \text { is even }
\end{array} \quad \text { and } \quad \sum_{\substack{h= \pm a \\
\bmod N / p}} e_{h}=0 \quad \begin{array}{l}
\text { for all } p \mid N \text { and } \\
\text { for all residue classes } a \text { in } \mathbb{Z} / p \mathbb{Z}
\end{array}\right.
$$

Proposition $3.28([Y u$, Th.s 2 and 4$]) . \mathcal{F}_{1}^{0}(N)=\mathcal{F}_{1}^{\prime}(N)$ and they are of rank $\phi(N) / 2-1$.

In the same way (acting with the Atkin-Lehner involution) we define

$$
\mathcal{F}_{1}^{\infty}(N)=\left\{\begin{array}{c}
\text { Group of modular functions on } X_{1}(N) \\
\text { whose divisors have support within the } \\
\text { cusps lying above } \infty \in X_{0}(N)
\end{array}\right\}
$$

and $\mathcal{F}_{1}^{\prime \prime}(N)$ as the group generated by Generalized Dedekind $\eta$-products $\prod_{g=1}^{N-1} E_{g}(\tau)^{e_{g}}$ verifying

$$
\sum_{g=1}^{N-1} g^{2} e_{g} \equiv 0\left\{\begin{array}{ll}
\bmod N \text { if } N \text { is odd } \\
\bmod 2 N \text { if } N \text { is even }
\end{array} \quad \text { and } \quad \sum_{\substack{g \equiv \pm a \\
\bmod N / p}} e_{g}=0 \quad \begin{array}{l}
\text { for all } p \mid N \text { and } \\
\text { for all residue classes } a \text { in } \mathbb{Z} / p \mathbb{Z}
\end{array}\right.
$$

Proposition 3.29. $\mathcal{F}_{1}^{\infty}(N)=\mathcal{F}_{1}^{\prime \prime}(N)$ and they are of rank $\phi(N) / 2-1$.

Proposition 3.30. The group $\mathcal{F}_{1}^{\infty}(N)$ contains at least two functions that have poles only at infinity and such that their orders of poles are coprime.

This will enable us to use Theorem 2.53 to find models for the curves $X_{1}(N)$.

Remark. Since $\Gamma_{1}(N)$ is normal in $\Gamma_{0}(N)$, from every modular function $f \in \mathbb{C}\left(X_{1}(N)\right)$ we can recover a modular function on $X_{0}(N)$ by acting on $f$ with coset representatives in $\Gamma_{0}(N) / \Gamma_{1}(N)$ :

$$
\sum_{\gamma \in \Gamma_{0}(N) / \Gamma_{1}(N)} f(\gamma \tau)
$$

is a modular function on $X_{0}(N)$.

We define $W_{k}=E_{4 k} / E_{2 k}$. It is obvious that each $W_{k}$ satisfies $\sum_{g} e_{g}=1-1 \equiv 0 \bmod 12$ and $\sum_{g} g e_{g}=4 k-2 k \equiv 0 \bmod 2$. Thus, any product of $W_{k}$ 's will also satisfy these conditions. Hence, because of Proposition $3.26, \prod_{k} W_{k}$ is a modular function on $X_{1}(N)$ if and only if

$$
\begin{equation*}
\sum_{k} k^{2} e_{k} \equiv 0 \quad \bmod N \tag{3.1}
\end{equation*}
$$

Example ( $N=11$ ). We begin by studying the cuspidal tree for $N=11$


Now, by Proposition 3.27, we know that $E_{g}$ has order

$$
\frac{(c, N)^{2}}{2 N} P_{2}\left(\frac{a g}{(c, N)}\right)
$$

at a cusp $\mathfrak{c}=a / c$. This implies that all the $E_{g}$ 's have same order at the cusps above $0 \in X_{0}(11)$. Hence, $W_{k}$ can have zero or poles only at the cusps above $\infty \in X_{0}(11): \mathfrak{c}_{j}=j / 11$ for $j=1, \ldots, 5$. In the following table we describe the orders $\nu_{k}\left(\mathfrak{c}_{j}\right)$ of $W_{k}$ for $1 \leq k \leq 5$ (because of the rank of $\mathcal{F}_{1}^{\infty}$ ).

|  | $\mathfrak{c}_{1}$ | $\mathfrak{c}_{2}$ | $\mathfrak{c}_{3}$ | $\mathfrak{c}_{4}$ | $\mathfrak{c}_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $11 \nu_{1}$ | -5 | 2 | 10 | -3 | -4 |
| $11 \nu_{2}$ | 2 | -3 | -4 | 10 | -5 |
| $11 \nu_{3}$ | 10 | -4 | 2 | -5 | -3 |
| $11 \nu_{4}$ | -3 | 10 | -5 | -4 | 2 |
| $11 \nu_{5}$ | -4 | -5 | -3 | 2 | 10 |

This implies that, in order to get a function with only a pole at infinity $\mathfrak{c}_{1}$ of order $\delta$ we have to solve the following integer system

$$
\left\{\begin{array}{l}
-5 x_{1}+2 x_{2}+10 x_{3}-3 x_{4}-4 x_{5}=-11 \delta \\
2 x_{1}-3 x_{2}-4 x_{3}+10 x_{4}-5 x_{5} \geq 0 \\
10 x_{1}-4 x_{2}+2 x_{3}-5 x_{4}-3 x_{5} \geq 0 \\
-3 x_{1}+10 x_{2}-5 x_{3}-4 x_{4}+2 x_{5} \geq 0 \\
-4 x_{1}-5 x_{2}-3 x_{3}+2 x_{4}+10 x_{5} \geq 0 \\
x_{1}+4 x_{2}+9 x_{3}+16 x_{4}+25 x_{5} \equiv 0 \quad \bmod 11
\end{array}\right.
$$

where the last line corresponds to the condition 3.1 which guarantees the modularity of the $W_{k}$-product. Using lp_solve we find two solutions for $\delta=2$ and 3 (which is expected since $X_{1}(N)$ is an elliptic curve). In particular, for $\delta=2$ we find the solution ( $1,0,-2,-1,0$ ) which gives

$$
X=-\frac{W_{1}}{W_{3}^{2} W_{4}}=q^{-2}+2 q^{-1}+4+5 q+6 q^{2}+5 q^{3}+3 q^{4}-q^{5}-6 q^{6}+\ldots
$$

and for $\delta=3$ we get $(1,0,-2,0,2)$ yielding

$$
Y=\frac{W_{1} W_{5}^{2}}{W_{3}^{2}}=q^{-3}+4 q^{-2}+9 q^{-1}+16+24 q+30 q^{2}+30 q^{3}+21 q^{4}+2 q^{5}-26 q^{6}+\ldots
$$

We find linear relations giving an equation for $X_{1}(11)$

$$
Y^{2}-2 X Y+Y=X^{3}-2 X+X
$$

### 3.1.8 Models for $X(N)$

The procedure to find models for $X(N)$ follows exactly the one for $X_{1}(N)$. As noticed before the example for $X_{1}(11)$, if we define $W_{k}=E_{4 k} / E_{2 k}$, we observe that $W_{k}$ satisfies $\sum_{g} e_{g}=1-1 \equiv 0 \bmod 12$ and $\sum_{g} g e_{g}=4 k-2 k \equiv 0 \bmod 2$. Thus, thanks to Proposition $3.26, \prod_{k} W_{k}$ is a modular function on $X(N)$ (Note that we do not need anymore Condition 3.1).

Example $(N=7) . X(7)$ is a genus 3 curve. Its cuspidal tree looks as follows:


We observe that $E_{g}$ has order

$$
\frac{(c, N)^{2}}{2 N} P_{2}\left(\frac{a g}{(c, N)}\right)
$$

at a cusp $\mathfrak{c}=a / c$. Now,

- for all $\mathfrak{c} \in\{0, \ldots, 6\} \subseteq \operatorname{Cusps}(X(7)), \operatorname{ord}_{\mathfrak{c}} E_{g}=0$;
- for all $\mathfrak{c}=i / 2 \in \operatorname{Cusps}(X(7))$ with $i \in\{1,3,5,7,9,11,13\}$, ord $E_{g}=0$;
- for all $\mathfrak{c}=j / 3 \in \operatorname{Cusps}(X(7))$ with $j \in\{1,2,4,5,7,10,13\}$, $\operatorname{ord}_{\mathfrak{c}} E_{g}=0$;
i.e., all the $E_{g}$ 's have same order at the cusps above $0 \in X_{0}(7)$.

Remark. Note that this happens because the denominators of all the cusps above 0 are coprime with 7 , i.e., the argument of $P_{2}$ is integral and $P_{2}(\mathbb{Z})=1 / 6$.

The $W_{k}$ 's can have zero or poles only at the cusps above $\infty \in X_{0}(11): \infty, 2 / 7$ and $3 / 7$. We display the orders $\nu_{k}\left(\mathfrak{c}_{j}\right)$ of $W_{k}$ for $\mathfrak{c}_{j}=j / 7,1 \leq k \leq 3$ in the following table

|  | $\mathfrak{c}_{1}$ | $\mathfrak{c}_{2}$ | $\mathfrak{c}_{3}$ |
| :---: | :---: | :---: | :---: |
| $7 \nu_{1}$ | -1 | 3 | -2 |
| $7 \nu_{2}$ | 3 | -2 | -1 |
| $7 \nu_{3}$ | -2 | -1 | 3 |

Therefore, we have to solve the integer linear problem

$$
\left\{\begin{array}{l}
-x_{1}+3 x_{2}-2 x_{3}=-7 \delta \\
3 x_{1}-2 x_{2}-x_{3} \geq 0 \\
-2 x_{1}-x_{2}+3 x_{3} \geq 0
\end{array}\right.
$$

We find a function with a pole of order 3 at $\infty$

$$
X=-\frac{1}{W_{2}^{7}}=q^{-3}+7 q^{-2}+28 q^{-1}+77+154 q+217 q^{2}+168 q^{3}-97 q^{4}-546 q^{5}+\ldots
$$

and another one with a pole of order 5:

$$
Y=-\frac{1}{W_{2}^{13} W_{3}^{2}}=q^{-5}+11 q^{-4}+68 q^{-3}+295 q^{-2}+980 q^{-1}+2583+5435 q+8868 q^{2}+9964 q^{3}+\ldots
$$

The algebraic relation between these two functions yields an equation for the modular curve of full level 7 structure: $Y^{3}=X^{5}-2 X^{3} Y+X Y^{2}$.

Otherwise, following [CKK], we can change the local parameter at $\infty$, taking $q_{7}=e^{2 \pi i / 7}$ instead. This would transform the linear system in the following

$$
\left\{\begin{array}{l}
-x_{1}+3 x_{2}-2 x_{3}=-\delta \\
3 x_{1}-2 x_{2}-x_{3} \geq 0 \\
-2 x_{1}-x_{2}+3 x_{3} \geq 0
\end{array}\right.
$$

which, for has solution

$$
X=-W_{1}\left(q_{7}\right) W_{3}\left(q_{7}\right)=q_{7}^{-3}+q_{7}^{4}+q_{7}^{11}-q_{7}^{25}-q_{7}^{32}+q_{7}^{46}+2 q_{7}^{53}+q_{7}^{60}+\ldots
$$

for $\delta=3$ and

$$
Y=-W_{1}\left(q_{7}\right) W_{3}\left(q_{7}\right)=q_{7}^{-5}+2 q_{7}^{2}+2 q_{7}^{9}+q_{7}^{16}-q_{7}^{23}-3 q_{7}^{30}-2 q_{7}^{37}+q_{7}^{44}+5 q_{7}^{51}+6 q_{7}^{58}+\ldots
$$

for $\delta=5$. This yields a model for $X(7): Y^{3}=X^{5}+X Y$.
Note that, in general, from Proposition 3.24, we have
Lemma 3.31 ([Yan1, Cor. 1]). Let $(g, h)$ be pairs of integers, and suppose that $e_{g, h}$ are integers such that

$$
\sum_{(g, h)} e_{g, h} \equiv 0 \quad \bmod 12
$$

and

$$
\sum_{(g, h)} g^{2} e_{g, h} \equiv \sum_{(g, h)} g h e_{g, h} \equiv \sum_{(g, h)} h^{2} e_{g, h} \equiv 0 \quad \bmod 2 N
$$

Then the product $f(\tau)=\prod_{(g, h)} E_{g, h}(\tau)^{e_{g, h}}$ is a modular function on $\Gamma(N)$.
This says that $E_{g, h}^{12 N}$ is a modular function on $\Gamma(N)$ with divisor supported on the cusps, see $[K L, T h . ~ I I .1 .2]$.

### 3.2 Non-split Cartan modular curves

In this section we study a different type of congruence subgroups called Cartan modular groups (and their normalizers).

We present here a toy example. Suppose $p$ is an odd prime and $\lambda \in \mathbb{Z} / p \mathbb{Z}$ is not a square. Let $\Gamma$ be the set of matrices in $S L_{2}(\mathbb{Z})$ defined by

$$
\Gamma=\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \right\rvert\, a \equiv d \text { and } b \equiv \lambda c \quad \bmod p\right\}
$$

One can easily verify that this is a congruence subgroup since it contains $\Gamma(p)$. Since $\lambda$ is not a square in $\mathbb{F}_{p}$, then the polynomial $f(X)=X^{2}-\lambda$ has no solution in $\mathbb{F}_{p}$. We construct the splitting field of $f(X) \in \mathbb{F}_{p}[X]$ by adjoining a root of $f(X)$ to $\mathbb{F}_{p}$ and we obtain $\mathbb{F}_{p}[\sqrt{\lambda}]=\mathbb{F}_{p^{2}}$.
Now consider the action of $\mathrm{SL}_{2}(\mathbb{Z})$ defined as usual

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)(\tau)=\frac{a \tau+b}{c \tau+d}
$$

This induces an action of $\mathrm{SL}_{2}(\mathbb{Z})$ on $\tau \in \mathbb{F}_{p^{2}}-\mathbb{F}_{p}$ :

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)(s \sqrt{\lambda}+t)=\frac{a c\left(t^{2}-s^{2} \lambda\right)+(a d+b d) t+(a d-b c) \sqrt{\lambda}}{2 d t c+c^{2}\left(t^{2}-s^{2} \lambda\right)} \in \mathbb{F}_{p^{2}}-\mathbb{F}_{p} \quad \text { since } \gamma \in S L_{2}(\mathbb{Z})
$$

This action is transitive and such that $\operatorname{Stab}_{S L_{2}(\mathbb{Z})}(\sqrt{\lambda})=\Gamma$, meaning that

$$
\Gamma \backslash S L_{2}(\mathbb{Z}) \simeq \mathbb{F}_{p^{2}}-\mathbb{F}_{p} \quad \Rightarrow \quad \# \Gamma \backslash S L_{2}(\mathbb{Z})=p^{2}-p=p(p-1)
$$

. If we look at the action of $S$ and on $\mathbb{F}_{p^{2}}-\mathbb{F}_{p}$, we get

$$
\# S \text {-orbits of size } 1=\left\{\begin{array}{lll}
0 & \text { if } p \equiv 1 & \bmod 4 \\
2 & \text { if } p \equiv 3 & \bmod 4
\end{array}\right.
$$

The action of $S T$ on $\mathbb{F}_{p^{2}}-\mathbb{F}_{p}$ yields

$$
\# S T \text {-orbits of size } 1=\left\{\begin{array}{lll}
0 & \text { if } p \equiv 1 & \bmod 3 \\
2 & \text { if } p \equiv 2 & \bmod 3
\end{array}\right.
$$

Finally, the action of $T$ on $\mathbb{F}_{p^{2}}-\mathbb{F}_{p}$ is given by $T(\tau)=\tau+1$ and therefore $T$ acts on $\mathbb{F}_{p^{2}}-\mathbb{F}_{p}$ by translation.

$$
\# T \text {-orbits }=p-1
$$

Combining all of these produces the following genus formula:

$$
g\left(X_{\Gamma}\right)=\frac{(p-6)(p-1)+a}{12} \quad \text { where } \quad a=\left\{\begin{array}{lll}
12 & \text { if } p \equiv 1 & \bmod 12 \\
4 & \text { if } p \equiv 5 & \bmod 12 \\
6 & \text { if } p \equiv 7 & \bmod 12 \\
-2 & \text { if } p \equiv 11 & \bmod 12
\end{array}\right.
$$

$X(\Gamma)$ is an example of a Cartan modular curve. In this section we generalize this construction to a generic $N$ and we study the normalizers of these groups.

### 3.2.1 Quotients of the modular curve $X(N)$

Let $N$ be a positive integer $N$. In the previous chapters we have studied the modular curve $X(N)$ with full level $N$-structure classifying elliptic curves with a basis of their $N$-torsion.

When studying modular curves one of the most appreciated approaches is to focus on their function fields. We know that $\mathbb{Q}(X(1))=\mathbb{Q}(j)$. The field of functions of $X(N)$ is the field of modular functions of level $N$ rational over its field of definition $\mathbb{Q}\left(\zeta_{N}\right)$ [Shi, Ch. 6] or [DS, Ch. 6]. Each function field $\mathbb{Q}(X(N))=\mathbb{Q}\left(\zeta_{N}\right)(X(N))=\mathbb{Q}\left(\zeta_{N}, E[N]\right)$ is a Galois extension of $\mathbb{Q}(j)=\mathbb{Q}(X(1))$ with Galois group

$$
\mathcal{G} a \ell(\mathbb{Q}(X(N)) / \mathbb{Q}(j)) \simeq G L_{2}(\mathbb{Z} / N \mathbb{Z}) /\{ \pm 1\}
$$

which is defined up to an inner automorphism. Once this is fixed, we have

$$
\mathcal{G} a \ell\left(\mathbb{Q}(X(N)) / \mathbb{Q}\left(\zeta_{N}, j\right)\right) \simeq \mathrm{SL}_{2}(\mathbb{Z} / N \mathbb{Z}) /\{ \pm 1\}
$$

with $\mathcal{G} a \ell\left(\mathbb{Q}\left(\zeta_{N}\right) / \mathbb{Q}\right) \simeq(\mathbb{Z} / N \mathbb{Z})^{\times}$.


The group $G=G L_{2}(\mathbb{Z} / N \mathbb{Z})$ acts on $X(N)$ and the action is defined on non cuspidal points by

$$
\begin{aligned}
\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}) \times X(N) & \longrightarrow X(N) \\
(\Lambda,(E, \phi)) & \longrightarrow(E, \Lambda \circ \phi)
\end{aligned}
$$

(where $\phi$ is an isomorphism $E[N] \rightarrow(\mathbb{Z} / N \mathbb{Z})^{2}$ ) and is then extended uniquely to the whole compactified curve $X(N)$. The quotient of this action is the $j$-line $X(1)=\mathbb{P}^{1}$ [Shi, Prop 6.6].

What happens if we quotient by a subgroup instead of the entire general linear group? If $H$ is a subgroup of $\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z})$ such that $\operatorname{det}(H)=(\mathbb{Z} / N \mathbb{Z})^{\times}$, then the corresponding modular curve $X_{H}=H \backslash X(N)$ is geometrically connected over $\mathbb{Q}$, see $[D R]$ and $[R o h, \S 1.2]$. The quotient curve is described as the set of equivalence classes of elliptic curve enhanced with full $N$-level structure under the relation

$$
(E, \phi) \sim(F, \psi) \Longleftrightarrow E \simeq E^{\prime} \text { and there exists } \sigma \in H \text { s.t. } \phi=\psi^{\sigma}
$$

In other words, $X_{H}=X(N) / H=X(N) / \sim$.
Note that the curve $X_{H}$ can also be constructed via Galois theory; the subgroup $H$ (provided it contains $-I$ ) corresponds to a subgroup of $\mathcal{G} a \ell(\mathbb{Q}(X(N)) / \mathbb{Q}(X(1)))$ and by Galois correspondence we get an intermediate extension of $\mathbb{Q}(X(N)) / \mathbb{Q}(X(1))$ to which we associate a curve which will be the desired $X_{H}$. If we denote $\operatorname{det}(H)$ is the image of $H$ under the determinant map, then the curve $X_{H}$ is defined over $\mathbb{Q}\left(\zeta_{N}\right)^{\operatorname{det}(H)}$ and so, if $\operatorname{det}(H)=(\mathbb{Z} / N \mathbb{Z})^{\times}$, then $X_{H}$ is defined over $\mathbb{Q}$.
Otherwise, one can construct $X_{H}$ in a more geometric way: let $H^{\prime}=H \cap S L_{2}(\mathbb{Z} / N \mathbb{Z})$ and let $\Gamma=\Gamma_{H}$ be a lift (a pullback via the reduction map) of $H^{\prime}$ to $S_{2}(\mathbb{Z})$; then the curve $H_{\Gamma}(\mathbb{C})$ is isomorphic to $X_{H}$.
Finally, we can construct $X_{H}$ directly as a quotient of $X(N)$. We know that $X(N)$ classifies isomorphism classes of elliptic curves together with some full level $N$-structure.

### 3.2.2 Galois representations and elliptic curves

Let $E$ be an elliptic curve over $\mathbb{Q}$; the absolute Galois group $\mathcal{G}_{\mathbb{Q}}=\mathcal{G} a l(\overline{\mathbb{Q}} / \mathbb{Q})$ acts on the torsion points of $E$ component-wise. Identifying $E[N]$ with $(\mathbb{Z} / N \mathbb{Z})^{2}$ we obtain a representation

$$
\rho_{N}: \mathcal{G} a \ell(\overline{\mathbb{Q}} / \mathbb{Q}) \longrightarrow \mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z})
$$

When we restrict our attention to the prime case $N=p$, Serre conjectured that, for every elliptic curve over $\mathbb{Q}$ without complex multiplication, this representation is surjective for all but finitely many primes, called exceptional primes (Serre's Uniformity Conjecture) [Ser2]. This would prove that

$$
\lim _{m \in \mathbb{Z}} \rho_{E, m}(\mathcal{G} a \ell(\overline{\mathbb{Q}} / \mathbb{Q})) \subset \underset{m \in \mathbb{Z}}{\left.\lim _{\overleftarrow{( }} G L_{2}(\mathbb{Z} / m \mathbb{Z}) \simeq G L_{2}(\hat{\mathbb{Z}}), ~\right)}
$$

has finite index (open image theorem). To study the upper bound for the exceptional primes on can study the image of the representation. If $\rho_{p}(\mathcal{G} a \ell(\overline{\mathbb{Q}} / \mathbb{Q}))$ is not $\mathrm{GL}_{2}(\mathbb{Z} / p \mathbb{Z})$, then it has to be contained in one of its maximal subgroups. Maximal subgroups of $\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z})$ are well known and they are

- Borel subgroups;
- Exceptional subgroups isomorphic to $A_{4}, S_{4}$ and $A_{5}$ (irregular case);
- Normalizers of split Cartan subgroups;
- Normalizers of non-split Cartan subgroups.

Using the moduli space description of modular curves it can be proved that non CM elliptic curves over $\mathbb{Q}$ such that $\rho_{E, N}\left(\mathcal{G}_{\mathbb{Q}}\right)$ is conjugate to a subgroup of $H$ for some maximal subgroup $H \leq G L_{2}(\mathbb{Z} / N \mathbb{Z})$ gives rise to a (non-cuspidal) $\mathbb{Q}$-rational point on $X_{H}$ :

Theorem 3.32. Let $H \leq G L_{2}(\mathbb{Z} / N \mathbb{Z})$ and suppose that $\operatorname{det}(H)=(\mathbb{Z} / N \mathbb{Z})^{\times}$. Then
(i) $Y_{H}$ and its compactification $X_{H}$ are defined over $\mathbb{Q}$.
(i) Every $Q \in Y_{H}(\mathbb{Q})$ is supported on some elliptic curve $E / \mathbb{Q}$ (i.e., that there is some $E / K$ and an isomorphism $\alpha: E[N] \rightarrow(\mathbb{Z} / N \mathbb{Z})^{2}$ such that $\left.Q=[(E, \alpha)]_{H}\right)$.
(iii) If $Q \in Y_{H}(\mathbb{Q})$ and $j(Q) \neq 0,1728$, then $Q=[(E, \alpha)]_{H}$ such that $E$ is defined over $\mathbb{Q}$ and $\rho_{E, N}\left(\mathcal{G}_{\mathbb{Q}}\right) \subseteq H$ (up to conjugation). Conversely, if there is $E$ is defined over $\mathbb{Q}$ and $\rho_{E, N}\left(\mathcal{G}_{\mathbb{Q}}\right) \subset H$ (up to conjugation) then $[(E, \alpha)] \in Y_{H}(\mathbb{Q})$ for a suitable $\alpha$.

Further, if $-I \notin H$, then the elliptic curve $E$ describing $Q$ above is unique, otherwise it can be replaced by any quadratic twist.

This implies that Serre's uniformity conjecture is equivalent to
Conjecture. Let $H$ be a proper subgroup of $\mathrm{GL}_{2}\left(\mathbb{F}_{p}\right)$ such that $\operatorname{det}(H)=\mathbb{F}_{p}^{\times}$. Then there exists a positive constant $C$ such that, for all primes $p>C_{H}$, the only rational points on the modular curve $X_{H}(p)$ are the "expected" ones, namely the cusps and the CM points.

If $H$ is a Borel subgroup, then we denote the associated modular curve of level $p$ by $X_{0}(p)$ while if $H$ is isomorphic to a normalizer of a split (non-split) Cartan subgroup then we write $X_{s}^{+}(p)\left(X_{n s}^{+}(p)\right)$. This conjecture has been proved for 3 of the four cases needed; Serre himself dealt with the irregular case [Ser2].

Theorem 3.33 (Serre - Irregular case). If $p \geq 11$ then $X\left(\mathbb{Q}_{p}\right)=\emptyset$ for $X=X_{A_{4}}(p), X_{S_{4}}(p), X_{A_{5}}(p)$.
Few years later Mazur settled the Borel case [Maz4].
Theorem 3.34 (Mazur - Borel case). If $p>37$ then $X_{0}(p)(\mathbb{Q}) \subset\{$ cusps, CM-points $\}$.
In more recent times Bilu, Parent and Rebolledo proved Serre's uniformity conjecture in the case of H a subgroup of the normalizer of a split Cartan Subgroup.

Theorem 3.35 (Bilu, Parent and Rebolledo - Split Cartan case). If $p>13$ then $X_{s}^{+}(p)(\mathbb{Q}) \subset\{$ cusps, CM-points $\}$.

Finally, Balakrishnan, Dogra, Müller, Tuitman and Vonk proved that in the split Cartan case one has $p \geq 13$ [Bal+].

The question about the non-split Cartan case remains opens but some cases are known: for $p<11$ the non-split Cartan curves have genus zero and they have infinitely many rational points. Ligozat [Lig2] extended the result to level $p=11$ and in 2020 Bilu, Bajolet and Matschke have proved that for $11<p<101 X_{n s}^{+}(p)$ has no integral points but the $C M$ ones.

Before introducing the main characters of this chapter, Cartan subgroups, we will briefly recall how to construct expected CM -points on modular curves following [Maz3]. Let $E / \mathbb{C}$ be an elliptic curve with complex multiplication by an imaginary quadratic order End $\mathbb{C}_{\mathbb{C}}(E)=\mathcal{O}_{E}$. We denote $\Delta_{E}=\operatorname{disc}\left(\mathcal{O}_{E}\right), K=\operatorname{Frac}\left(\mathcal{O}_{E}\right)$ and $c=\left[\mathcal{O}_{K}: \mathcal{O}_{E}\right]$ the conductor of $\mathcal{O}_{E}$.

Remark. If $E$ is isomorphic to the complex torus $\mathbb{C} / \Lambda$ for the lattice $\Lambda=\mathbb{Z}+\tau \mathbb{Z}$ we have $\mathcal{O}_{E}=\mathbb{Z}[\tau]$.
For a prime $p$ we know that $\mathcal{O}_{E} / p \mathcal{O}_{E}$ is a $\mathbb{F}_{p}$-algebra of dimension 2 which yields the three possibilities below:

- $p$ ramifies which means that $p \mathcal{O}_{E}=\mathfrak{p}^{2}$ for a prime ideal $\mathfrak{p}$. In this case, if $\epsilon$ is a generator of $\mathfrak{p}$, then $\operatorname{ker}(\epsilon)$ is in $E[p]$ and it is a subgroup of order $p$; thus, the pair $(E, \operatorname{ker}(\epsilon))$ determines a point $Q \in X_{0}(p)$.
- $p$ splits, i.e. $p \mathcal{O}_{E}=\mathfrak{p q}$ for a prime ideal $\mathfrak{p}$ and its conjugate $\mathfrak{q}$. In this case $\operatorname{ker}\left(\epsilon_{1}\right)$ and $\operatorname{ker}\left(\epsilon_{2}\right)$ are independent cyclic subgroups of order $p$ in $E[p]$; thus, $\left(E, \operatorname{ker}\left(\epsilon_{1}\right)\right.$, $\left.\operatorname{ker}\left(\epsilon_{1}\right)\right)$ yields a point $Q \in X_{s}^{+}(p)$.
- $p$ remains prime, i.e. $p \mathcal{O}_{E}=\mathfrak{p}$. In this case $\mathcal{O}_{E} / p \mathcal{O}_{E}$ is a field and we obtain a point on $Q \in X_{n s}^{+}(p)$.

Consequently, for each elliptic curve with complex multiplication $E$, we obtain a non-cuspidal point $Q$ on one of the curves $X_{0}(N), X_{s}^{+}(p)$ or $X_{n s}^{+}(p)$ which is defined over a subfield of index two in the ray class field of $\mathcal{O}_{E} \otimes \mathbb{Q}$, with conductor equal to the conductor of $\mathcal{O}_{E}$. Thus, to get rational points on a modular curve we need that the associated elliptic curve $E$ is defined over $\mathbb{Q}$. Now, since by the theory of complex multiplication we know that $\left[\mathbb{Q}\left(j_{E}\right): \mathbb{Q}\right]=h_{\mathcal{O}_{E}}$ the class number of $\mathcal{O}_{E}$, we only get rational points from elliptic curves with CM by a class number one order. By [Cox, Theo. 7.30] we know that there are only 13 imaginary quadratic orders with class number 1 , namely those of discriminant $\Delta=-3,-4,-7,-8,-11,-12,-16,-19,-27,-28,-43,-67,-163$. Hence, for each prime $p$ we get 13 expected rational points on $X_{0}(N) \coprod X_{s}^{+}(p) \coprod X_{n s}^{+}(p)$ and, knowing that a prime ramifies in $\mathcal{O}$ if and only if it divides the discriminant, for $p>163$ all the expected points land outside $X_{0}(p)$.

### 3.2.3 Non-split Cartan subgroups and their normalizers

In this section we finally introduce Cartan subgroups and their normalizers. The main references will be [Ser3, A.5] and [Bar2].

Let $A$ be a finite free commutative $\mathbb{Z} / N \mathbb{Z}$ algebra of rank 2 with unit discriminant; if $p \mid N, A / p A$ is either equal to $\mathbb{F}_{p} \times \mathbb{F}_{p}$ (split case) or $\mathbb{F}_{p^{2}}$ (non-split case). Let $A^{\times}$be the multiplicative group of invertible elements of $A$; then we have a natural action of $A^{\times}$on $A$, defined by multiplication, which defines an embedding $A^{\times} \hookrightarrow \operatorname{Aut}_{\mathbb{Z} / N \mathbb{Z}}(A) \simeq \operatorname{Aut}_{\mathbb{Z} / N \mathbb{Z}}\left((\mathbb{Z} / N \mathbb{Z})^{2}\right)=\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z})$.

Definition. A Cartan subgroup of $\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z})$ is a subgroup arising as the image of such a group $A^{\times}$. If $A$ is split (non-split) at $p$ the subgroup will be called split (non-split) Cartan subgroup.

Remark. Since the non-split Cartan subgroups only depend on the basis chosen for $A$, all the non-split Cartan subgroups of $\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z})$ are conjugated and so are their normalizers.

Let us take a quadratic order $\mathcal{O}$ with discriminant prime to $N$ and suppose that every prime in the factorization of $N$ is inert in $R$ (i.e., $\left(\Delta_{\mathcal{O}} \mid p\right)=-1$ ); note that there are infinitely many such orders. The algebra $A=\mathcal{O} / N \mathcal{O}$ is a finite commutative $\mathbb{Z} / N \mathbb{Z}$-algebra of rank 2 with unit discriminant by construction.

The order $\mathcal{O}$ admits a $\mathbb{Z}$-basis of the form $\{1, \alpha\}$ where $\alpha$ is the zero of a monic irreducible polynomial $x^{2}-u x+v$. The algebra $A=\mathcal{O} / N \mathcal{O}$ admits therefore a $\mathbb{Z} / N \mathbb{Z}$-basis of the form $\{1, \bar{\alpha}\}$ and the group $A^{\times}$ embeds in $\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z})$ via its regular representation. Its image will be denoted $C_{n s}(N)$ and it is a non-split Cartan subgroup.

Lemma 3.36. The orders of the non-split Cartan subgroups of $\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z})$ are all equal to the order of $A^{\times}$:

$$
\# C_{n s}(N)=N^{2} \prod_{p \mid N}\left(1-\frac{1}{p^{2}}\right)
$$

Proof. If $N=p^{n}$ is a power of primes, then

$$
A=\frac{\left(\mathbb{Z} / p^{n} \mathbb{Z}\right)[x]}{(f(x))}
$$

with $\operatorname{deg} f=2$. Then $A$ is a local ring with maximal ideal $\mathfrak{m}=(p)$ and $A^{\times} \simeq \mathbb{F}_{p^{2}}^{\times} \times(1+\mathfrak{m})$ and it is easy to check that $|\mathfrak{m}|=|1+\mathfrak{m}|=p^{2(n-1)}$. Thus

$$
\# A^{\times}=p^{2(n-1)} \cdot\left(p^{2}-1\right)=p^{2 n}\left(1-\frac{1}{p^{2}}\right)
$$

We can easily extend the result to the general case by following [DD2].
Example. Let us study the case $N=p$. We choose a quadratic imaginary order with prime discriminant $q \neq p$. This means that we take $q \equiv 3 \bmod 4$ and $\mathcal{O}=\mathbb{Z}[\sqrt{-q}]=\mathbb{Z}[x] /\left(x^{2}+q\right)$. We suppose $(q \mid p)=-1$.

$$
\mathcal{O} / p \mathcal{O} \simeq \frac{\mathbb{F}_{p}[x]}{\left(x^{2}+\bar{q}\right)} \simeq \mathbb{F}_{p^{2}}
$$

Now $\mathbb{F}_{p^{2}}^{\times}$acts on $\mathbb{F}_{p^{2}}$ via multiplication. Let $\mathbb{F}_{p^{2}}=\mathbb{F}_{p}[\xi]$, then

$$
\begin{aligned}
\iota: \mathbb{F}_{p^{2}}^{\times} & \longrightarrow \mathrm{GL}_{2}\left(\mathbb{F}_{p}\right) \\
\beta & \longrightarrow M(\beta)
\end{aligned}
$$

If $\beta=x+y \xi \in \mathbb{F}_{p^{2}}^{\times}$then $\beta \cdot 1=x+y \xi$ and $\beta \cdot \xi=x \xi-y \bar{q}$. Thus

$$
M(\beta)=\left(\begin{array}{cc}
x & -\bar{q} y \\
y & x
\end{array}\right)
$$

Thus the non-split Cartan subgroups of $G L_{2}\left(\mathbb{F}_{p}\right)$ are all conjugate to

$$
C_{n s}(p)=\left\{\left.\left(\begin{array}{cc}
a & \epsilon b \\
b & a
\end{array}\right) \in \mathrm{GL}_{2}\left(\mathbb{F}_{p}\right) \right\rvert\, a^{2}-\epsilon b^{2} \neq 0\right\}
$$

Note that $C_{n s}(p)$ is the image of a cyclic group of order $p^{2}-1$ and, therefore, it is itself a cyclic group of order $p^{2}-1$.

Remark. If $p \equiv 3 \bmod 4$ we can take $\epsilon=-1$ (Gaussian integers).
There is a geometric interpretation of non-split Cartan subgroups: the group $\mathrm{GL}_{2}\left(\mathbb{F}_{p}\right)$ acts on the right on $\mathbb{P}^{1}\left(\mathbb{F}_{p}\right)$ by $(x: y) \cdot\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)=(a x+c y: b x+d y)$. Any non-split Cartan subgroup of $\mathrm{GL}_{2}\left(\mathbb{F}_{p}\right)$ can be defined as the stabilizer of $(1: \alpha) \in \mathbb{P}^{1}\left(\mathbb{F}_{p^{2}}\right) \backslash \mathbb{P}^{1}\left(\mathbb{F}_{p}\right)$ for a choice of $\alpha$ in $\mathbb{F}_{p^{2}} \backslash \mathbb{F}_{p}$.

Example. What happens for $N=p^{n}$ a power of a prime? Once again, we consider a quadratic order $\mathcal{O}=\mathbb{Z}[\sqrt{-q}]$ with $q$ as above.

$$
A=\mathcal{O} / p^{2} \mathcal{O} \simeq\left(\mathbb{Z} / p^{2} \mathbb{Z}\right)[\alpha]
$$

As noticed before, since $\left(x^{2}+q\right)$ is irreducible modulo $p, A$ is a local ring whose multiplicative group of units is isomorphic to $1+p A$. Thus,

$$
C_{n s}\left(p^{n}\right)=\left\{\left.\left(\begin{array}{cc}
a & \epsilon b \\
b & a
\end{array}\right) \in \mathrm{GL}_{2}\left(\mathbb{Z} / p^{n} \mathbb{Z}\right) \right\rvert\, a^{2}-\epsilon b^{2} \not \equiv 0 \quad \bmod p\right\}
$$

We may now describe the normalizer of $C_{n s}(N)$ inside $G L_{2}(\mathbb{Z} / N \mathbb{Z})$. For every prime $p$ that divides $N$
there exists a unique ring automorphism $\sigma_{p}$ of $\mathcal{O} / N \mathcal{O}$ such that

$$
\sigma_{p}(\alpha) \equiv u-\alpha \quad \bmod p^{\nu_{p}(N)} \quad \text { and } \quad \sigma_{p} \equiv \mathrm{Id} \quad \bmod N / p^{\nu_{p}(N)}
$$

We identify $\sigma_{p}$ with an element $S_{p}$ of $\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}) \simeq \operatorname{Aut}(A)$. Since the automorphisms $\sigma_{p}$ have order 2 and they all commute, the matrices $S_{p}$ have the same properties.

Proposition 3.37. The normalizer $C_{n s}^{+}(N)$ of the non-split Cartan subgroup $C_{n s}$, is the group

$$
\left\langle C_{n s}(N), S_{p}\right| \text { for all } p|N\rangle
$$

Proof. This is Proposition 2.3 in [Bar2].
We have a short exact sequence

$$
1 \longrightarrow C_{n s}(N) \longrightarrow C_{n s}^{+}(N) \longrightarrow\left\langle S_{p}\right| \text { for all } p|N\rangle \longrightarrow 1
$$

This gives

$$
\# C_{n s}^{+}(N)=\# C_{n s}(N) \cdot \#\left\langle S_{p}, \quad \forall p \mid N\right\rangle=N^{2} 2^{\omega(N)} \prod_{p \mid N}\left(1-\frac{1}{p^{2}}\right)
$$

where $\omega(N)$ is the prime function counting the number of prime divisors of $N$.
Example. In the prime case we have

$$
C_{n s}^{+}(p)=\left\{G \in \mathrm{GL}_{2}\left(\mathbb{F}_{p}\right) \mid G C_{n s}(p) G^{-1}=C_{n s}(p)\right\}
$$

To find a description of the full normalizer of $C_{n s}(p)$ we note that $A=\mathcal{O} / p \mathcal{O} \simeq \mathbb{F}_{p^{2}}=\mathbb{F}_{p}[\xi]$ and we have two field automorphisms, namely the identity and $\sigma$ which sends $\xi \rightarrow-\xi$. This is represented by the matrix $\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$ which happens to be in $C_{n s}^{+}(p)$ since

$$
\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)\left(\begin{array}{cc}
a & \epsilon b \\
b & a
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)=\left(\begin{array}{cc}
a & -\epsilon b \\
-b & a
\end{array}\right) \in C_{n s}(p)
$$

Thus

$$
C_{n s}^{+}(p)=\left\langle C_{n s}(p),\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)\right\rangle=\left\{\left(\begin{array}{cc}
a & \epsilon b \\
b & a
\end{array}\right), \left.\left(\begin{array}{cc}
a & -\epsilon b \\
b & -a
\end{array}\right) \in \mathrm{GL}_{2}\left(\mathbb{F}_{p}\right) \right\rvert\,(a, b) \in \mathbb{F}_{p^{2}} \backslash\{(0,0)\}\right\}
$$

We recover $\# C_{n s}^{+}(p)=2 \# C_{n s}(p)=2\left(p^{2}-1\right)$.

### 3.2.4 The modular curves associated with to non-split Cartan subgroups

Let $X(N)$ be the modular curve of full level $N$. Its non-cuspidal points parametrize pairs $(E, \phi)$ where $E$ is an elliptic curve over $\mathbb{C}$ and $\phi: E[N] \rightarrow \mathbb{Z} / N \mathbb{Z} \times \mathbb{Z} / N \mathbb{Z}$ is an isomorphism of groups. Two such pairs $(E, \phi)$ and $(F, \varphi)$ are isomorphic if there exists an isomorphism $\psi: E \rightarrow F$ such that the following diagram commutes:


As pointed out in Section 3.2.1, there is an action of $G L_{2}(\mathbb{Z} / N \mathbb{Z})$ on the curve $X(N)$. Now $C_{n s}(N)$ and $C_{n s}^{+}(N)$ are subgroups of $G L_{2}(\mathbb{Z} / N \mathbb{Z})$ whose image under the determinant map is the whole group $(\mathbb{Z} / N \mathbb{Z})^{\times}$ [Boo, §8]. Therefore, they define the modular curves

$$
X_{n s}(N)=X(N) / C_{n s}(N) \quad X_{n s}^{+}(N)=X(N) / C_{n s}^{+}(N)
$$

The associated open non-cuspidal curves are indicated $Y_{n s}(N)$ and $Y_{n s}^{+}(N)$ as usual and their points correspond to isomorphism classes of pairs $\left(E,[\phi]_{H}\right)$ of an elliptic curve and an $H$-equivalence class of isomorphisms $\phi: E[N] \rightarrow \mathbb{Z} / N \mathbb{Z} \times \mathbb{Z} / N \mathbb{Z}$ for $H=C_{n s}(N)$ or $C_{n s}^{+}(N)$.

There are natural covering morphisms

$$
X_{n s}(N) \xrightarrow{\phi_{1}} X_{n s}^{+}(N) \xrightarrow{\phi_{2}} X(1)
$$

having degree $\operatorname{deg} \phi_{1}=2^{\omega(N)}$ and $\operatorname{deg} \phi_{2}=\frac{N \phi(N)}{2^{\omega(N)}}$.
Remark. If $H$ and $H^{\prime}$ are conjugate subgroups of $\mathrm{GL}_{2}(\mathbb{Z} / \mathrm{NZ})$, then $X_{H}$ is naturally isomorphic to $X_{H^{\prime}}$ over $\mathbb{Q}$. Thus the modular curves associated to any non-split Cartan subgroup (normalizer of non-split Cartan subgroup) of level $N$ are isomorphic to $X_{n s}(N)$ (respectively $X_{n s}^{+}(N)$ ) over $\mathbb{Q}$.

### 3.2.5 Coset representatives in $S L_{2}(\mathbb{Z})$

In order to better understand the modular curves $X_{n s}(N)$ and $X_{n s}^{+}(N)$ we describe the coset representatives of their associated congruence subgroups. We denote

$$
C_{n s}^{\prime}(N)=C_{n s}(N) \cap S L_{2}(\mathbb{Z} / N \mathbb{Z}) \quad C_{n s}^{\prime+}(N)=C_{n s}^{+}(N) \cap S L_{2}(\mathbb{Z} / N \mathbb{Z})
$$

and we write $\Gamma_{n s}(N)$ and $\Gamma_{n s}^{\prime}(N)$ for their lifts to $S_{2}(\mathbb{Z})$.
As before, $\mathcal{O}=\mathbb{Z}[\xi]$ will be a quadratic order with basis $\{1, \xi\}$ such that $x^{2}-u x+v$ is the minimal polynomial of $\xi$. We define $\mathcal{L}_{c}=\left\{M(y) \mid y \in(\mathbb{Z} / N \mathbb{Z})[\xi]^{\times}\right.$and $\left.\operatorname{Nr}(y)=c\right\}$ where $M(y)$ indicates the matrix associated with the multiplication by $y$. There is a natural identification

$$
C_{n s}^{\prime}(N) \longleftrightarrow \mathcal{L}_{1}=\left\{M(y) \mid y \in(\mathbb{Z} / N \mathbb{Z})[\xi]^{\times} \text {and } \operatorname{Nr}(y)=1\right\} \longleftrightarrow \mathcal{Y}_{1}=\left\{y \in(\mathbb{Z} / N \mathbb{Z})[\xi]^{\times} \mid \operatorname{Nr}(y)=1\right\}
$$

We define

$$
\mathcal{Y}(N)=\bigcup_{a \in(\mathbb{Z} / N \mathbb{Z})^{\times}} \mathcal{Y}_{a}=\left\{y \in(\mathbb{Z} / N \mathbb{Z})[\xi]^{\times} \quad \mid N r(y)=a, \quad a \in(\mathbb{Z} / N \mathbb{Z})^{\times}\right\}
$$

Proposition 3.38 ([Bar2, Prop. 6.2]). The matrices representing the linear maps that transform the basis $\{1, \xi\}$ as

$$
1 \rightarrow y^{-1} \quad \xi \rightarrow \bar{y}(\xi+x)
$$

where $x \in \mathbb{Z} / N \mathbb{Z}$ and $y \in \mathcal{Y}(N)$, are coset representatives of $C_{n s}^{\prime}(N)$ in $\mathrm{SL}_{2}(\mathbb{Z} / N \mathbb{Z})$.

Example $(N=p)$. We have

$$
\begin{gathered}
C_{n s}(p)=\left\{\left.\left(\begin{array}{cc}
a & \epsilon b \\
b & a
\end{array}\right) \right\rvert\,(a, b) \in \mathbb{F}_{p}^{2} \backslash\{(0,0)\}\right\} \\
C_{n s}^{\prime}(p)=\left\{\left.\left(\begin{array}{cc}
a & \epsilon b \\
b & a
\end{array}\right) \right\rvert\,(a, b) \in \mathbb{F}_{p}^{2} \backslash\{(0,0)\}, a-\epsilon b=1\right\} \longleftrightarrow\left\{M(y) \mid y \in(\mathbb{Z} / N \mathbb{Z})[\xi]^{\times} \text {and } N r(y)=1\right\}
\end{gathered}
$$

Further, $\mathcal{Y}(p)=\left\{y_{\alpha} \mid a \in \mathbb{F}_{p}^{\times}\right\}$where $y_{\alpha}$ is an element of $\mathbb{F}_{p}[\xi]^{\times}$of norm $\alpha$. As we did before, we consider $\xi=\sqrt{-q}$ for $q \neq p$ inert in $\mathbb{F}_{p}$.

$$
\operatorname{Nr}\left(y_{a}\right)=y_{\alpha} \overline{y_{\alpha}}=\left(a_{\alpha}+\xi b_{\alpha}\right)\left(a_{\alpha}-\xi b_{\alpha}\right)=a_{\alpha}^{2}+q b_{\alpha}
$$

We need to find matrices $M$ such that

$$
M \cdot\binom{1}{0}=y_{\alpha}^{-1}=\frac{\overline{y_{\alpha}}}{y_{\alpha} \overline{y_{\alpha}}}=\binom{\frac{a_{\alpha}}{a_{\alpha}^{2}+q b_{\alpha}^{2}}}{-\frac{b_{\alpha}}{a_{\alpha}^{2}+q b_{\alpha}^{2}}}
$$

and

$$
M \cdot\binom{0}{1}=\overline{y_{\alpha}}(\xi+x)=a_{\alpha} x+b_{\alpha} q+\left(a_{\alpha}-b_{\alpha} x\right) \xi=\binom{a_{\alpha} x-b_{\alpha} q}{-a_{\alpha}+b_{\alpha} x}
$$

Thus a system of coset representatives consists of the matrices

$$
\left(\begin{array}{cc}
\frac{a_{\alpha}}{a_{\alpha}^{2}+q b_{\alpha}^{2}} & a_{\alpha} x+b_{\alpha} q \\
-\frac{b_{\alpha}}{a_{\alpha}^{2}+q b_{\alpha}^{2}} & a_{\alpha}-b_{\alpha} x
\end{array}\right)=\left(\begin{array}{cc}
\alpha^{-1} a_{\alpha} & a_{\alpha} x+b_{\alpha} q \\
-\alpha^{-1} b_{\alpha} & a_{\alpha}-b_{\alpha} x
\end{array}\right)
$$

being $y_{\alpha}=a_{\alpha}+\xi b_{\alpha}$ an element of norm $a_{\alpha}^{2}+q b_{\alpha}^{2}=\alpha$. In other words, for every $\alpha \in \mathbb{F}_{p}^{\times}$we choose an element $y_{\alpha}=\left(a_{\alpha}, b_{\alpha}\right) \in \mathcal{Y}_{\alpha}$ and the set

$$
\mathcal{S}=\left\{\left.\left(\begin{array}{cc}
\alpha^{-1} a_{\alpha} & a_{\alpha} x+b_{\alpha} q \\
-\alpha^{-1} b_{\alpha} & a_{\alpha}-b_{\alpha} x
\end{array}\right) \right\rvert\, \alpha \in \mathbb{F}_{p}^{\times}, x \in \mathbb{F}_{p}\right\}
$$

is a system of representatives for $C_{n s}^{\prime}(p)$ in $\mathrm{SL}_{2}(\mathbb{Z} / N \mathbb{Z})$.
We can repeat the same procedure for the normalizer of a non-split Cartan subgroup. We identify $C^{\prime}{ }_{n s}^{+}\left(p^{r}\right)$ with the group
$C_{n s}^{\prime}\left(p^{r}\right) \longleftrightarrow \mathcal{L}_{1} \cup \mathcal{L}^{\sigma}=\left\{M(y) \mid y \in\left(\mathbb{Z} / p^{r} \mathbb{Z}\right)[\xi]^{\times}\right.$and $\left.\operatorname{Nr}(y)=1\right\} \cup\left\{M(y) \circ S_{p} \mid y \in\left(\mathbb{Z} / p^{r} \mathbb{Z}\right)[\xi]^{\times}\right.$and $\left.\operatorname{Nr}(y)=-1\right\}$
where $S_{p}$ is the matrix associated to $\sigma_{p}$ above. Once again, for every $\alpha \in\left(\mathbb{Z} / p^{r} \mathbb{Z}\right)^{\times} / \pm 1$ we choose $y_{\alpha} \in\left(\mathbb{Z} / p^{r} \mathbb{Z}\right)[\xi]^{\times}$with norm $\operatorname{Nr}\left(y_{\alpha}\right)=\alpha$.. We define the set

$$
\mathcal{Y}_{ \pm}\left(p^{r}\right)=\left\{y_{\alpha} \mid \alpha \in\left(\mathbb{Z} / p^{r} \mathbb{Z}\right)^{\times} / \pm 1\right\}
$$

Proposition 3.39 ([Bar2, Prop 6.3]). The matrices representing the linear maps that transform the basis $\{1, \xi\}$ as

$$
1 \rightarrow y^{-1} \quad \xi \rightarrow \bar{y}(\xi+x)
$$

where $x \in \mathbb{Z} / p^{r} \mathbb{Z}$ and $y \in \mathcal{Y}_{ \pm}\left(p^{r}\right)$, are coset representatives of $C_{n s}^{+}\left(p^{r}\right)$ in $\mathrm{SL}_{2}\left(\mathbb{Z} / p^{r} \mathbb{Z}\right)$.
Example. We will work out the structures just described in the case $N=5 . C_{n s}(5)$ has cardinality $5 *(5-1)=$ 24 by Lemma 3.36 and it has elements of the form

$$
\left(\begin{array}{cc}
a & -3 b \\
b & a
\end{array}\right) \quad(a, b) \in \mathbb{F}_{p}^{2} \backslash\{(0,0)\}
$$

Note that in this case we chose $\mathcal{O}$ to be the ring $\mathbb{Z}[\sqrt{-3}]$ inside Eisenstein integers. In the same way $C_{n s}^{+}(N)$ has order 48 by the short exact sequence after Proposition 3.37. To describe it we have to add to $C_{n s}(5)$ all the matrices $C_{n s}(5) \cdot\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$ where we multiply the second column by -1 .

We now intersect these two groups with $\mathrm{SL}_{2}\left(\mathbb{F}_{5}\right)$. Note that the matrices of $C_{n s}(N)\left(C_{n s}^{+}(N)\right)$ are equally divided in sets of matrices with same discriminant, i.e., for each $d \in(\mathbb{Z} / N \mathbb{Z})^{\times}$the sets of matrices of $C_{n s}(N)\left(C_{n s}^{+}(N)\right)$ with discriminant $d$ have the same cardinality [Baj, Prop. 2.11]. This means that $\# C_{n s}^{\prime}(5)=\# C_{n s}(5) / \# \mathbb{F}_{5}^{\times}=24 / 4=6$ and $\# C_{n s}^{\prime+}(5)=\# C_{n s}^{+}(5) / \# \mathbb{F}_{5}^{\times}=48 / 4=12$.

$$
\begin{gathered}
C_{n s}^{\prime}(5)=\left\{\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
2 & 1 \\
3 & 2
\end{array}\right),\left(\begin{array}{ll}
2 & 4 \\
2 & 2
\end{array}\right),\left(\begin{array}{ll}
3 & 1 \\
3 & 3
\end{array}\right),\left(\begin{array}{ll}
3 & 4 \\
2 & 3
\end{array}\right),\left(\begin{array}{ll}
4 & 0 \\
0 & 4
\end{array}\right)\right\} \\
C_{n s}^{\prime+}(5)=\left\{\begin{array}{l}
1 \\
0
\end{array} \frac{1}{2}\right),\left(\begin{array}{ll}
2 & 1 \\
3 & 2
\end{array}\right),\left(\begin{array}{ll}
2 & 4 \\
2 & 2
\end{array}\right),\left(\begin{array}{ll}
3 & 1 \\
3 & 3
\end{array}\right),\left(\begin{array}{ll}
3 & 4 \\
2 & 3
\end{array}\right),\left(\begin{array}{ll}
4 & 0 \\
0 & 4
\end{array}\right) \\
\left.\left(\begin{array}{ll}
1 & -2 \\
1 & -1
\end{array}\right),\left(\begin{array}{ll}
1 & -3 \\
4 & -1
\end{array}\right),\left(\begin{array}{cc}
2 & 0 \\
0 & -2
\end{array}\right),\left(\begin{array}{cc}
3 & 0 \\
0 & -3
\end{array}\right),\left(\begin{array}{ll}
4 & -2 \\
1 & -4
\end{array}\right),\left(\begin{array}{ll}
4 & -3 \\
4 & -4
\end{array}\right)\right\}
\end{gathered}
$$

In particular, this means that $C_{n s}^{\prime}(5)$ has index $\# \mathrm{SL}_{2}\left(\mathbb{F}_{5}\right) / \# C_{n s}^{\prime}(5)=120 / 6=20$ and $C_{n s}^{+}(5)$ has index $120 / 12=10$.

We construct now a system of representatives for the cosets of $C_{n s}^{\prime}(5)$ in $\mathrm{SL}_{2}\left(\mathbb{F}_{5}\right)$. For each $\alpha \in \mathbb{F}_{5}^{\times}$we choose $(x, y) \in \mathbb{F}_{5}^{2} \backslash\{(0,0)\}$ such that $x^{2}+3 y^{2}=\alpha$ and we construct all the matrices of the form

$$
\left(\begin{array}{cc}
\alpha^{-1} x & 3 y+c x \\
-\alpha^{-1} y & x-c y
\end{array}\right) \quad c \in \mathbb{F}_{p}
$$

Here the complete list of coset representatives of $C_{n s}^{\prime}(5)$ in $S_{2}\left(\mathbb{F}_{5}\right)$

$$
\begin{align*}
& (x, y) \quad \begin{array}{c}
\alpha^{-1} \\
-\alpha^{-1}
\end{array} \quad c=0 \quad c=1 \quad c=2 \quad c=3 \quad c=4 \\
& \alpha=1 \\
& \alpha=2  \tag{2,1}\\
& \alpha=3 \\
& \alpha=4 \\
& \left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)  \tag{1,0}\\
& \left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right) \quad\left(\begin{array}{ll}
1 & 2 \\
0 & 1
\end{array}\right) \quad\left(\begin{array}{ll}
1 & 3 \\
0 & 1
\end{array}\right) \quad\left(\begin{array}{ll}
1 & 4 \\
0 & 1
\end{array}\right) \\
& \alpha=3 \\
& \left(\begin{array}{ll}
0 & 3 \\
3 & 0
\end{array}\right)  \tag{0,1}\\
& \left(\begin{array}{ll}
3 & 0 \\
0 & 2
\end{array}\right)  \tag{2,0}\\
& \left(\begin{array}{ll}
3 & 2 \\
0 & 2
\end{array}\right) \quad\left(\begin{array}{ll}
3 & 4 \\
0 & 2
\end{array}\right)
\end{align*}
$$

In order to find coset representatives for $C_{n s}^{\prime+}(5)$ we have to consider $\alpha$ modulo $\pm 1$ which means that we have to take into account only the first two rows of the table above. For example, we see that $\left(\begin{array}{ll}3 & 0 \\ 0 & 2\end{array}\right)$ is already in $C_{n s}^{\prime+}(5)$ while $\left(\begin{array}{ll}3 & 2 \\ 0 & 2\end{array}\right)$ is in the same coset of $\left(\begin{array}{ll}1 & 4 \\ 0 & 1\end{array}\right)$.

The last step would be the lifting of $C_{n s}^{\prime}(N)$ and $C_{n s}^{\prime+}\left(p^{r}\right)$ to $S_{2}(\mathbb{Z})$ (pullback via the reduction map). Luckily, we have bijections

$$
\begin{gathered}
\left\{\begin{array}{c}
\text { Coset representatives } \\
\text { of } C_{n s}^{\prime}(N) \text { in } \mathrm{SL}_{2}(\mathbb{Z} / N \mathbb{Z})
\end{array}\right\} \longleftrightarrow\left\{\begin{array}{c}
\text { Coset representatives } \\
\text { of } \Gamma_{n s}(N) \text { in } \mathrm{SL}_{2}(\mathbb{Z})
\end{array}\right\} \\
\left\{\begin{array}{c}
\text { Coset representatives } \\
\text { of } C_{n s}^{+}\left(p^{r}\right) \text { in } \mathrm{SL}_{2}(\mathbb{Z} / N \mathbb{Z})
\end{array}\right\} \longleftrightarrow\left\{\begin{array}{c}
\text { Coset representatives } \\
\text { of } \Gamma_{n s}^{+}(N) \text { in } \mathrm{SL}_{2}(\mathbb{Z})
\end{array}\right\}
\end{gathered}
$$

This implies that we only have to lift one by one the representatives of the cosets for $C_{n s}^{\prime}(N)$ and $C_{n s}^{\prime}\left(p^{r}\right)$. To do this we can use an algorithm [Baj, Alg. 1]:

Algorithm 5. Lift of a matrix in $\mathrm{SL}_{2}\left(\mathbb{F}_{p}\right)$ to $\mathrm{SL}_{2}(\mathbb{Z})$
Input: A matrix $\bar{M} \in \mathrm{SL}_{2}\left(\mathbb{F}_{p}\right)$.
Output: A matrix $N \in S L_{2}(\mathbb{Z})$ such that $N \equiv N \bmod p$

1. We take $M$ any lift (coordinate-wise) of $\bar{M}$.
2. By linear operations on lines and columns we find $U, V \in S L_{2}(\mathbb{Z})$ such that $U M V=\left(\begin{array}{ll}a & 0 \\ 0 & b\end{array}\right) \in S L_{2}\left(\mathbb{F}_{p}\right)$. Observe that this is always possible.
3. Let

$$
W=\left(\begin{array}{cc}
b & 1 \\
b-1 & 1
\end{array}\right) \quad X=\left(\begin{array}{cc}
1 & -b \\
0 & 1
\end{array}\right)
$$

4. Return

$$
N=U^{-1} W^{-1}\left(\begin{array}{cc}
1 & 0 \\
1-a & 1
\end{array}\right) X^{-1} V^{-1}
$$

Example. In the example before we observe that the whole first row lifts naturally to $S L_{2}(\mathbb{Z})$. The first interesting element is $M=\left(\begin{array}{ll}1 & 3 \\ 2 & 2\end{array}\right)$. We find

$$
\left(\begin{array}{cc}
1 & 0 \\
-2 & 1
\end{array}\right)\left(\begin{array}{cc}
1 & 3 \\
2 & 2
\end{array}\right)\left(\begin{array}{cc}
1 & -3 \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
1 & 0 \\
0 & -4
\end{array}\right)
$$

We set $W=\left(\begin{array}{ll}-4 & 1 \\ -5 & 1\end{array}\right)$ and $X=\left(\begin{array}{ll}1 & 4 \\ 0 & 1\end{array}\right)$. Finally

$$
N=\left(\begin{array}{ll}
1 & 0 \\
2 & 1
\end{array}\right)\left(\begin{array}{ll}
1 & -1 \\
5 & -4
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1 & -4 \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
1 & 3 \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
1 & -2 \\
7 & -13
\end{array}\right)
$$

and $N \in \mathrm{SL}_{2}(\mathbb{Z})$ reduces to $M$ modulo $p$. We find a set of coset representatives for $\Gamma_{n s}(5)$ :

$$
\operatorname{Cosets}\left(\Gamma_{n s}(5)\right)=\left\{\begin{array}{c}
\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 2 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 3 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 4 \\
0 & 1
\end{array}\right) \\
\left(\begin{array}{ll}
1 & -2 \\
7 & -13
\end{array}\right),\left(\begin{array}{ll}
1 & 0 \\
2 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & -3 \\
7 & -20
\end{array}\right),\left(\begin{array}{ll}
6 & 29 \\
7 & 34
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
2 & 3
\end{array}\right) \\
\left(\begin{array}{cc}
10 & 33 \\
3 & 10
\end{array}\right),\left(\begin{array}{ll}
-90 & 13 \\
-97 & 14
\end{array}\right),\left(\begin{array}{cc}
10 & 33 \\
13 & 43
\end{array}\right),\left(\begin{array}{cc}
90 & -7 \\
103 & -8
\end{array}\right),\left(\begin{array}{ll}
90 & 23 \\
43 & 11
\end{array}\right) \\
\left(\begin{array}{cc}
8 & -5 \\
5 & -3
\end{array}\right),\left(\begin{array}{cc}
13 & 47 \\
-5 & -18
\end{array}\right),\left(\begin{array}{cc}
-7 & -11 \\
-5 & -8
\end{array}\right),\left(\begin{array}{cc}
-7 & -4 \\
-5 & -3
\end{array}\right),\left(\begin{array}{cc}
3 & -8 \\
-5 & -13
\end{array}\right)
\end{array}\right\}
$$

and a set of coset representatives for $\Gamma_{n s}^{\prime}(5)$ :

$$
\operatorname{Cosets}\left(\Gamma_{n s}^{+}(5)\right)=\left\{\begin{array}{c}
\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 2 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 3 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 4 \\
0 & 1
\end{array}\right) \\
\left(\begin{array}{ll}
1 & -2 \\
7 & -13
\end{array}\right),\left(\begin{array}{ll}
1 & 0 \\
2 & 1
\end{array}\right),\left(\begin{array}{cc}
1 & -3 \\
7 & -20
\end{array}\right),\left(\begin{array}{ll}
6 & 29 \\
7 & 34
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
2 & 3
\end{array}\right)
\end{array}\right\}
$$

### 3.2.6 Signature of $X_{n s}(N)$ and $X_{n s}^{+}(N)$

We start with an example and we will eventually describe a more general way of computing the genus of the modular curves associated to a (normalizer of a) non split Cartan subgroup.

Example. Let us try to work out the number of cusps and elliptic points of $X_{n s}^{+}(5)$. We recall that, noted $\epsilon_{h}=\#\{$ elliptic points of order $h\}$ and $\nu_{h}=\# \phi^{-1}\left(P_{h}\right)$ for $h=2,3, P_{2}=i \in X(1), P_{3}=\rho \in X(1)$ and $\phi: X_{n s}^{+}(5) \rightarrow X(1)$, then Section 1.3 .5 gives

$$
d-\epsilon_{h}=h\left(\nu_{h}-\epsilon_{h}\right)
$$

and $\nu_{\infty}=\epsilon_{\infty}$. Let $\Gamma=\Gamma_{n s}^{+}(5)$. We also know that $\nu_{2}=\Gamma \backslash S L_{2}(\mathbb{Z}) /<S>, \nu_{3}=\Gamma \backslash S L_{2}(\mathbb{Z}) /<S T>$ and $\nu_{\infty}=\Gamma \backslash \mathrm{SL}_{2}(\mathbb{Z}) /<T>$ are all related to the number of orbits of the action of some matrices on the set of cosets of $\Gamma$, see proposition 1.33. From the example above we have a description of these cosets:

$$
\operatorname{Cosets}\left(\Gamma_{n s}^{+}(5)\right)=\left\{\begin{array}{c}
\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 2 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 3 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 4 \\
0 & 1
\end{array}\right) \\
\left(\begin{array}{cc}
1 & -2 \\
7 & -13
\end{array}\right),\left(\begin{array}{ll}
1 & 0 \\
2 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & -3 \\
7 & -20
\end{array}\right),\left(\begin{array}{ll}
6 & 29 \\
7 & 34
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
2 & 3
\end{array}\right)
\end{array}\right\}
$$

It is straightforward to observe that the first line is in the same orbit under the action of $\langle T\rangle$ and an easy computation shows that the second line form a second distinct orbit. Thus $\epsilon_{\infty}=\nu_{\infty}=2$ and $X_{n s}^{+}(5)$ has 2 cusps.

A case by case computation shows that Cosets $\left(\Gamma_{n s}^{+}(5)\right)$ consists of $6 S$-orbits, 4 of which of size 2

$$
\operatorname{Cosets}\left(\Gamma_{n s}^{+}(5)\right) /\langle S\rangle=\left\{\begin{array}{c}
{\left[\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{cc}
1 & -2 \\
7 & -13
\end{array}\right)\right],\left[\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
6 & 29 \\
7 & 34
\end{array}\right)\right],\left[\left(\begin{array}{ll}
1 & 2 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 0 \\
2 & 1
\end{array}\right)\right]} \\
{\left[\left(\begin{array}{ll}
1 & 3 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
2 & 3
\end{array}\right)\right],\left[\left(\begin{array}{ll}
1 & 4 \\
0 & 1
\end{array}\right)\right],\left[\left(\begin{array}{ll}
1 & -3 \\
7 & -20
\end{array}\right)\right]}
\end{array}\right\}
$$

This implies that $\nu_{2}=6$ and, by consequence, $X_{n s}^{+}(5)$ has $\epsilon_{2}=2$ elliptic points of order 2.
Finally, we study the orbits under the action of ST. We observe that the only stabilized element is
$\left(\begin{array}{ll}1 & 1 \\ 2 & 3\end{array}\right)$, i.e., there exists a unique element $B \in \operatorname{Cosets}\left(\Gamma_{n s}^{+}(5)\right)$ such that

$$
B S T B^{-1} \in \Gamma_{n s}^{+}(5)
$$

This means that all the other 9 elements are in orbits of size 3 . This implies that $\nu_{3}=4$ and, therefore, $X_{n s}^{+}(5)$ has $\epsilon_{3}=1$ elliptic point of order 3 .

Remark. Note that, since $\nu_{h}=\left(\epsilon_{h}(h-1)+d\right) / h$, then $\epsilon_{h}$ is the number of orbits of size 1 under the action of $M_{h}$ where $M_{2}=S$ and $M_{3}=S T$.

In conclusion, $X_{n s}^{+}(5)$ has genus (corollary 1.32)

$$
g_{n s}^{+}(5)=g\left(X_{n s}^{+}(5)\right)=\frac{1}{2}(2+(10-2)+(10-6)+(10-4)-20)=0
$$

We will now generalize all the ideas used in the example above. The main reference will be [Bar2]. We have already observed that $\operatorname{deg}\left(X\left(\Gamma_{n s}(N)\right)\right)=\left[L_{2}(\mathbb{Z}): \Gamma_{n s}(N)\right]=N \phi(N)$ and $\operatorname{deg}\left(X\left(\Gamma_{n s}^{+}(N)\right)\right)=$ $\left[\mathrm{SL}_{2}(\mathbb{Z}): \Gamma_{n s}^{+}(N)\right]=N \phi(N) / 2^{\omega(N)}$ since $\pm l \in \Gamma_{n s}(N), \Gamma_{n s}^{+}(N)$.

Proposition 3.40. Let $N=p^{r}$ be a prime power. We have

$$
\epsilon_{\infty}\left(X_{n s}\left(p^{r}\right)\right)=\phi\left(p^{r}\right) \quad \epsilon_{\infty}\left(X_{n s}^{+}\left(p^{r}\right)\right)=\frac{\phi\left(p^{r}\right)}{2}
$$

Proof. As we have seen in the example, we have to study the number of orbits in $\mathrm{SL}_{2}(\mathbb{Z}) / \Gamma_{n s}\left(p^{r}\right)$ under the action of $\langle T\rangle$. We do this with the help of the following.

Lemma 3.41. Every matrix $T^{a}=\left(\begin{array}{ll}1 & a \\ 0 & 1\end{array}\right)$ with $a>0$ such that $T^{a} \in G^{-1} \Gamma_{n s}\left(p^{r}\right) G$, for some coset representative $G$ of $\Gamma_{n s}\left(p^{r}\right)$ in $\mathrm{SL}_{2}(\mathbb{Z})$, satisfies $a \equiv 0 \bmod p^{r}$.

Proof. We will use the definition of $G$ as a linear map transforming the basis $\{1, \xi\}$ as

$$
1 \rightarrow-y^{-1} \quad y \in \mathcal{Y}\left(p^{r}\right) \quad \xi \rightarrow \bar{y}(x+\xi) \quad x \in\left(\mathbb{Z} / p^{r} \mathbb{Z}\right)
$$

Further, we can see matrices of $\Gamma_{n s}\left(p^{r}\right)$ modulo $p^{r}$ as multiplication by $k$ maps on $\left(\mathbb{Z} / p^{r} \mathbb{Z}\right)[\xi]$ for $k \in$ $\left(\mathbb{Z} / p^{r} \mathbb{Z}\right)[\xi]^{\times}$with $\operatorname{Nr}(k)=1$. We get a system

$$
\left\{\begin{array}{l}
-y^{-1}+a \bar{y}(x+\xi) \equiv-y^{-1} k \quad \bmod p^{r} \\
\bar{y}(x+\xi) \equiv \bar{y}(x+\xi) k \quad \bmod p^{r}
\end{array}\right.
$$

from which $k \equiv 1$ and $a \equiv 0 \bmod p^{r}$.

This lemma implies that every cusp of $X_{n s}\left(p^{r}\right)$ has ramification degree $p^{r}$ which means that $\epsilon_{\infty}=$ $p^{r} \phi\left(p^{r}\right) / p^{r}=\phi\left(p^{r}\right)$. In the same way, the elliptic curve $X_{n s}^{+}\left(p^{r}\right)$ has $\phi\left(p^{r}\right) / 2$ cusps.

Proposition 3.42. Let $N=p^{r}$ be a prime power. We have

$$
\epsilon_{3}\left(X_{n s}\left(p^{r}\right)\right)=\left\{\begin{array}{ll}
2 & \text { lf } p \equiv 2 \bmod 3 \\
0 & \text { Otherwise }
\end{array} \quad \epsilon_{3}\left(X_{n s}^{+}\left(p^{r}\right)\right)= \begin{cases}1 & \text { lf } p \equiv 2 \bmod 3 \\
0 & \text { Otherwise }\end{cases}\right.
$$

Proof. As we have seen in the example, the number of elliptic points of order 3 corresponds to the number of orbits of size 1 in $\mathrm{SL}_{2}(\mathbb{Z}) / \Gamma_{n s}\left(p^{r}\right)$ under the action of $S T$. Therefore, we have to count the number of coset representatives $\sigma$ of $\Gamma_{n s}\left(p^{r}\right)$ in $\mathrm{SL}_{2}(\mathbb{Z})$ such that

$$
\sigma\left(\begin{array}{cc}
0 & 1 \\
-1 & -1
\end{array}\right)=\gamma \sigma \quad \text { some } \gamma \in \Gamma_{n s}\left(p^{r}\right)
$$

Once again, $\gamma$ modulo $p^{r}$ is the multiplication by $k$ map on $\left(\mathbb{Z} / p^{r} \mathbb{Z}\right)[\xi]$ for some $k \in\left(\mathbb{Z} / p^{r} \mathbb{Z}\right)[\xi]^{\times}$with norm 1. This means that we have to count the number of solutions $(x, y) \in \mathbb{Z} / p^{r} \mathbb{Z} \times \mathcal{Y}\left(p^{r}\right)$ of the system

$$
\left\{\begin{array}{l}
\bar{y}(x+\xi) \equiv-y^{-1} k \quad \bmod p^{r} \\
y^{-1}-\bar{y}(x+\xi) \equiv \bar{y}(x+\xi) k \quad \bmod p^{r}
\end{array}\right.
$$

Proposition 7.7 of [Bar2] tells us that this system has exactly two solutions if $p \equiv 2 \bmod 3$ and 0 otherwise. Since the map $X_{n s}\left(p^{r}\right) \rightarrow X_{n s}^{+}\left(p^{r}\right)$ has degree 2 and it is unramified over elliptic points of order 3 we get $\epsilon_{3}\left(X_{n s}^{+}\left(p^{r}\right)\right)=\epsilon_{3}\left(X_{n s}\left(p^{r}\right)\right) / 2$.

Exactly in the same way, by looking at the action of $S$, we obtain the number of elliptic points of order 2 .
Proposition 3.43 ([Bar2, Prop. 7.10]). Let $N=p^{r}$ be a prime power. We have

$$
\epsilon_{2}\left(X_{n s}\left(p^{r}\right)\right)=\left\{\begin{array}{ll}
2 & \text { If } p \equiv 3 \bmod 4 \\
0 & \text { Otherwise }
\end{array} \quad \epsilon_{2}\left(X_{n s}^{+}\left(p^{r}\right)\right)= \begin{cases}\frac{1}{2} p^{r}\left(1-\frac{1}{p}\right) & \text { If } p \equiv 1 \bmod 4 \\
1+\frac{1}{2} p^{r}\left(1+\frac{1}{p}\right) & \text { If } p \equiv 3 \bmod 4 \\
2^{r-1} & \text { If } p=2\end{cases}\right.
$$

We define

$$
\begin{aligned}
& \beta_{2}(N)= \begin{cases}1 & \text { If } p \equiv 3(\bmod 4) \text { for all primes } p \mid N \\
0 & \text { Otherwise }\end{cases} \\
& \beta_{3}(N)= \begin{cases}1 & \text { If } p \equiv 2(\bmod 3) \text { for all primes } p \mid N \\
0 & \text { Otherwise }\end{cases}
\end{aligned}
$$

Proposition 3.44. The genus of the modular curves associated with a non-split Cartan subgroup of level $N$ and its normalizer is given by

$$
\begin{gathered}
g_{n s}(N)=g\left(X_{n s}(N)\right)=1+\frac{(N-6) \phi(N)}{12}-2^{\omega(N)} \frac{\beta_{2}(N)}{4}-2^{\omega(N)} \frac{\beta_{3}(N)}{3} \\
g_{n s}^{+}(N)=g\left(X_{n s}^{+}(N)\right)=1+\frac{(N-6) \phi(N)}{12 \cdot 2^{\omega(N)}}-\frac{\beta_{3}(N)}{3}-\frac{N}{4 \cdot 2^{\omega(N)}} \prod_{p \mid N} \begin{cases}\left(1-\frac{1}{p}\right) & \text { If } p \equiv 1(\bmod 4) \\
1 & \text { If } p=2 \\
\left(1+\frac{1}{p}+\frac{2}{p^{r}}\right) & \text { If } p \equiv 3(\bmod 4)\end{cases}
\end{gathered}
$$

By choosing an optimal set of coset representatives for $\Gamma_{n s}(N)$ or $\Gamma_{n s}^{+}(N)$ we can draw a connected fundamental domain for $X_{n s}(N)$ and $X_{n s}^{+}(N)$.


Figure 3.4 - The fundamental region for $\Gamma_{n s}^{+}(5)$.

### 3.2.7 Models for $X_{n s}(N)$ and $X_{n s}^{+}(N)$

The goal of this section is to describe the state of the art methods for constructing explicit models for the modular curves associated to non-split Cartan subgroups and their normalizers.

In the previous chapters we have found that there exist quite efficient methods to construct modular functions of the groups $\Gamma(N), \Gamma_{1}(N)$ and $\Gamma_{0}(N)$. For other congruence subgroups of $\mathrm{SL}_{2}(\mathbb{Z})$ this is not the case. While for split Cartan curves we still have algorithms that generates modular functions, for the nonsplit case still little is known. This is probably due to the fact that, despite the curves $X_{n s}(N)$ and $X_{n s}^{+}(N)$ have the nice feature of being defined over $\mathbb{Q}$, their genera grows very rapidly and therefore computations are harder to exploit.
We know that $g_{n s}(p)=0$ for $p=2,3,5$ while $g_{n s}(7)=1$. An equation for $X_{n s}(7)$ is given in [MS]. In [Dos+], Dose, Fernández and González give an equation for the genus 4 modular curve $X_{n s}(11)$ while the case $p=13$ is studied in [DMS]. Concerning the curves $X_{n s}^{+}(p)$, we know that $g_{n s}^{+}(p)=0$ for $p \leq 7$. Explicit models for the modular curve $X_{n s}^{+}(11)$ are given by Ligozat [Lig2]. More recently, Baran [Bar3] has computed an equation for the genus 3 curve associated to $C_{n s}^{+}(13)$. Finally, Mercuri and Schoof [MS] have presented numerical computations for $X_{n s}^{+}(17), X_{n s}^{+}(19)$ and $X_{n s}^{+}(23)$. Although the problem is of great interest, it is not the goal of this thesis. We will only need parameters for small non-split Cartan curves (for $N \leq 5$ ). Hence, we will devote the rest of the section to present some general results about modular functions.

We recall that lemma 3.31 tells us that $E_{g, h}^{12 p}$ is a modular function for $\Gamma(p)$. If $H$ is a subgroup of $\mathbb{F}_{p}^{\times}$of index $d$ containing -1 , then

$$
G_{H}=\left\{M \in C_{n s}^{+}(p) \mid \operatorname{det}(M) \in H\right\}
$$

acts on $M_{p}=(\mathbb{Z} / p \mathbb{Z})^{2} \backslash\{(0,0)\}$ and its action has exactly $d$ orbits. We have a description of these orbits in terms of coset representatives for $H$ in $\mathbb{F}_{p}^{\times}$: for any $a \in \mathbb{F}_{p}^{\times} / H$ we get an orbit

$$
\mathcal{O}_{a}=\left\{(x, y) \in M_{p} \mid x^{2}-\xi^{2} y^{2} \in a H\right\}
$$

Therefore, if $\mathcal{O}$ is any of these orbits we define

$$
E_{\mathcal{O}}=\prod_{(g, h) \in \mathcal{O}} E_{g, h}^{12 p}
$$

By construction, for every $\sigma \in \mathcal{G} a \ell\left(\mathbb{Q}\left(\zeta_{p}\right)(X(p)) / \mathbb{Q}\left(\zeta_{p}\right)(X(p))^{G_{H}}\right)$ we have

$$
E_{\mathcal{O}}^{\sigma}=\prod_{(g, h) \in \mathcal{O}}\left(E_{g, h}^{12 p}\right)^{\sigma}=\prod_{(g, h) \in \mathcal{O}^{\sigma}} E_{g, h}^{12 p}=E_{\mathcal{O}}
$$

so that $E_{\mathcal{O}}$ is an element of

$$
\mathbb{Q}\left(\zeta_{p}\right)(X(p))^{G_{H}}=\mathbb{Q}\left(\zeta_{p}\right)^{H}(X(p))
$$

We will note $K=\mathbb{Q}\left(\zeta_{p}\right)^{H}$. This is the approach in [Baj]. Once again, we are interested in very specific curves. Therefore, following [Boo] and [Che] we will give another interpretation of this problem.

Let $X$ be a projective non-singular algebraic curve defined over $\mathbb{Q}$. Suppose that $X$ has genus 0 and at least one rational point (this is the case for $X_{n s}^{+}(N)$ for $N=3,4,5$ ). Then, there exists an isomorphism defined over $\mathbb{Q}$

$$
t: X \longrightarrow \mathbb{P}^{1}(\mathbb{Q})
$$

which is unique up to automorphism. This will be our parameter (and it is sometimes called a uniformizer for $X$ ). Suppose that we have a morphism $\pi: X \rightarrow X(1)$. This induces an embedding of the function fields $\pi^{*}: \mathbb{Q}(X(1))=\mathbb{Q}(j) \hookrightarrow \mathbb{Q}(t)=\mathbb{Q}(X)$. Thus, $\pi^{*}(j)$ can be expressed as

$$
\pi^{*}(j)=\lambda \frac{P(t)}{Q(t)}
$$

where $\lambda \in \mathbb{Q}$ and $P, Q$ are rational polynomials. This relation is called a covering relation and characterize the uniformizer $t$ relatively to $j$. Now, an explicit parametrization of $X$ is a choice of uniformizers $t$ and $j$ (for $X$ and $X(1)$ respectively) and an explicit covering relation for $t$.

Lemma 3.45 ([Che]). Since $j(\rho)=0$ and $j(\infty)=\infty$, we have

$$
P(T)=\prod_{z \in \pi^{-1}(\rho)}(t-t(z))^{e(z)} \quad Q(T)=\prod_{z \in \pi^{-1}(\infty)}(t-t(z))^{e(z)}
$$

where $e(z)$ is the ramification index of $z$ over $\rho$ or $\infty$. Further, if $z_{0}=t^{-1}(\infty)$,

$$
\lambda=j\left(z_{0}\right) \frac{Q\left(z_{0}\right)}{P\left(z_{0}\right)}
$$

Using this lemma we could derive an explicit parametrization for $X_{n s}^{+}(3)$ and $X_{n s}^{+}(4)$.
Lemma 3.46. There exists a uniformizer $t: X_{n s}^{+}(3) \rightarrow X(1)$ defined over $\mathbb{Q}$ verifying

$$
j=r^{3}
$$

and such that $r(0)=0$ and $r(\infty)=\infty$.
Proof. We recall that $X_{n s}^{+}(3)$ is of degree 3 over the $j$-line and it is ramified over $\rho$ and $\infty$ with degree 3 . This means (propositions 3.40 and 3.42) that we have only one cusp and one elliptic point of order 3 and they turn out to be rational; this is because $j(\rho)$ and $j(\infty)$ lie in $\mathbb{P}^{1}(\mathbb{Q})$ and the uniformizer is a rational function. Thus, the actino of $\mathcal{G} a \ell(\overline{\mathbb{Q}} / \mathbb{Q})$ on $X_{n s}^{+}(3)$ sends the point above $\infty$ to a point over $\infty$ and a point above $\rho$ still to a point above $\rho$. Therefore, by the uniqueness of these points, they have to be fixed by all the elements of $\mathcal{G} a \ell(\overline{\mathbb{Q}} / \mathbb{Q})$ and so they have to be rational. Now, by the previous lemma,

$$
j=\lambda \frac{(r-r(\rho))^{3}}{(r-r(\infty))^{3}}
$$

By an automorphism of $\mathbb{P}^{1}$ we can assume $r(\rho)=0$ and $r(\infty)=\infty$ and this imply that $j=\lambda r^{3}$. Finally, we note that $\lambda$ has to be a cube since $j(\mathbb{Z}[i])=1728=12^{3}$ and 3 is unramified in $\mathbb{Z}[i]$ meaning that $\mathbb{Z}[i]$ gives rise to a point on $X_{n s}^{+}(3)$; thus, $r(\mathbb{Z}[i]) \in \mathbb{Q}$. Hence, by re-scaling, we can assume $\lambda=1$ and $j=r^{3}$.

Lemma 3.47 ([Che, Cor. 4.2]). An elliptic curve $E / K$ with $K \subseteq \overline{\mathbb{Q}}$ gives rise to a $\mathbb{Q}$-rational point on $X_{n s}^{+}(3)$ if and only if $j(E)$ is a cube in $\mathbb{Q}$.

In the same way (it only requires some more work) we obtain
Lemma 3.48 ([Boo, Th. 51]). There exists a choice of a uniformizer $t: X_{n s}^{+}(4) \rightarrow X(1)$ such that

$$
j=2^{-14} t(t-1)^{3} \quad t\left(\sigma_{1}\right)=\frac{5}{4}+\frac{\sqrt{-2}}{4} \text { and } t\left(\sigma_{2}\right)=\frac{5}{4}-\frac{\sqrt{-2}}{4}
$$

where $\sigma_{1}$ and $\sigma_{2}$ are the two elliptic points of order 2 in $X_{n s}^{+}(4)$.
Lemma 3.49 ([Che, Cor. 5.3]). There exists a choice of uniformizer $s: X_{n s}^{+}(5) \rightarrow X(1)$ verifying

$$
j=5^{3} \frac{s(2 s \pm 1)^{3}\left(2 s^{2} \pm 7 s+8\right)^{3}}{\left(s^{2}+s-1\right)^{5}}
$$

such that $s(1)$ and $s(\infty)$ are roots of the quadratic polynomial $X^{2}+X-1$.

### 3.3 Weber modular curves

The goal of this section is to introduce some families of modular curves that will be of use in the next chapters. We will discuss the problem of automorphisms or double edges in isogeny graphs in the following chapters, but we have already seen in section 2.3 how these affect the construction of isogeny chains or isogeny rectangles. In the following, we are going to play with the following constraints:

- On the one hand, we want our curve to have low genus, preferably 0 so that its points are parametrized by a single value making computations more efficient.
- On the other hand, we would also like to raise the level structure in order to eliminate problems at vertices with extra automorphisms or double edges.
- Finally, increasing the level of the modular structure results in size reduction for modular polynomials.

We look therefore for the best compromise combining all these properties.

### 3.3.1 Rigidification of points

We have already seen that adding full level $N$ structure, for $N \geq 3$, resolves all extra automorphisms (see proposition 3.4).



The curves $X(2), X(3), X(4)$ and $X(5)$ are genus zero examples while $X(6)$ has already genus 1 . Generally, $g_{0}(p)=g\left(X_{0}(p)\right) \approx(p-1) / 12>0$. We are mostly interested in $X(\Gamma)$ for a congruence subgroup $\Gamma \subseteq \mathrm{SL}_{2}(\mathbb{Z})$ for $N=2^{a} 3^{b}$ to help with $\ell=2$ or $\ell=3$ isogeny chains.


So that the genus is zero for $N=2^{a} 3^{b}=1,2,3,4,6,8,9,12,16,18$.
One might also ask what happens if we relax a little bit our expectations: for instance, the modular curve associated with the normalizer of the non-split Cartan subgroup of level 3 does not have elliptic points of order 3 but only 3 of order 2 . In order to eliminate double edges it suffices to move up to $X_{0}(N)$ where indeed we differentiate all possible isogeny kernels. Thus, we might also want to consider curves of the form $X\left(\Gamma(2) \cap \Gamma_{0}\left(3^{b}\right)\right), X\left(\Gamma(4) \cap \Gamma_{0}\left(3^{b}\right)\right)$ or $X\left(\Gamma(3) \cap \Gamma_{0}\left(2^{a}\right)\right)$. In order to do that, we start by considering the different curves involved and we eventually build the towers of modular curves on which they rely.

### 3.3.2 Adding level structure

When $N=2,3,4$ or 6 , the automorphism group $\Gamma_{0}\left(N^{2}\right)$ is conjugate in PSL to the level $N$ principal congruence subgroup $\Gamma(N) \subseteq \mathrm{SL}_{2}(\mathbb{Z})$; hence, the corresponding modular curves $X_{0}\left(N^{2}\right)$ and $X(N)$ are isomorphic. Further, for any $p$, the quotient curve $X_{0}^{+}(p)$ is isomorphic to the curve $X_{s p}(p)$ :

Lemma 3.50 ([BKX, Lem. 1]). For $N \geq 3$, there exist morphisms $\pi_{1}: X_{1}\left(N^{2}\right) \rightarrow X(N)$ and $\pi_{0}: X(N) \rightarrow$ $X_{0}\left(N^{2}\right)$ of degree $\phi(N) / 2$ defined over $\mathbb{Q}$ such that the composition is the natural forgetful map and the following diagram commutes.

where $\omega_{N}$ and $\omega_{N^{2}}$ are Atkin-Lehner involutions, and the maps with no name are the usual forgetful maps.
Remark. The map $f_{1}$ is the natural forgetful map $f_{1}: X(N) \rightarrow X_{1}(N)$ given, in the moduli interpretation, by sending the pair $(E, \varphi)$ to the pair $\left(E, \varphi^{-1}(1,1)\right)$, since $\varphi^{-1}(1,1)$ is a point of exact order $N$.

This lemma implies that for $N=3,4,6$, the modular curves $X(N)$ and $X_{0}\left(N^{2}\right)$ are identical over $\mathbb{Q}\left(\xi_{N}\right)$. This is analogous to the case of the curves $X_{1}(N)$ and $X_{0}(N)$ for $N=3,4,6$.

The map $X(N) \rightarrow X_{0}\left(N^{2}\right)$ can be described on $Y(N)$ by sending the point $(E, \phi: E[N] \rightarrow \mathbb{Z} / N \mathbb{Z} \times \mathbb{Z} / N \mathbb{Z})$ on $Y(N)$ to the $N^{2}$ cyclic isogeny obtained by composing the dual $N$-isogeny $E \rightarrow E / F_{1}$ with the $N$-isogeny $E \rightarrow E / F_{2}$ where $F_{1}=\phi^{-1}(\mathbb{Z} / N \mathbb{Z} \times\{1\})$ and $F_{2}=\phi^{-1}(\{1\} \times \mathbb{Z} / N \mathbb{Z})$.

Corollary 3.51 ([BKX, Cor. 3]). The curve $X(N)$ is isomorphic over $\mathbb{Q}$ to the fiber product of $X_{1}(N)$ and $X_{0}\left(N^{2}\right)$ over $X_{0}(N)$, with respect to the natural maps $X_{1}(N) \rightarrow X_{0}(N)$ and $X_{0}\left(N^{2}\right) \rightarrow X_{0}(N) \xrightarrow{\omega_{N}} X 0(N)$ (composition of the natural map with the Atkin-Lehner involution).

### 3.3.3 Modular curves $X(N)$ for $N=2,3,4,5$

The Modular curve $X(2)$
We know that any elliptic curve $E / \mathbb{C}$ has a Legendre model $y^{2}=x(x-1)(x-\lambda)$, where $\lambda \in \mathbb{C} \backslash\{0,1\}$ is the $\lambda$-invariant [Sil1, §III.1]. The $\lambda$-invariant can be chosen to be a single-valued function of $\tau \in \mathbb{H}$ :

$$
\lambda(q)=2^{4}\left(q_{2}-8 q_{2}^{2}+44 q_{2}^{3}-192 q_{2}^{4}+\ldots\right) \quad q_{2}=q^{1 / 2}=e^{\pi \tau}
$$

The $\lambda$-invariant is a Hauptmodul for $X(2)$ and the $j$-invariant can be expressed in terms of it by

$$
j(\tau)=2^{8} \frac{\left(\lambda^{2}-\lambda+1\right)^{3}}{\lambda^{2}(\lambda-1)^{2}}(\tau)=2^{4} \frac{\left(\lambda^{2}+14 \lambda+1\right)^{3}}{\lambda(\lambda-1)^{4}}(2 \tau)
$$

Since the group $\Gamma(2)$ and $\Gamma_{0}(4)$ are conjugate to each other in PSL by a 2-isogeny, the curves $X(2)$ and $X_{0}(4)$ are isomorphic and their canonical Hauptmoduls $\lambda$ and $t_{4}$ are related by

$$
\lambda(\tau)=\frac{16}{t_{4}+16}\left(\frac{\tau}{2}\right)
$$

where $t_{4}=(\eta(\tau) / \eta(4 \tau))^{8}$ is the classical $\eta$-product for $X_{0}(4)$, see Appendix A.

## The modular curve $X(3)$

Following [Cox, §12A], we can define the functions

$$
\gamma_{2}(\tau)=j^{1 / 3}(\tau) \quad \text { and } \quad \gamma_{3}(\tau)=(j-12)^{1 / 2}(\tau)
$$

We Recall that in lemma 3.46, we proved that $\gamma_{2}$ is a Hauptmodul for $X_{n s}^{+}(3)$. By proposition 12.3 of [Cox, $\S 12 A]$, we obtain that $\gamma_{2}(3 \tau)$ is a modular function for the group $\Gamma_{0}(9)$ which is conjugate to $\Gamma(3)$ in PSL.

By direct computation we get

$$
\gamma_{2}(3 \tau)=\frac{\left(t_{9}+3\right)\left(t_{9}+9\right)\left(t_{9}^{2}+27\right)}{t_{9}\left(t_{9}^{2}+9 t_{9}+27\right)}
$$

where $t_{9}=\left(3 \eta_{9}(\tau) / \eta_{1}(\tau)\right)^{3}$ is the normalized Hauptmodul for $X_{0}(9)$, see [Mai].
Remark. We could use $t_{9}=\left(\eta_{1} / \eta_{9}\right)^{3}$ as well; we would get the same algebraic relation with $\gamma_{2}$.
Any elliptic curve over $\mathbb{C}$ has cubic Hesse model

$$
\begin{equation*}
x^{3}+y^{3}+1-(\gamma+3) x y=0 \tag{*}
\end{equation*}
$$

where $\gamma \in \mathbb{C} \backslash\left\{0,3\left(\xi_{3}-1\right), 3\left(\xi_{3}^{2}-1\right)\right\}=\mathbb{C} \backslash\left\{0, \frac{-9 \pm 3 \sqrt{3}}{2}\right\}$ [Hes] (see also [Cas1, Ch. 8]). We will study this family of curves in more details in Section 4.1.6.

The $\gamma$ invariant, as it happens for the $\lambda$-invariant and the $j$-invariant may be taken to be a function on the upper half plane with the following algebraic relation with the $j$-invariant

$$
j(\tau)=\frac{(\gamma+3)^{3}(\gamma+9)^{3}\left(\gamma^{3}+27\right)^{3}}{\gamma^{3}\left(\gamma^{2}+9 \gamma+27\right)^{3}}(\tau)=\frac{(\gamma+3)^{3}\left(\gamma^{3}+9 \gamma^{2}+27 \gamma+3\right)^{3}}{\gamma\left(\gamma^{2}+9 \gamma+27\right)}(3 \tau)
$$

Remark. To see this, one simply compute the $j$-invariant of the model (*). First, we observe that $x^{3}+y^{3}+$ $1=3 D x y$ is birationally equivalent to $y^{2}=x^{3}-27 D\left(D^{3}+8\right) x+54\left(D^{6}-20 D^{3}-8\right)$ which is an elliptic curve of $j$-invariant

$$
j=1728 \frac{4 a^{3}}{4 a^{3}+27 b^{2}}=\left(\frac{3 D\left(D^{3}+8\right)}{D^{3}-1}\right)^{3}
$$

In our case $D=(\gamma+3) / 3$ and therefore

$$
j=\frac{(\gamma+3)^{3}(\gamma+9)^{3}\left(\gamma^{3}+27\right)^{3}}{\gamma^{3}\left(\gamma^{2}+9 \gamma+27\right)^{3}}
$$

Remark. We note the equivalence between the two relations found so far

$$
j(\tau)=\frac{(\gamma+3)^{3}(\gamma+9)^{3}\left(\gamma^{3}+27\right)^{3}}{\gamma^{3}\left(\gamma^{2}+9 \gamma+27\right)^{3}} \quad \gamma_{2}(3 \tau)=\frac{\left(t_{9}+3\right)\left(t_{9}+9\right)\left(t_{9}^{2}+27\right)}{t_{9}\left(t_{9}^{2}+9 t_{9}+27\right)}
$$

meaning that we could take $\gamma(\tau)=t_{9}(\tau / 3)$. Since $t_{9}(\tau / 3)$ is a Hauptmodul for $\Gamma(3)$, then the Hesse invariant $\gamma$ is also a Hauptmodul for $\Gamma(3)$ and the Hesse model is associated to $\Gamma$ (3) exactly as the Legendre model is associated to 「(2) [Mai].


## The modular curve $X(4)$

The Legendre form $y^{2}=x(x-1)(x-\lambda)$ provides a family of elliptic curves $E_{\lambda}$ with an isomorphism $\mathbb{Z} / 2 \mathbb{Z} \times \mu_{2} \rightarrow E_{\lambda}$ and therefore, as we have seen, the parameter $\lambda$ provides a parametrization of $X(2)$, i.e., $k(\Gamma(2))=k(\lambda)$. We can compute $\psi_{4} / \psi_{2}$, the quotient of the two division polynomials of $E_{\lambda}$ with respect to 4 and 2, and obtain the primitive 4-division polynomial (encoding the points of exact order 4), see Chapter 4.

$$
\operatorname{deg} \frac{\psi_{4}}{\psi_{2}}=\frac{16-4}{2}=\frac{E[4] \backslash E[2]}{\{ \pm 1\}}=6
$$

This represents the number of curves at distance 2 from any chosen elliptic curve in the 2-isogeny graph:


The function field $k(X(4))$ is obtained by adjoining to $k(X(2))=k(\lambda)$ roots of any two of the factors

$$
\psi_{4}(x) / \psi_{2}(x)=\left(x^{2}-\lambda\right)\left(x^{2}-2 x+\lambda\right)\left(x^{2}-2 \lambda x+\lambda\right)
$$

$$
E[4] / E[2] \simeq(\mathbb{Z} / 2 \mathbb{Z})^{2}\left\{\begin{array}{l}
X(4) \\
\left.4\right|_{X(2)} ^{2} \\
X \\
2
\end{array} \Gamma(2) \cap \Gamma_{0}(4)\right)
$$

Let $\mu^{2}=\lambda$, then $\psi_{4}(x) / \psi_{2}(x)=(x-\mu)(x+\mu)\left(x^{2}-2 x+\mu^{2}\right)\left(x^{2}-2 \mu^{2} x+\mu^{2}\right)$. The discriminants of the two quadratic polynomials are $-4\left(\mu^{2}-1\right)$ and $-4 \mu^{2}\left(\mu^{2}-1\right)$ respectively; hence, if $k$ contains $i=\sqrt{-1}$, then the splitting fields of $f_{1}$ and $f_{2}$ are the same.

$$
k(X(4))=k(\mu) \underbrace{\left[\sqrt{\mu^{2}-1}\right]}_{\substack{\text { conic } \\ \nu^{2}=\mu^{2}-1}} \supseteq k(\lambda)=k\left(\mu^{2}\right)
$$

A parametrization of the conic gives a rational function (of degree 1) generating the function field of $X(4)$.


Figure 3.5 - Parametrization by $\mathbb{P}^{1}$ in $(u, v)$ : we fix the point $(1,0)$ and look at the system of lines passing through it. Each line intersects the conic in exactly one point and the slope of the line defines the parametrization.

A straightforward computation gives

$$
\text { slope }=t=\frac{\nu}{\mu-1} \Longrightarrow t^{2} \mu-t^{2}=\mu+1 \Longrightarrow \lambda=\mu^{2}=\frac{\left(1+t^{2}\right)^{2}}{\left(1-t^{2}\right)^{2}}
$$

We obtain a family of elliptic curves $E_{t}$ with a prescribed isomorphism $\mathbb{Z} / 4 \mathbb{Z} \times \mathbb{Z} / 4 \mathbb{Z} \rightarrow E_{t}[4]$; the new parameter $t$ generates the function field of $X(4)$ and the relation above describes the map $X(4) \rightarrow X(2)$.

The modular curve $X(5)$
$\Gamma(5)$ is the congruence subgroup of full level five. It has index 60 in $\mathrm{SL}_{2}(\mathbb{Z})$ and signature $\left(g, \epsilon_{\infty}, \epsilon_{2}, \epsilon_{3}\right)=$ $(0,12,0,0)$. We have the following tower


The Dedekind $\eta$-product $t_{5}=\left(\eta_{1}(\tau) / \eta_{5}(\tau)\right)^{6}$ is a parameter on $X_{0}(5)$ with maps down to the $j$-line

$$
\pi_{1}^{*}(j)=\frac{\left(t_{5}^{2}+250 t_{5}+3125\right)^{3}}{t_{5}^{5}} \quad \text { and } \quad \pi_{1}^{*}(j)=\frac{\left(t_{5}^{2}+10 t_{5}+5\right)^{3}}{t_{5}}
$$

If we now look at the elliptic curve $E_{v}: y^{2}+(v+1) x y+v y=x^{3}+v x^{2}$, we note that $P=(0,0)$ is a 5 -torsion point on $E_{v}$. Thus, the parameter $v$ is a generator for the function field of $X_{1}(5)$. Note that $\Gamma_{1}(5)$ is a torsion free genus zero subgroup of $S L_{2}(\mathbb{Z})$ of index 12 and the lack of torsion implies that an Hauptmodul on $X_{1}(5)$, as $v$, provides an isomorphism with the projective line. The $j$-invariant of $E$

$$
j\left(E_{v}\right)=-\frac{\left(v^{4}+12 v^{3}+14 v^{2}-12 v+1\right)^{3}}{v^{5}\left(v^{2}+11 v-1\right)}
$$

provides a map to $X(1)$ and, by comparison, we get the relation

$$
t_{5}=-\frac{125 v}{v^{2}+11 v-1}
$$

Finally, $\Gamma(5)$ corresponds to a cyclic cover of degree 5 of $X_{1}(5)$ and, therefore, a parameter on it is a quintic root of $v, v=f^{5}$.

### 3.3.4 A new modular curve

For simplicity we will write $X_{1} \otimes X_{2}$ for the normalization (non-singular model) of the fiber product $X_{1} \times{ }_{X(1)} X_{2}$ given two modular curves $X_{1} \rightarrow X(1)$ and $X_{2} \rightarrow X(1)$. We will be interested in the following situation


Let us start by looking at the full level three modular curve $X(3)$.


In Section 3.3.3 we have already described it and yet we will find another parameter on it in order to find more compact relations with the $j$-invariant. We take $t_{3}$, the Hauptmodul for $X_{0}(3)$ to be

$$
t_{3}=27+\left(\frac{\eta_{1}(\tau)}{\eta_{3}(\tau)}\right)^{12} \quad \text { so that } \quad j=\frac{t_{3}\left(t_{3}+216\right)^{3}}{\left(t_{3}-27\right)^{3}}
$$

As usual, we consider $r$, the parameter on $X_{n s}^{+}(3)$ to be a cube root of the $j$-invariant. Thus, to pass from $X_{0}(3)$ to $X(3)$ we need to add a cube root of $j$. We take $t^{3}=t_{3}$. Hence,

$$
j=\frac{t^{3}\left(t^{3}+216\right)^{3}}{\left(t^{3}-27\right)^{3}}
$$

and then

$$
j=r^{3}=\frac{t^{3}\left(t^{3}+216\right)^{3}}{\left(t^{3}-27\right)^{3}} \Longrightarrow r=\frac{t\left(t^{3}+216\right)}{t^{3}-27}
$$

We eventually look at the curve $Y$


On $X_{0}(2)$ we define the classical Hauptmodul, see Appendix A

$$
s=t_{2}=\left(\frac{\eta_{1}(\tau)}{\eta_{2}(\tau)}\right)^{24} \quad \text { such that } \quad j=\frac{(s+256)^{3}}{s^{2}}
$$

In order to define a parameter on $Y$ we need to add a cube root of $j$. Thus we define $u^{3}=s$ so that

$$
j=\frac{\left(u^{3}+256\right)^{3}}{u^{6}} \Longrightarrow r=\frac{u^{3}+256}{u^{2}}
$$

Remark. Note that we can use the Atkin-Lehner copy of $X_{0}(2)$ in order to have $j=(s+16)^{3} / s$ and then take $u^{3}=-s$ to ease the construction of the Weber modular curve, as we will see shortly.

Finally we find a generator $v$ for the function field of $X$.


We have a complete description of the two maps

$$
\begin{array}{rl}
X(3) \longrightarrow X_{n s}^{+}(3) & Y \longrightarrow X_{n s}^{+}(3) \\
t & u r=\frac{t\left(t^{3}+216\right)}{t^{3}-27}
\end{array} \quad u \longrightarrow r=\frac{u^{3}+256}{u^{2}}
$$

Setting these equal, we find

$$
\frac{t\left(t^{3}+216\right)}{t^{3}-27}=\frac{u^{3}+256}{u^{2}} \Longrightarrow\left(t^{3}+216\right) t u^{2}-\left(u^{3}+256\right)\left(t^{3}-27\right)=0
$$

This is a (singular) model for $X$. Using magma we find out that $X$ has genus 0 . As we did in the previous section for $X(4)$, we can use the anti-canonical divisor (of degree 2 ) to obtain a plane conic model and, eventually, find a rational parametrization (given any point) by

$$
\mathbb{P}^{1} \longrightarrow X \quad v \longmapsto(t, u)=(t(u), v(u))
$$

Using magma, we find

$$
t=\frac{v^{3}-2}{v} \quad u=\frac{16\left(v^{3}+1\right)}{\left(v^{3}-8\right) v}
$$



Figure 3.6 - Constructing the modular curve $X$.
By successive approximations we can compute their $q$-expansions finding:

$$
u(q)=q^{-\frac{1}{3}}-8 q^{\frac{2}{3}}+28 q^{\frac{5}{3}}-64 q^{\frac{8}{3}}+134 q^{\frac{11}{3}}-288 q^{\frac{14}{3}}+568 q^{\frac{17}{3}}+O\left(q^{6}\right)
$$

$$
\begin{gathered}
t(q)=q^{-\frac{1}{3}}+5 q^{\frac{2}{3}}-7 q^{\frac{5}{3}}+3 q^{\frac{8}{3}}+15 q^{\frac{11}{3}}-32 q^{\frac{14}{3}}+9 q^{\frac{17}{3}}+O\left(q^{6}\right) \\
v(q)=q^{-\frac{1}{6}}+q^{\frac{1}{3}}+q^{\frac{5}{6}}-q^{\frac{4}{3}}-q^{\frac{11}{6}}+q^{\frac{17}{6}}+2 q^{\frac{10}{3}}-2 q^{\frac{13}{3}}-3 q^{\frac{29}{6}}+O\left(q^{5}\right)
\end{gathered}
$$

Remark. We observe that the modular curve

$$
X=X(3) \otimes X_{0}(2)=X\left(\Gamma_{0}(2) \cap \Gamma(3)\right)
$$

is associated with the group $\Gamma=\Gamma_{0}(2) \cap \Gamma(3)$ which has index two in $\Gamma(6)$.

### 3.3.5 Weber modular curves

## Weber modular functions

We will need one more class of modular functions. These have been first introduced by Weber in [Web] and they are defined in terms of the Dedekind $\eta$-function (see $\S 2.2 .3$ ). This new family of functions has the advantage of providing effective ways of calculating $\gamma_{2}$. We recall that

$$
\eta(\tau)=q^{1 / 24} \prod_{n=1}^{+\infty}\left(1-q^{n}\right)
$$

and that, since the modular discriminant does not vanish on the upper half plane, we may define a cube root of the $j$-invariant

$$
\gamma_{2}(\tau)=\frac{E_{4}(q)}{\gamma_{2}(q)^{1 / 3}}=j(q)^{1 / 3}
$$

Definition. The Weber modular functions $\mathfrak{f}, \mathfrak{f}_{1}$ and $\mathfrak{f}_{2}$ are defined to be

$$
\begin{gathered}
\mathfrak{f}(\tau)=\zeta_{48}^{-1} \frac{\eta\left(\frac{\tau+1}{2}\right)}{\eta(\tau)}=q^{-\frac{1}{48}} \prod_{n=1}^{+\infty}\left(1+q^{n-\frac{1}{2}}\right) \\
\mathfrak{f}_{1}(\tau)=\frac{\eta\left(\frac{\tau}{2}\right)}{\eta(\tau)}=q^{-\frac{1}{48}} \prod_{n=1}^{+\infty}\left(1-q^{n-\frac{1}{2}}\right) \\
\mathfrak{f}_{2}(\tau)=\sqrt{2} \frac{\eta(2 \tau)}{\eta(\tau)}=\sqrt{2} q^{\frac{1}{24}} \prod_{n=1}^{+\infty}\left(1+q^{n}\right)
\end{gathered}
$$

These functions satisfy various identities, among which,

$$
\mathfrak{f}_{1}(2 \tau) \mathfrak{f}_{2}(\tau)=\mathfrak{f}(\tau) \mathfrak{f}_{1}(\tau) \mathfrak{f}_{2}(\tau)=\sqrt{2}
$$

the latter showing that, unlike the case of the modular $j$-function, the values of these functions at singular moduli are "almost" algebraic units [GS].

Remark. It is easy to see that each of the functions $\mathfrak{f}$, $\mathfrak{f}_{1}$ and $\mathfrak{f}_{2}$ have rational Fourier expansions.
The definition of Weber functions may seem quite arbitrary at first but they arise in a natural way when studying the 2-torsion of the universal elliptic curve over $\mathbb{C}$.

Theorem 3.52. Let $e_{1}=\wp(\tau / 2), e_{2}=\wp(1 / 2)$ and $e_{1}=\wp((\tau+1) / 2)$, then

$$
\begin{aligned}
& e_{2}-e_{1}=\pi^{2} \eta(\tau)^{4} \mathfrak{f}(\tau)^{8} \\
& e_{2}-e_{3}=\pi^{2} \eta(\tau)^{4} \mathfrak{f}_{1}(\tau)^{8} \\
& e_{3}-e_{1}=\pi^{2} \eta(\tau)^{4} \mathfrak{f}_{2}(\tau)^{8}
\end{aligned}
$$

Corollary 3.53. The following identities hold

$$
\gamma_{2}(\tau)=\frac{\mathfrak{f}(\tau)^{24}-16}{\mathfrak{f}(\tau)^{8}}=\frac{\mathfrak{f}_{1}(\tau)^{24}+16}{\mathfrak{f}_{1}(\tau)^{8}}=\frac{\mathfrak{f}_{2}(\tau)^{24}+16}{\mathfrak{f}_{2}(\tau)^{8}}
$$

$$
\gamma_{3}(\tau)=\frac{\left(\mathfrak{f}(\tau)^{24}+8\right)\left(\mathfrak{f}_{1}(\tau)^{8}-\mathfrak{f}_{2}(\tau)^{8}\right)}{\mathfrak{f}(\tau)^{8}}
$$

From this we could also deduce an expression for $j$ as a rational function in $\mathfrak{f}$, $\mathfrak{f}_{1}$ or $\mathfrak{f}_{2}$. Finally, as a consequence of the transformation laws of the Dedekind $\eta$-function, we have the following

Proposition 3.54. The Weber functions satisfy the following transformation properties

$$
\begin{array}{ll}
\mathfrak{f}(\tau+1)=\zeta_{48}^{-1} \mathfrak{f}_{1}(\tau) & \mathfrak{f}\left(-\frac{1}{\tau}\right)=\mathfrak{f}(\tau) \\
\mathfrak{f}_{1}(\tau+1)=\zeta_{48}^{-1} \mathfrak{f}(\tau) & \mathfrak{f}_{1}\left(-\frac{1}{\tau}\right)=\mathfrak{f}_{2}(\tau) \\
\mathfrak{f}_{2}(\tau+1)=\zeta_{24} \mathfrak{f}_{2}(\tau) & \mathfrak{f}_{2}\left(-\frac{1}{\tau}\right)=\mathfrak{f}_{1}(\tau)
\end{array}
$$

This proposition gives
Proposition 3.55. $\mathfrak{f}(\tau)^{6}$ is a modular function for

$$
\Gamma_{s}(8)=\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \right\rvert\, b \equiv c \equiv 0 \quad \bmod 8\right\}
$$

Proposition 3.56. $\mathfrak{f}_{1}(8 \tau)^{6}$ is a modular function for $\Gamma_{0}(32)$.
Proposition 3.57. $\mathfrak{f}_{2}(\tau)$ is a modular function for $\Gamma(24)$.
Note that $f_{2}$ was the first to be studied by Weber, who eventually introduced the related functions $\mathfrak{f}$ and $f_{1}$ satisfying

$$
\left(X+\mathfrak{f}^{8}\right)\left(X-f_{1}^{8}\right)\left(X-f_{2}^{8}\right)=X^{3}-\gamma_{2} X+16
$$

Each of these functions generates an extension of degree 72 of $\mathbb{Q}(j)$. We construct therefore a new modular curve $W$ with parameter $\mathfrak{f}_{2}$.


Figure 3.7 - Modular tower for the Weber modular curve $W$
We note that $\mathfrak{f}$ has a non-rational coefficient. If we consider the twist of $X_{0}(2)$ by the Atkin-Lehner involution $\omega_{2}$, we can avoid this issue by working with $\mathfrak{f}(\tau)$ instead of $\mathfrak{f}_{2}$. Note that the same result can be obtained simply by replacing the Hauptmodul $s=\left(\eta_{1} / \eta_{2}\right)^{24}$ of $X_{0}(2)$ by its normalized version
$s=2^{12}\left(\eta_{2} / \eta_{1}\right)^{24}$. In this case we also simplify some of the relations between the modular curves involved. Note that the choice $s=-u^{3}$ has been made in order to work with $\mathfrak{f}$ (instead of $\mathfrak{f}_{1}$ ).


Figure 3.8 - Normalized modular tower for $W$
Once established that $W$ and $X$ cover $Y$ we can construct $W \otimes X$ and find that $W \otimes X \rightarrow W$ is of degree

$$
\operatorname{deg}(W \otimes X \rightarrow W)=\operatorname{deg}(X \rightarrow Y)=\operatorname{deg}\left(X(3) \rightarrow X_{n s}^{+}(3)\right)=4
$$

so that $W$ does not cover any other intermediate curve. In other words, the two covers $W \rightarrow Y$ and $X \rightarrow Y$ are independent.

Lemma 3.58. $W \otimes X \rightarrow W$ has genus 21 .

## Weber curves

Setting $\left(\mathfrak{u}_{0}, \mathfrak{u}_{1}, \mathfrak{u}_{2}\right)=\left(\mathfrak{f}, \zeta_{16} \mathfrak{f}_{1}(\tau), \zeta_{16}^{-1} \mathfrak{f}_{2}(\tau)\right)$ the triple $\left(\mathfrak{u}_{0}, \mathfrak{u}_{1}, \mathfrak{u}_{2}\right)$ satisfies the common relations

$$
j=\frac{\left(\mathfrak{u}_{0}^{24}-16\right)^{3}}{\mathfrak{u}^{24}}=\frac{\left(\mathfrak{u}_{1}^{24}-16\right)^{3}}{\mathfrak{u}^{24}}=\frac{\left(\mathfrak{u}_{2}^{24}-16\right)^{3}}{\mathfrak{u}^{24}}
$$

and one verifies that the three orbits $\left\{\zeta_{24}^{j} \mathfrak{u}_{i}: j \in \mathbb{Z} / 24 \mathbb{Z}\right\}$ run over the 72 roots of the modular polynomial

$$
\left(X^{24}-16\right)^{3}-j(q) X^{24} \in \mathbb{Q}\left(\zeta_{24}\right) \llbracket q^{1 / 24} \rrbracket
$$

and moreover, the functions $\mathfrak{u}_{i}$ satisfy transformations

$$
\left(\mathfrak{u}_{0}, \mathfrak{u}_{1}, \mathfrak{u}_{2}\right) \circ S=\left(\mathfrak{u}_{0}, \zeta_{8}^{-1} \mathfrak{u}_{2}, \zeta_{8} \mathfrak{u}_{1}\right) \text { and }\left(\mathfrak{u}_{0}, \mathfrak{u}_{1}, \mathfrak{u}_{2}\right) \circ T=\left(\zeta_{24} \mathfrak{u}_{1}, \zeta_{12}^{-1} \mathfrak{u}_{0}, \zeta_{24} \mathfrak{u}_{2}\right)
$$

The map determined by the normalized Weber functions ( $\mathfrak{u}_{0}^{m}: \mathfrak{u}_{1}^{m}: \mathfrak{u}_{2}^{m}: 1$ ) determines a Weber modular curve $\mathcal{W}_{3 n}$ in $\mathbb{P}^{3}$

$$
\mathcal{W}_{3 n}:\left\{\begin{array}{l}
X_{0}^{n}+X_{1}^{n}+X_{2}^{n}=0, \\
X_{0} X_{1} X_{2}=\sqrt{2}^{m} X_{3}^{3}
\end{array}\right.
$$

for $m$ and $n$ such that $m n=8$, with quotient Weber curve $\mathcal{W}_{n}$ defined as the image of $\left(\mathfrak{u}_{0}^{3 m}: \mathfrak{u}_{1}^{3 m}: \mathfrak{u}_{2}^{3 m}: 1\right)$ in $\mathbb{P}^{3}$ :

$$
\mathcal{W}_{n}:\left\{\begin{array}{l}
X_{0}^{n}+X_{1}^{n}+X_{2}^{n}=48 X_{3}^{n} \\
X_{0} X_{1} X_{2}=\sqrt{2}^{3 m} X_{3}^{3}
\end{array}\right.
$$

These defining relations follow directly from the relations $\mathfrak{f}^{8}=\mathfrak{f}_{1}^{8}+\mathfrak{f}_{2}^{8}$ and $\mathfrak{f} f_{1} \mathfrak{f}_{2}=\sqrt{2}$, and the curves are
equipped with maps $\mathcal{W}_{m n} \rightarrow \mathcal{W}_{n}$ for each product $m n$ dividing 24 . We will now show that Weber modular curves fit in the description of previous sections.

## Modular group

To each factorization $m n=24$, the Weber curve $\mathcal{W}_{n}$ in $\mathbb{P}^{3}$, defined by the triple of Weber functions $\left(\mathfrak{u}_{0}^{m}, \mathfrak{u}_{1}^{m}, \mathfrak{u}_{2}^{m}\right)$, comes equipped with an action of $\operatorname{PSL}_{2}(\mathbb{Z})$. We denote the kernel of the action by $\Gamma_{n}$, identifying the Weber curves with the modular curve $X\left(\Gamma_{n}\right)$. The action of $\mathrm{PSL}_{2}(\mathbb{Z})$ on Weber functions induces a representation in $\operatorname{GL}_{3}\left(\mathbb{Q}\left(\zeta_{n}\right)\right)$ determined by the images of the generators $S$ and $T$.

$$
\begin{aligned}
& \mathrm{PSL}_{2}(\mathbb{Z}) \longrightarrow \mathrm{GL}_{3}\left(\mathbb{Q}\left(\zeta_{n}\right)\right) \\
& S, T \longmapsto\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0 & \bar{\zeta}_{8}^{m} \\
0 & \zeta_{8}^{m} & 0
\end{array}\right),\left(\begin{array}{ccc}
0 & \zeta_{24}^{m} & 0 \\
\bar{\zeta}_{24}^{2 m} & 0 & 0 \\
0 & 0 & \zeta_{24}^{m}
\end{array}\right)
\end{aligned}
$$

The image group is finite, whose kernel $\Gamma_{n}$ is a normal congruence subgroup of $\mathrm{PSL}_{2}(\mathbb{Z})$. We reduce the computation of $\Gamma_{n}$ by first proving that $\Gamma_{1} \cong \Gamma(2)$, then noting that $\Gamma_{1} \subset \Gamma_{3} \cap \Gamma_{8}=\Gamma_{24}$, which reduces to determining $\Gamma_{3}$ and the chain $\Gamma_{1} \subset \Gamma_{2} \subset \Gamma_{4} \subset \Gamma_{8}$.

Let $\boldsymbol{\mu}_{m}=\left\langle\zeta_{m}\right\rangle$ be the group of $m$-th roots of unity, and define the anti-diagonal group,

$$
\nabla\left(\boldsymbol{\mu}_{m}^{2}\right)=\left\{\left(\zeta_{m}^{i}, \zeta_{m}^{j}, \zeta_{m}^{-i-j}\right) \mid 0 \leq i, j<m\right\},
$$

and the diagonal group $\Delta\left(\boldsymbol{\mu}_{m}\right)=\left\{\left(\zeta_{m}^{i}, \zeta_{m}^{i}, \zeta_{m}^{i}\right) \mid 0 \leq i<m\right\}$, each of which acts by coordinate scaling on $\mathbb{A}^{3}$, and if $m \equiv 0 \bmod 3$, then $\nabla\left(\boldsymbol{\mu}_{m}^{2}\right) \cap \Delta\left(\boldsymbol{\mu}_{m}\right)=\Delta\left(\boldsymbol{\mu}_{3}\right)$, otherwise the intersection is trivial. For each divisor $m n$ of 24 , the action of the anti-diagonal group $\nabla\left(\boldsymbol{\mu}_{m}^{2}\right)$, extended to $\mathbb{P}^{3}$, stabilizes $\mathcal{W}_{m n}$.
Proposition 3.59. For each product $m n$ dividing 24 , the group $\nabla\left(\boldsymbol{\mu}_{m}^{2}\right)$ acts on $\mathcal{W}_{m n}$ with quotient $\mathcal{W}_{n}$.

- If $m \not \equiv 0 \bmod 3$, then the group $\nabla\left(\boldsymbol{\mu}_{m}^{2}\right)$ acts faithfully and $\Gamma_{m n} / \Gamma_{n} \cong \nabla\left(\boldsymbol{\mu}_{m}^{2}\right)$.
- If $m \equiv 0 \bmod 3$, then group $\nabla\left(\boldsymbol{\mu}_{m}^{2}\right)$ acts with kernel $\Delta\left(\boldsymbol{\mu}_{3}\right)$, and $\Gamma_{m n} / \Gamma_{n} \cong \nabla\left(\boldsymbol{\mu}_{m}^{2}\right) / \Delta\left(\boldsymbol{\mu}_{3}\right)$.

In particular, if $m$ divides 8 , the degree of $\mathcal{W}_{m n} \rightarrow \mathcal{W}_{n}$ is $m^{2}$ and the degree of $\mathcal{W}_{3 n} \rightarrow \mathcal{W}_{n}$ is 3 .
Proposition 3.60. The Weber kernel group $\Gamma_{1}$ equals $\Gamma(2)$ and $\mathcal{W}_{1} \cong X(2)$.
Proposition 3.61. The Weber kernel group $\Gamma_{3}$ equals $\Gamma(2) \cap \Gamma_{n s}^{+}(3)$, and for each $n$ dividing 8

$$
\Gamma_{3 n}=\Gamma_{n} \cap \Gamma_{n s}^{+}(3)
$$

It thus suffices to characterize the groups $\Gamma_{n}$ for $n$ dividing 8.
Proposition 3.62. The Weber kernel group $\Gamma_{2}$ equals $\Gamma(4)$ and $\mathcal{W}_{2}=X(4)$.
Proposition 3.63. The Weber kernel group $\Gamma_{4}$ equals $\Gamma_{s}(8)$ and $\mathcal{W}_{4}=X_{s}(8)$.
It remains to characterize the group $\Gamma_{8}$ under which the triple of functions $\left(\mathfrak{u}_{0}^{3}, \mathfrak{u}_{1}^{3}, \mathfrak{u}_{2}^{3}\right)$ is invariant. This group is not the split Cartan subgroup $\Gamma_{s}(16)$, but we can show that

$$
\Gamma(16) \subset \Gamma_{8} \subset \Gamma_{s}(8)=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right): b \equiv c \equiv 0 \bmod 8\right\}
$$

and that the group $\Gamma_{8} / \Gamma(16)$ is cyclic of order 4 generated by

$$
T^{2} U^{2} T^{-2} U^{-2} \equiv\left(\begin{array}{cc}
13 & 8 \\
8 & 5
\end{array}\right) \bmod 16
$$

where $U=S T S^{-1}$. The equality is easily verified in $S L_{2}(\mathbb{Z} / 16 \mathbb{Z})$ and the word expression on the left maps to the identity under the above homomorphism to $\mathrm{GL}_{3}\left(\mathbb{Q}\left(\zeta_{8}\right)\right)$, showing that the element is in the kernel of the action on $\mathcal{W}_{8}$. Moreover, the matrix on the right lifts to $\mathrm{SL}_{2}(\mathbb{Z})$. Given that the degree of $\mathcal{W}_{8} \rightarrow \mathcal{W}_{4}=X_{s}(8)$ is 4 , and $X(16) \rightarrow X(8)$ is of degree 16 , we obtain the following description of the kernel group $\Gamma_{8}$.

Proposition 3.64. The Weber kernel group $\Gamma_{8}$ is the group generated by $\Gamma(16)$ and $\left(\begin{array}{cc}13 & 8 \\ 8 & 5\end{array}\right)$.
In particular we note that $\Gamma_{8}$ contains the diagonal matrix in the center of $\mathrm{SL}_{2}(\mathbb{Z} / 16 \mathbb{Z})$ :

$$
\left(\begin{array}{cc}
13 & 8 \\
8 & 5
\end{array}\right)^{2} \equiv\left(\begin{array}{ll}
9 & 0 \\
0 & 9
\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z} / 16 \mathbb{Z})
$$

hence contains the subgroup

$$
\Gamma(16,8,16)=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z}): a \equiv d \equiv 1 \bmod 8, c \equiv d \equiv 0 \bmod 16\right\}
$$

Given that $\Gamma_{s}(8) / \Gamma(16)$ is an abelian group:

$$
\Gamma_{s}(8) / \Gamma(16)=\left\langle\left(\begin{array}{cc}
13 & 0 \\
0 & 5
\end{array}\right),\left(\begin{array}{ll}
1 & 8 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 0 \\
8 & 1
\end{array}\right)\right\rangle \cong C_{4} \times V_{4}
$$

so that $\Gamma_{s}(8) / \Gamma(16,8,16) \cong C_{2} \times V_{4}=C_{2}^{3}$; we have the following diagram of modular curves between $X(16)$ and $X_{s}(8)$, where the curves represented by dots are intermediate quotients by the subgroups of $V_{4}=\left\langle T^{8}, U^{8}\right\rangle$.


### 3.3.6 Fermat curves

Let $\mathcal{F}_{n}: X^{n}+Y^{n}+Z^{n}=0$ be the $n$-th Fermat curve in $\mathbb{P}^{2}$. The hyperplane relation $X_{0}^{n}+X_{1}^{n}+X_{2}^{n}=0$ in $\mathcal{W}_{3 n}$ motivates the study of the relation with Fermat curves $\mathcal{F}_{n}$, in particular the projection $\pi: \mathcal{W}_{3 n} \rightarrow \mathcal{F}_{n}$.

In order to obtain a cover of $\mathcal{W}_{3 n}$, we also introduce the twists $\mathcal{F}_{n}^{c}: X^{n}+Y^{n}+c Z^{n}=0$ of $\mathcal{F}_{n}$ by c. In particular, for $c=16$ and $n m=8$, the degree 9 quotient, $\mathcal{F}_{3 n}^{16} \rightarrow \mathcal{F}_{n}$ given by $(X: Y: Z) \mapsto$ $\left(X^{3}, Y^{3}, \sqrt{2}^{m} Z^{3}\right)$, maps through the projection $\mathcal{W}_{3 n} \rightarrow \mathcal{F}_{n}$ :

$$
\begin{aligned}
\mathcal{F}_{3 n}^{16} \longrightarrow \mathcal{W}_{3 n} \longrightarrow \mathcal{F}_{n} \\
(X: Y: Z) \longmapsto\left(X^{3}: Y^{3}: \sqrt{2}^{m} Z^{3}: X Y Z\right) \longmapsto\left(X^{3}: Y^{3}: \sqrt{2}^{m} Z^{3}\right)
\end{aligned}
$$

each of degree 3. In fact we can establish that the quotient $\mathcal{W}_{3 n} \rightarrow \mathcal{W}_{n}$ induces an isomorphism of $\mathcal{F}_{n}$ to $\mathcal{W}_{n}$ such that the quotient of Weber curves is the composition of $\pi: \mathcal{W}_{3 n} \rightarrow \mathcal{F}_{n}$ with the isomorphism $\mathcal{F}_{n} \rightarrow \mathcal{W}_{n}$.

$$
\begin{gathered}
\mathcal{W}_{3 n} \longrightarrow \mathcal{F}_{n} \longrightarrow \mathcal{W}_{n} \\
\left(X_{0}: X_{1}: X_{2}: X_{3}\right) \mapsto\left(X_{0}: X_{1}: X_{2}\right) \mapsto\left(X_{0}^{3}: X_{1}^{3}: X_{2}^{3}: \frac{X_{0} X_{1} X_{2}}{\sqrt{2}^{m}}\right)=\left(X_{0}^{3}: X_{1}^{3}: X_{2}^{3}: X_{3}^{3}\right)
\end{gathered}
$$

Remark. This shows that the curves $\mathcal{F}_{n}$, for $n$ dividing 8, are modular, in the sense of being a moduli space for elliptic curves with a $2 n$-level structure.

The curves $\mathcal{W}_{n}$ are generated by the triple of functions $\left(\mathfrak{f}, \mathfrak{f}_{1}, \mathfrak{f}_{2}\right)$, or rather their normalizations $\left(\mathfrak{u}_{0}^{m}, \mathfrak{u}_{1}^{m}, \mathfrak{u}_{2}^{m}\right)$, where $n m=24$. The quotient to $\mathfrak{f}_{i}^{m}$ is a genus 0 quotient. For instance, for $m=24$ (and $n=1$ ), we have $\mathcal{W}_{1}=X(2)$, but the quotient to $\mathfrak{f}^{24}$ is isomorphic to $X_{0}(2)$.


Figure 3.9 - Normalized modular tower for $W$

## Chapter 4

## Division Polynomials and Isogenies of CM Curves

In previous chapters we have treated isogenies as moduli points. We now focus on a different approach which consists in describing isogenies by the polynomials cutting out their kernels. We start by giving a classification of different models of elliptic curves highlighting the natural level structure they carry. Eventually, we introduce the notion of division polynomials, i.e., those polynomials characterizing the $n$-torsion subscheme of an elliptic curve, and study their recursion formulæ. Finally, in view of the applications of next chapters, we describe how to adapt this construction to algebraic integers (following [Sat]) and then specialize to the Gaussian end Eisenstein case.

### 4.1 Models of elliptic curves

An elliptic curve is a projective non-singular genus 1 curve with a fixed distinguished base point $O$.
In view of a classification of different models for elliptic curves, we present here the structures up to which such a classification is made. To fix the notation, we will work with projective models to avoid divisions, except in the case of Weierstrass curves where working with an affine equations is not too much of a constraint since there is only one point missing, namely the point at infinity. A projective model for an elliptic curve is an embedding $\iota: E \rightarrow \mathbb{P}^{r}$. We will say that the model is projective normal if it is given by a complete linear system, i.e., if its coordinate ring is integrally closed [Har, Ex. II.3.18]. We let $X_{0}, \ldots, X_{r}$ denote the coordinate functions on $\mathbb{P}^{r}$. We obtain a surjective morphism of rings

$$
\iota^{*}: k\left[\mathbb{P}^{r}\right]=k\left[X_{0}, \ldots, X_{r}\right] \longrightarrow k[E]=\frac{k\left[X_{0}, \ldots, X_{r}\right]}{I_{E}}
$$

for $I_{E}$ the defining ideal for the embedding.
Kohel observed that, using the completeness of the linear system defining the projective model, we can infer the existence of a point $S \in E(k)$ such that every hyperplane intersects $E$ in $d=r+1$ points summing to $S$ (counting their multiplicities) [Koh4].

On $\mathbb{P}^{r}$ we have a natural invertible sheaf $\mathcal{O}_{\mathbb{P} r}(1)$ spanned by the global sections which are given by the homogeneous coordinates $\left\{X_{0}, \ldots, X_{r}\right\}$. Hence, for a projective model $\iota: E \rightarrow \mathbb{P}^{r}$ we obtain a sheaf on $E$ given by the pullback $\mathcal{L}=\iota^{*} \mathcal{O}_{\mathbb{P}^{r}}(1)$ which is also invertible and is generated by the global sections $s_{i}=\iota^{*}\left(X_{i}\right)$. In the same way one can construct $\mathcal{L}^{n}=\iota^{*} \mathcal{O}_{\mathbb{P}^{r}}(n)$ where $\mathcal{O}_{\mathbb{P} r}(n)$ is now generated by the monomials of degree $n$ in the $X_{i}$ 's. Its space of global sections $\Gamma\left(E, \mathcal{L}^{n}\right)$ is a finite dimensional $k$ vector space [Har, Ex. II.5.14] and

$$
k[E]=\bigoplus_{n=0}^{+\infty}\left\ulcorner\left(E, \mathcal{L}^{n}\right)\right.
$$

Now, if $D$ is the divisor on $E$ cut out by $X_{0}=0$, we can identify $\Gamma\left(E, \mathcal{L}^{n}\right)$ with the Riemann-Roch space associated to $n D$ [Koh4]. This means that a projective model is determined by a line bundle $\mathcal{L}(D)$ on the curve which is given by a divisor $D$. Its space of global sections is the Riemann-Roch space $L(D)$.
Definition. The divisor $D$ encoding the information on the projective model is called the embedding divisor. More precisely, its class is the embedding divisor class.

It turns out that if $\mathcal{L}(D)$ is an invertible sheaf, then $D$ has to be linearly equivalent to $r(O)+(S)$ where $S$ is the sum of all points (with their multiplicity) lying in the intersection of any hyperplane with $E$, as above. Thus, we will consider $D=r(O)+(S)$ as the embedding divisor [Koh3, Lemma 2].

For the Weierstrass model we can take $D=3(O)$ which corresponds to $2(O)+(O)$ in the description above. Hence, we are taking the point $S$ to be the identity element itself but, as we will see, this is not always the case. More in general, for quartic models, the only interesting divisors are $3(O)+S$ and $4(O)$. When working with Edwards curves it is natural to take $D=\sum_{i=0}^{3} i T \sim 3(O)+2(S)$ with $S=2 T$.

Definition. A model is symmetric if $[-1]$ acts projectively linearly.
Remark. This is equivalent to the divisor embedding $D$ being equivalent to $r(O)+(S)$ where $S \in E[2]$ is some 2 torsion point. In fact, if we have an affine model and its divisor is the divisor at infinity, the fact that -1 acts linearly means that $S$ is either the point at infinity or a two torsion point.

Remark. By means of the choice of coordinate functions, $[-1]$ can be diagonalized into eigenspaces, which means that by -1 can be chosen to act by a swap of variables or a change of sign.

Since we are mostly interested in curves with efficient arithmetic, we will restrict to symmetric models. The divisor embedding provides the first invariant in our classification since there exists a linear map between two different models if and only if they have the same embedding divisor class [Koh4, Th 3.2]. A second criterion in the classification would be the level structure encoded by the model: we will be interested in elliptic curves with a given torsion subgroup $G \subset E(k)$; moreover, we want this subgroup to stabilize the embedding divisor $D$. This means that the pullback by the translation by $P$-map $\tau_{P}$ acts as the identity on $D$ for all $P \in G: \tau_{P}^{*} D=D$. As a consequence $G$ will act linearly on $E$ [Koh3, Lemma 29].

Remark. This means that 3 -torsion points act linearly on degree 3 models, for degree 4 models 4 -torsion points act linearly (including 2 torsion points) and so on.

Finally, we will also look at the choice for the base point and at possible twists of the models.

## Level 2 structure

We start by looking at families of elliptic curves parametrizing a 2-level structure. This means that they naturally come equipped with some 2 -torsion structure. In particular, we will be interested in quartic models as two torsion acts linearly on these families.

Lemma 4.1 ([Koh3, Lemma 5]). Let $E$ be a projective normal degree $d$ model of an elliptic curve. The translation by $T$ map acts linearly if and only if $T$ is in $E[d]$.

This give a motivation to focus on quartic models in the framework of symmetric curves for which [ -1 ] acts linearly.

We will start by looking at a model encoding a $\Gamma_{0}(2)$ structure to eventually climb the modular tower adding a full level 2 structure, a $\Gamma_{1}(4)$-structure and, finally, a $\Gamma(4)$ structure.

### 4.1.1 Intersection of two quadrics

It is well known that any elliptic curve over $k$ can be embedded in $\mathbb{P}^{3}$ as the intersection of two quadrics (in general defining a curve of genus 1). Cassels [CF, Ch. 7] shows that, provided the characteristic of $k$ is not 2 or 3 , a general elliptic curve $y^{2}=x^{3}+a x+b$ corresponds to the curve $\mathcal{C}$ in $\mathbb{P}^{3}$ defined by

$$
\left\{\begin{array}{l}
X_{2}^{2}=b X_{0}^{2}+a X_{0} X_{1}+X_{3} X_{1} \\
X_{0} X_{3}=X_{1}^{2}
\end{array}\right.
$$

via the embedding $(x, y) \rightarrow\left(1: x: y: x^{2}\right)$. The identity element corresponds to a flex point where the tangent line has a multiplicity 2 intersection point. The group law is described geometrically in [Hus] and arithmetically in [CF].

Remark. Here we are taking the divisor $D$ to be $4(O)$ and a basis for the Riemann-Roch space given by $\left\{1, x, y, x^{2}\right\}$.


Figure 4.1 - Group law in the intersection of two quadrics

We let $O$ be the identity element and, similarly to the chord-tangent law defined on the affine model of an elliptic curve, we let three points sum to $O$ if they are coplanar to $S$, which equals $O$ in this particular case. The negation of a point $P$ will be the third intersection of the plane passing through $O$ and $P$ and containing the tangent line to the curve in $O$ (Figure 4.1).

One of the advantages of this model is that the formulæ for adding points also work for doubling and has been therefore used in cryptography to prevent SPA-like attacks as in [BJ1] and [LS].

In practice, we will often be interested in elliptic curves with a 2-torsion point. In this case we can transform a Weierstrass model of $E$ into the form

$$
E: y^{2}=x\left(x^{2}+\alpha x+\beta\right)
$$

with 2-torsion point $(0,0)$. An embedding in $\mathbb{P}^{3}$ as a quartic curve $\mathcal{C}$ is obtained by the transformations

$$
(x, y) \longmapsto\left(1: x: y: x^{2}+\alpha x+\beta\right)
$$

or in projective coordinates by

$$
(X: Y: Z) \longmapsto\left(Z^{2}: X Z: Y Z: X^{2}+\alpha X Z+\beta Z^{2}\right)
$$

giving defining polynomials for $\mathcal{C}$ :

$$
\left\{\begin{array}{l}
X_{0} X_{3}=\beta X_{0}^{2}+\alpha X_{0} X_{1}+X_{1}^{2} \\
X_{1} X_{3}=X_{2}^{2}
\end{array}\right.
$$

Remark. The choice between $x^{2}$ and $x^{2}+\alpha x+\beta$ as the fourth coordinate is justified by the projection to the last two coordinates:

$$
\left(y: x^{2}+\alpha x+\beta\right)=\left(y^{2}:\left(x^{2}+\alpha x+\beta\right) y\right)=(x: y)
$$

versus the lack of cancellation between $y$ and $x^{2}$ :

$$
\left(y: x^{2}\right)=\left(y^{2}: x^{2} y\right)=\left(x^{2}+\alpha x+\beta: x y\right)
$$

As a result, the projection to the former two coordinates gives a map of degree 2 whereas the latter is of 3 .
As we said above, the interest for looking at a level 2 structure on a quartic model is that the translation by 2-torsion points is linear:

$$
\left(X_{0}: X_{1}: X_{2}: X_{3}\right) \longmapsto\left(X_{0}+\alpha / \beta X_{1}-1 / \beta X_{3}:-X_{1}: X_{2}:-X_{3}\right)
$$

Remark. This curve carries a $\Gamma_{0}(2)$ structure which is given by its 2-torsion point. We can explicitly find the relations by $\alpha, \beta$ and the parameter $s$ on $X_{0}(2)$ satisfying $j=(s+16)^{3} / s$. A simple magma computation gives $s=256 \beta /\left(\alpha^{2}-4 \beta\right)$. Note that $t=\alpha^{2} / \beta$ is an invariant and therefore a twist consists in $(\alpha, \beta) \mapsto\left(\lambda \alpha, \lambda^{2} \beta\right)$.

### 4.1.2 Jacobi normal form

Assuming the characteristic of the base field is not 2, we let $J_{(a, b)}$ be the elliptic curve given by the intersection of the quadrics in $\mathbb{P}^{3}$

$$
\left\{\begin{array}{l}
X_{2}^{2}=X_{1}^{2}+a X_{0}^{2} \\
X_{3}^{2}=X_{2}^{2}+b X_{0}^{2} \\
X_{1}^{2}=X_{3}^{2}+c X_{0}^{2}
\end{array}\right.
$$

where $a+b+c=0$, with identity element $(0: 1: 1: 1)$. The full 2-torsion part of $J_{(a, b)}$ is very explicit:

$$
J_{(a, b)}[2]=\{(0: 1: 1: 1),(0:-1: 1: 1),(0: 1:-1: 1),(0: 1: 1:-1)\}
$$

The embedding divisor is equivalent to the formal sum of all the two torsion points, which is $4(O)$.
Theorem 4.2 ([Koh3, Th. 35]). Let $E / k$ be an elliptic curve with projective normal embedding in $\mathbb{P}^{3}$ such that $\mathcal{O}_{E}(1) \simeq \mathcal{L}(4(O))$ and $E(k)[2]$ is isomorphic to $(\mathbb{Z} / 2 \mathbb{Z})^{2}$, then there exist $a, b \in k$ such that $E$ is linearly isomorphic to $J_{(a, b)}$.

Remark. The Jacobi curve $J_{(a, b)}$ comes equipped with the full 2-torsion subgroup. Thus, it carries a $\Gamma(2)$ structure. The relation with the $\lambda$ invariant, which is a parameter for the modular curve $X(2)$, is given by a six-to-one cover [Sil1, §III.1]:

$$
\lambda \in\left\{-\frac{a}{b},-\frac{b}{a}, \frac{a}{a+b}, \frac{b}{a+b},-\frac{c}{a},-\frac{c}{b}\right\}
$$

This is perhaps not the most natural model on which to study polynomial maps, since the Kummer curve is a conic in $\mathbb{P}^{2}$. Indeed, the inversion map is given by

$$
[-1]\left(X_{0}: X_{1}: X_{2}: X_{3}\right)=\left(-X_{0}: X_{1}: X_{2}: X_{3}\right)
$$

so that the Kummer curve is the projection to $\left(X_{1}: X_{2}: X_{3}\right)$ in $\mathbb{P}^{2}$ defined by

$$
a X^{2}+b Y^{2}+c Z^{2}=0
$$

The Jacobi model is isomorphic to a curve in Legendre normal form

$$
y^{2}=x(x-1)(x-\lambda)
$$

for which $\lambda=-1$ is in the family of Gaussian twists. Note that the $\lambda$ is exactly the $\lambda$ invariant above. An isomorphisms with the curve $(a, b, c)=(-1,-\lambda+1, \lambda)$ is given by

$$
(x, y) \longmapsto\left(2 y: x^{2}-\lambda: x^{2}-2 x+\lambda: x^{2}-2 \lambda x+\lambda\right)
$$

The Kummer curve of $J$ is parametrized by the Kummer line $\mathbb{P}^{1}$ of $E$ by the map

$$
(X: Z) \longmapsto\left(X^{2}-2 \lambda X Z+\lambda Z^{2}: X^{2}-\lambda Z^{2}: X^{2}-2 X Z+\lambda Z^{2}\right)
$$

where the zeros of the coordinate images are at the $x$-coordinate of the 4-torsion points.
Remark. The existence of a 4-torsion point shows that this model parametrizes something more than a $\Gamma(2)$-structure: it is indeed a point on $X\left(\Gamma_{1}(4) \cap X_{0}(2)\right)$. Since there is no 4-torsion point over $k(\lambda)$, one need $\mu=\sqrt{\lambda}$ and then the cover $X\left(\Gamma_{1}(4) \cap X(2)\right) \rightarrow X(2)$ is given by $\mu \mapsto \lambda=\mu^{2}$.

Chudnovsky and Chudnovsky [CC] define a Jacobi form representing an elliptic curve as an intersection of two quadrics:

$$
E_{J, \lambda}\left\{\begin{array}{l}
X_{0}^{2}+X_{1}^{2}=X_{3}^{2} \\
\lambda^{2} X_{0}^{2}+X_{2}^{2}=X_{3}^{2}
\end{array}\right.
$$

with base point ( $0: 1: 1: 1$ ), which is a model for a curve in Jacobi normal form with $(a, b, c)=$ $\left(1,-\lambda^{2}, \lambda^{2}-1\right)$ with map $\left(X_{0}: X_{1}: X_{2}: X_{3}\right) \mapsto\left(X_{0}: X_{1}: X_{3}: X_{2}\right)$ [Koh3].

Liardet and Smart [LS] obtained explicit formulæ for point addition on $E_{J, \lambda}$. Let $P_{1}=\left(a_{0}: a_{1}: a_{2}: a_{3}\right)$ and $P_{2}=\left(b_{0}: b_{1}: b_{2}: b_{3}\right)$ be two points on $E_{J, \lambda}$, then $P_{1}+P_{2}=P_{3}=\left(c_{0}: c_{1}: c_{2}: c_{3}\right)$ with
$\left(c_{0}: c_{1}: c_{2}: c_{3}\right)=\left(a_{0} b_{1} b_{2} a_{3}+b_{0} a_{1} a_{2} b_{3}: a_{1} b_{1} a_{3} b_{3}-a_{0} b_{0} a_{2} b_{2}: a_{2} b_{2} a_{3} b_{3}-\lambda^{2} a_{0} b_{0} a_{1} b_{1}:\left(b_{1} a_{3}\right)^{2}+\left(b_{0} a_{2}\right)^{2}\right)$

### 4.1.3 Jacobi quartic form

Jacobi quartic curves over a field of characteristic different from 2 are defined by the model

$$
J_{k}: y^{2}=\left(1-x^{2}\right)\left(1-\kappa^{2} x^{2}\right) \quad \text { with } \kappa \neq 0, \pm 1
$$

with base point $(0,1)$ and 2 -torsion point $(0,-1)$. These curves where introduced by Jacobi as they can be parameterized with Jacobi's elliptic functions. It is worth noting that its standard projective closure $Y^{2} Z^{2}=\kappa^{2} X^{4}-\left(\kappa^{2}+1\right) X^{2} Z^{2}+Z^{4}$ in $\mathbb{P}^{2}$ is singular; the coordinates $(X: Y: Z)$ stands for equivalence classes of triplets where $\left(X_{1}: Y_{1}: Z_{1}\right) \sim\left(X_{2}: Y_{2}: Z_{2}\right)$ if there exists $t \in k^{*}$ such that $X_{1}=t X_{2}, Y_{1}=t^{2} Y_{2}$ and $Z_{1}=t Z_{2}$.

As they have 2-torsion points, it is natural to ask if they provide a good parametrization of a $\Gamma_{0}(2)$ structure. Billet and Joye [BJ1] observed that if $E:=y^{2}=x^{3}+a x+b$ has a rational 2-torsion point $(\theta, 0)$ (indeed any curve with even number of $k$-rational points), then it can be put in the more general affine form (usually referred to as extended Jacobi quartic form)

$$
\begin{equation*}
J_{\delta, \epsilon}: y^{2}=\epsilon x^{4}+2 \delta x^{2}+1 \tag{4.1}
\end{equation*}
$$

with $\epsilon=-\left(3 \theta^{2}+4 a\right) / 16$ and $\delta=-3 \theta / 4$.
Remark. In this context, "more general" means that it covers more isomorphism classes than the classic Jacobi model. By contrast, we descend the modular tower as $J_{k}$ is a family with level $\Gamma_{1}(4) \cap \Gamma(2)$-structure. In fact, if $\mu$ is the square root of the $\lambda$-invariant introduced above, then $\kappa=(\mu-1) /(\mu+1)$.

This curves have identity element $(0,1)$ and $(0,-1)$ is a point of order 2 . Their discriminant is $\Delta=$ $256\left(\delta^{2}-\epsilon\right)^{2} \neq 0$ and the $j$ invariant is given by $64\left(\delta^{2}+3 \epsilon\right)^{3} /\left(\epsilon\left(\delta^{2}-\epsilon\right)^{2}\right)$.

As for the classical Jacobi model, the projective closure $Y^{2} Z^{2}=\epsilon X^{4}+2 \delta X^{2} Z^{2}+Z^{4}$ has a unique singular point $\Omega=(0: 1: 0)$. The blow-up resolving this singularity produces two points at infinity, noted $\Omega_{1}$ and $\Omega_{2}$. The divisor at infinity is $D=2\left(\Omega_{1}\right)+2\left(\Omega_{2}\right)$, and the Riemann-Roch space associated to it is generated by $\left\{1, x, y, x^{2}\right\}$. Thus the transformation $(x, y) \mapsto\left(1: x: y: x^{2}\right)$ gives the projective normal closure $\mathcal{E} \subseteq \mathbb{P}^{3}$ with defining equations [Koh3]

$$
\left\{\begin{array}{l}
X_{1}^{2}=X_{0} X_{3} \\
X_{2}^{2}=\epsilon X_{3}^{2}+2 \delta X_{0} X_{3}+X_{0}^{2}
\end{array}\right.
$$

Liardet and Smart [LS] and Kohel [Koh3] considered the special case $\epsilon=1$ which gives curves

$$
\left\{\begin{array}{l}
X_{1}^{2}=X_{0} X_{3} \\
X_{2}^{2}=X_{3}^{2}+2 \delta X_{0} X_{3}+X_{0}^{2}
\end{array}\right.
$$

The map $\left(X_{0}: X_{1}: X_{2}: X_{3}\right) \mapsto\left(X_{1}: X_{2}: X_{0}-X_{3}: X_{0}+X_{3}\right)$ defines an isomorphism to the Jacobi normal model defined in the previous section with $(a, b, c)=(-2(\delta+1), 4,2(\delta-1))$.

The geometric interpretation of the addition law goes as shown in Figure 4.2 and it is the analogue of the chord-and-tangent rule for Weierstrass elliptic curves. The conic $\mathcal{C}$ passing through $P_{1}, P_{2}$ and $O$ and tangent to $J_{\delta, \epsilon}$ at $\Omega$ has 8 intersections with our Jacobi quartic; this is a direct application of Bezout's Theorem as the number of intersection of a conic with a degree 4 model is $2 \cdot 4$. Since, it has multiplicity 4 at $\Omega$ and 3 intersections $P_{1}, P_{2}$ and $O$, it follows that $\mathcal{C}$ passes through a 4 point of the elliptic curve. We let $P_{1}, P_{2}$ and this third point to sum to $O$ meaning that $\mathcal{C}$ crosses $J_{\delta, \epsilon}$ at $-P_{3}=-\left(P_{1}+P_{2}\right)$.

Remark. The negation of a point is $-(x, y)=(-x, y)$.
Proposition 4.3. Given two points $P_{1}=\left(a_{0}: a_{1}: a_{2}\right)$ and $P_{2}=\left(b_{0}: b_{1}: b_{2}\right)$ on the Jacobi quartic $J_{\delta, \epsilon}: Y^{2} Z^{2}=\epsilon X^{4}+2 \delta X^{2} Z^{2}+Z^{4}$, the conic $\mathcal{C}$ passing through $P_{1}, P_{2}, O$ and tangent to $J_{\delta, \epsilon}$ at $\Omega$ has




Figure 4.2 - Negation of a point, addition and doubling for Jacobi quartics
equation

$$
\mathcal{C}: c_{X^{2}} X^{2}+c_{Y Z}\left(Z^{2}-Y Z\right)+c_{X Z} X Z=0
$$

where the coefficients $\left(c_{X^{2}}: c_{Y Z}: c_{X Z}\right) \in \mathbb{P}^{2}$ are given by
I. If $P_{1} \neq P_{2}$ and $P_{1}, P_{2} \neq O$, then

$$
\left\{\begin{array}{l}
c_{X^{2}}=\left(a_{2}^{2}-a_{1} a_{2}\right)\left(b_{0} b_{2}\right)-\left(b_{2}^{2}-b_{1} b_{2}\right)\left(a_{0} a_{2}\right) \\
c_{Y Z}=b_{0}^{2} a_{0} a_{2}-a_{0}^{2} b_{0} b_{2} \\
c_{X Z}=a_{0}^{2}\left(b_{2}^{2}-b_{1} b_{2}\right)-b_{0}^{2}\left(a_{2}^{2}-a_{1} a_{2}\right)
\end{array}\right.
$$

II. if $P_{1}=P_{2}$, then

$$
\left\{\begin{array}{l}
c_{X^{2}}=4 a_{2}\left(\delta a_{0}^{2}+a_{2}^{2}\right)-2 a_{1} a_{2}\left(a_{1}+a_{2}\right) \\
c_{Y Z}=-2 a_{0}^{2} a_{1} \\
c_{X Z}=-4 \delta a_{0}^{3}-4 a_{0} a_{2}^{2}+4 a_{0} a_{1} a_{2}
\end{array}\right.
$$

Remark. There exist different interpretations. One may refer, for instance to [Wan+, Th. 1] for a description in terms of cubics.

Corollary 4.4 ([His, §5.2.1]). Assuming that $\left(a_{0}: a_{1}: a_{2}\right)+\left(b_{0}: b_{1}: b_{2}\right)=\left(c_{0}: c_{1}: c_{2}\right)$ we have

$$
\left\{\begin{array}{l}
c_{0}=\left(a_{0} b_{1}-a_{1} b_{0}\right)\left(a_{0}^{2} b_{2}^{2}-a_{2}^{2} b_{0}^{2}\right) \\
c_{1}=\left(a_{1} b_{1}-2 \delta a_{0} b_{0}\right)\left(a_{0}^{2} b_{2}^{2}+a_{2}^{2} b_{0}^{2}\right)-2 a_{0} b_{0}\left(a_{2}^{2} b_{2}^{2}+\delta a_{0}^{2} b_{0}^{2}\right) \\
c_{2}=a_{2} b_{2}\left(a_{0} b_{1}-a_{1} b_{0}\right)^{2}
\end{array}\right.
$$

Further, if $2\left(a_{0}: a_{1}: a_{2}\right)=\left(c_{0}: c_{1}: c_{2}\right)$, then

$$
\left\{\begin{array}{l}
c_{0}=2 a_{0} a_{1}\left(2 a_{2}^{2}-a_{1}^{2}+2 \delta a_{0}^{2}\right) \\
c_{1}=2 a_{1}^{2}\left(a_{1}^{2}-2 \delta a_{0}^{2}\right)-\left(2 a_{2}^{2}-a_{1}^{2}+2 \delta a_{0}^{2}\right)^{2} \\
c_{2}=\left(2 a_{2}^{2}-a_{1}^{2}+2 \delta a_{0}^{2}\right)^{2}
\end{array}\right.
$$

One could find the affine unified version of the addition law in [His+].
Remark. After embedding in $\mathbb{P}^{3}$ the cubic becomes an hyperplane and we recover the general description of Fig. 4.1, see [His, §5.2.2].

### 4.1.4 Edwards curves

In 2007 Edwards [Edw] introduced another quartic model for elliptic curves over a field of characteristic different from 2 and observed that formulæ for addition have interesting properties:

$$
E_{c}: x^{2}+y^{2}=c^{2}\left(1+x^{2} y^{2}\right)
$$

However, elliptic curve over $k$ can all be transformed into Edwards form only if $k$ is algebraically closed. Over finite fields, only $\sim 1 / 4$ of isomorphism classes admits such a transformation to $E_{c}$ for some $c$. Subsequently,

Bernstein and Lange [BL] considered a twisted family of Edwards curves

$$
E_{d}: x^{2}+y^{2}=1+d x^{2} y^{2}
$$

Remark. Edwards curves define a family over $k(c)=k(X(4))$. The choice of Bernstein and Lange permits one to descend from $X(4)$ to $X_{1}(4)$ with $d=c^{4}$. This motivates the twist in the name as the image of $X(4)(k) \rightarrow X_{1}(4)(k)$ lies in a subset and therefore the choice of such a re-scaling allows one to cover a larger family of curves.

We can observe that $E_{d}$ has a distinguished point $O=(0,1)$ which plays the role of the identity element, and a point of order $2, S=(0,-1)$. The points $( \pm 1,0)$ have order 4 and they can be used to construct maps from Edwards curves to Weierstrass curves and to show that precisely those curves with a rational 4-torsion point are birationally equivalent to an Edwards curve.

Contrary to the prior models the divisor embedding is $3(O)+(S)$ and the Riemann-Roch space is then spanned by $\{1, x, y, x y\}$. The embedding $(x, y) \mapsto(1: x: y: x y)$ defines the projective normal closure of $E_{d}$ in $\mathbb{P}^{3}$ with identity $O=(1: 0: 1: 0)$ :

$$
\left\{\begin{array}{l}
X_{0}^{2}+d X_{3}^{2}=X_{1}^{2}+X_{2}^{2} \\
X_{0} X_{3}=X_{1} X_{2}
\end{array}\right.
$$

The addition law on Edwards curves has a geometric interpretation once again described in terms of divisors [Are+] and chord-and-tangent rule: given two points $P_{1}$ and $P_{2}$ there is a conic $\mathcal{C}$ passing through the 5 points $P_{1}, P_{2}, S, \Omega_{1}=(1: 0: 0)$ and $\Omega_{2}=(0: 1: 0)$ (the 2 points at infinity with multiplicity 2 ); the remaining intersection $\mathcal{C} \cap E_{d}$ is the point $-P_{3}$ and the associated divisors yield the equation $P_{3}=P_{1}+P_{2}$.

Proposition 4.5 ([Are+, Th. 1]). Let $E_{d}$ be an Edwards curve over $k$ and let $P_{1}=\left(a_{0}: a_{1}: a_{2}\right)$ and $P_{2}=\left(b_{0}: b_{1}: b_{2}\right)$ be 2 affine points on $E_{d}$ not necessarily distinct. Let $\mathcal{C}$ be the conic

$$
\mathcal{C}: c_{Z^{2}}\left(Z^{2}+Y Z\right)+c_{X Y} X Y+c_{X Z} X Z=0
$$

passing through $P_{1}, P_{2}, S, \Omega_{1}$ and $\Omega_{2}$. The coefficients of $\mathcal{C}$ are given by
I. If $P_{1} \neq P_{2}, P_{1}, P_{2} \neq S$, then

$$
\left\{\begin{array}{l}
c_{Z^{2}}=a_{0} b_{0}\left(a_{1} b_{2}-b_{1} a_{2}\right) \\
c_{X Y}=a_{2} b_{2}\left(a_{0} b_{2}-b_{0} a_{2}+a_{0} b_{1}-b_{0} a_{1}\right) \\
c_{X Z}=b_{0} b_{1} a_{2}^{2}-a_{0} a_{1} b_{2}^{2}+a_{1} b_{1}\left(b_{0} a_{2}-a_{0} b_{2}\right)
\end{array}\right.
$$

II. If $P_{1} \neq P_{2}=S$, then $C_{Z^{2}}=-a_{0}, c_{X Y}=a_{2}, c_{X Z}=a_{2}$.
III. If $P_{1}=P_{2}$, then

$$
\left\{\begin{array}{l}
c_{Z^{2}}=a_{0} a_{2}\left(a_{2}-a_{1}\right) \\
c_{X Y}=d a_{0}^{2} a_{1}-a_{2}^{3} \\
c_{X Z}=a_{2}\left(a_{2} a_{1}-a_{0}^{2}\right)
\end{array}\right.
$$

Proposition 4.6 ([His, §5.1.1]). Let $E_{d}$ be an Edwards curve over k. If $\left(a_{0}: a_{1}: a_{2}\right)+\left(b_{0}: b_{1}: b_{2}\right)=\left(c_{0}\right.$ : $\left.c_{1}: c_{2}\right)$, then

$$
\left\{\begin{array}{l}
c_{0}=\left(a_{0} b_{1}-a_{1} b_{0}\right)\left(a_{0} a_{1} b_{2}^{2}+b_{0} b_{1} a_{2}^{2}\right) \\
c_{1}=\left(a_{1} b_{1}+a_{0} b_{0}\right)\left(a_{0} a_{1} b_{2}^{2}-b_{0} b_{1} a_{2}^{2}\right) \\
c_{2}=a_{2} b_{2}\left(a_{0} b_{1}-a_{1} b_{0}\right)\left(a_{1} b_{1}+a_{0} b_{0}\right)
\end{array}\right.
$$

Further, if $2\left(a_{0}: a_{1}: a_{2}\right)=\left(c_{0}: c_{1}: c_{2}\right)$, then

$$
\left\{\begin{array}{l}
c_{0}=2 a_{0} a_{1}\left(2 a_{2}^{2}-a_{1}^{2}-a_{0}^{2}\right) \\
c_{1}=\left(a_{1}^{2}-a_{0}^{2}\right)\left(a_{1}^{2}+a_{0}^{2}\right) \\
c_{2}=\left(a_{1}^{2}+a_{0}^{2}\right)\left(2 a_{2}^{2}-a_{1}^{2}-a_{0}^{2}\right)
\end{array}\right.
$$

The affine version of these addition formulæ can be found in [BL].


Figure 4.3 - Group law and doubling for Edwards curves

Remark. We can exploit addition laws as sum of points on a hyperplane in $\mathbb{P}^{3}$ following Hisil [HWC]: using the map $(x, y) \mapsto(1: x: y: x y)$ described above, one could pass to the projective normal closure with identity element $(1: 0: 1: 0)$. If $\left(a_{0}: a_{1}: a_{2}: a_{3}\right)+\left(b_{0}: b_{1}: b_{2}: b_{3}\right)=\left(c_{0}: c_{1}: c_{2}: c_{3}\right)$, then

$$
\left\{\begin{array}{l}
c_{0}=\left(a_{0} b_{0}+d a_{3} b_{3}\right)\left(a_{0} b_{0}-d a_{3} b_{3}\right) \\
c_{1}=\left(a_{0} b_{0}-d a_{3} b_{3}\right)\left(a_{1} b_{2}+a_{2} b_{1}\right) \\
c_{2}=\left(a_{0} b_{0}+d a_{3} b_{3}\right)\left(a_{2} b_{2}-a_{1} b_{1}\right) \\
c_{3}=\left(a_{1} b_{2}+a_{2} b_{1}\right)\left(a_{2} b_{2}-a_{1} b_{1}\right)
\end{array}\right.
$$

Remark. Bernstein and Lange [BL] also defined twisted Edward curves as the 2 dimensional family

$$
E_{a, d}: a x^{2}+y^{2}=1+d x^{2} y^{2}
$$

These enlarge the family to include quadratic twists of Edwards curves.

### 4.1.5 Huff model

In 1948 Huff [Huf] introduced the curves

$$
H_{a, b}: a x\left(1-y^{2}\right)=b y\left(1-x^{2}\right) \quad a, b \in k, a^{2}-b^{2} \neq 0
$$

while studying a Diophantine problem. These curves have identity element $O=(0,0), 3$ points at infinity, namely $(1: 0: 0),(0: 1: 0)$ and $(a: b: 0)$, which are exactly the 3 primitive 2-torsion points of $E$ and 4 torsion points $( \pm 1: \pm 1: 1)$.

Remark. Huff curves are a family on $X\left(\Gamma(2) \cap \Gamma_{1}(4)\right)$ parametrized by $b / a$. A descent to $X(2)$ is given by considering $a x\left(y^{2}-d\right)=b y\left(x^{2}-d\right)$. On the other hand, the base extension $a^{2}=b^{2}-c^{2}$ gives a full level 4 structure $X(4) \simeq \mathbb{P}^{1}$, with isomorhism given by the parametrization of the conic

$$
\begin{aligned}
\mathbb{P}^{1} & \longrightarrow X(4): a^{2}-b^{2}=c^{2} \\
(u: v) & \longmapsto\left(u^{2}+v^{2}: u^{2}-v^{2}: 2 u v\right)
\end{aligned}
$$

These are not the ideal models to work with since, as of degree 3, we lose the interesting property of 4-torsion acting linearly. However, we mention here the equivalence with other known families.

Huff showed that $H_{a, b} / \mathbb{P}^{2}: a X_{1}\left(X_{0}^{2}-X_{2}^{2}\right)=b X_{2}\left(X_{0}^{2}-X_{1}^{2}\right)$ is isomorphic to the Weierstrass curve

$$
Y^{2} Z=X\left(X+a^{2} Z\right)\left(X+b^{2} Z\right)
$$

via the transformations

$$
\begin{aligned}
\Upsilon:\left(X_{0}: X_{1}: X_{2}\right) \mapsto(X: Y: Z) & =\left(a b\left(a X_{2}-b X_{1}\right): a b\left(a^{2}-b^{2}\right) X_{0}: a X_{1}-b X_{2}\right) \\
\Upsilon^{-1}:(U: V: W) \mapsto\left(X_{0}: X_{1}: X_{2}\right) & =\left(Y: b\left(X+a^{2} Z\right): a\left(X+b^{2} Z\right)\right)
\end{aligned}
$$

There is an isomorphism between $H_{a, b}$ and the Jacobi normal curve

$$
J_{\left(a^{2}, b^{2}-a^{2}\right)}:\left\{\begin{array}{l}
Z^{2}=Y^{2}+a^{2} X^{2} \\
T^{2}=Y^{2}+\left(b^{2}-a^{2}\right) X^{2} \\
Y^{2}=T^{2}-b^{2} X^{2}
\end{array}\right.
$$

via the map

$$
(X: Y: Z: T) \longmapsto\left(X_{0}: X_{1}: X_{2}\right)=\left(a^{2} b^{2}(Z-T):\left(a^{2}-b^{2}\right) a^{2} b^{2} X:-\left(a^{2}-b^{2}\right) Y-b^{2} Z+a^{2} T\right)
$$

Further, we can describe an isomorphism with the twisted Edwards curve

$$
E_{(a-b) /(a+b)}: X^{2}-Z^{2}=Y^{2}-\left(\frac{a-b}{a+b}\right)^{2} T^{2} \quad c=\frac{a-b}{a+b}
$$

via the transformation

$$
(X: Y: Z: T) \longmapsto\left(X_{0}: X_{1}: X_{2}\right)=\left(X+Z: Y-c^{-1} T: Y+c^{-1} T\right)
$$

## Level 3 structure

We focus now on degree 3 models on which the 3-torsion acts linearly.

### 4.1.6 Hessian curves

Contrary to previous models, Hessian curves parametrize elliptic curves with 3 torsion structure. We suppose the characteristic of the field is different form 2 and 3, and we used the distinguished 3-torsion point to write our curve in the form

$$
H_{d}: X^{3}+Y^{3}+Z^{3}=d X Y Z
$$

with $d \in k$ such that $d^{3} \neq 1$.

Proposition 4.7 ([JQ, Prop. 1]). $H_{d}$ is isomorphic to the Weierstrass elliptic curve

$$
y^{2}=x^{3}-\frac{d\left(d^{3}+216\right)}{48} x+\frac{d^{6}-540 d^{3}-5832}{864}
$$

with discriminant and $j$-invariant given by

$$
\Delta\left(H_{d}\right)=\left(d^{3}-27\right)^{3} \neq 0 \quad j\left(H_{d}\right)=\frac{d^{3}\left(d^{3}+216\right)^{3}}{\left(d^{3}-27\right)^{3}}
$$

Remark. We obtain $d=t+3$ for $t$ the Hesse invariant on $X(3)$, see Section 3.3.3. Thus, the Hessian family parametrizes elliptic curves with full level 3 -structure.

The identity element can be taken to be the point at infinity $O=(1:-1: 0)$ and the points $(0: 1:-1)$ and $(1: 0:-1)$ are two points of order 3 .

We can interpret the group law on these curves geometrically as we did for the Weierstrass model, namely letting three colinear points sum to $O$. Note that this means that, as divisors, they are equivalent to $3(O)$ : we consider two points $P_{1}$ and $P_{2}$ and the line $r$ passing through them. The divisor of $r$ is $\operatorname{div}(r)=\left(P_{1}\right)+\left(P_{2}\right)+\left(-P_{3}\right)-3(O)$. If $r^{\prime}$ is the line passing through the points $-P_{3}$ and $P_{3}$ then $\operatorname{div}\left(r^{\prime}\right)=\left(P_{3}\right)+\left(-P_{3}\right)-2(O)$ and this gives $P_{3}=P_{1}+P_{2}$.

Remark. The inverse of the point $(X: Y: Z)$ is the symmetric with respect to the first diagonal $-(X: Y$ : $Z)=(Y: X: Z)$.



Figure 4.4 - Group law and doubling for Hessian curve $H_{D}$.

Proposition $4.8([G G X])$. Let $P_{1}=\left(X_{1}: Y_{1}: Z_{1}\right)$ and $P_{2}=\left(X_{2}: Y_{2}: Z_{2}\right)$ be two affine points on $H_{d}$. Define $P_{3}=P_{1}+P_{2}$. The line $r$ passing through $P_{1}, P_{2}$ and $-P_{3}$ has equation

$$
c_{X} X+c_{Y} Y+c_{Z} Z=0
$$

where the coefficients are given by the following
I. If $P_{1} \neq P_{2}$, then

$$
\left\{\begin{array}{l}
c_{X}=Y_{1} Z_{2}-Z_{1} Y_{2} \\
c_{Y}=Z_{1} X_{2}-X_{1} Z_{2} \\
c_{Z}=X_{1} Y_{2}-Y_{1} X_{2}
\end{array}\right.
$$

I. If $P_{1}=P_{2}$, then the tangent line has coefficients

$$
\left\{\begin{array}{l}
c_{X}=3 X_{1}^{2}-d Y_{1} Z_{1} \\
c_{Y}=3 Y_{1}^{2}-d X_{1} Z_{1} \\
c_{Z}=3 Z_{1}^{2}-d X_{1} Y_{1}
\end{array}\right.
$$

The explicit formulæ for addition and point doubling can be found using Cauchy-Desboves's formulæ [JQ].

Corollary 4.9. Let $P_{1}=\left(a_{0}: a_{1}: a_{2}\right)$ and $P_{2}=\left(b_{0}: b_{1}: b_{2}\right)$ be two points on $H_{d}$, then

$$
\begin{aligned}
& P_{1}+P_{2}=P_{3}=\left(c_{0}: c_{1}: c_{2}\right) \quad \text { where }\left\{\begin{array}{l}
c_{0}=a_{1}^{2} b_{0} b_{2}-b_{1}^{2} a_{0} a_{2} \\
c_{1}=a_{0}^{2} b_{1} b_{2}-b_{0}^{2} a_{1} a_{2} \\
c_{2}=a_{2}^{2} b_{1} b_{0}-b_{2}^{2} a_{1} a_{0}
\end{array}\right. \\
& 2 P_{1}=P_{3}=\left(c_{0}: c_{1}: c_{2}\right) \quad \text { where } \quad\left\{\begin{array}{l}
c_{0}=a_{1}\left(a_{2}^{3}-a_{0}^{3}\right) \\
c_{1}=a_{0}\left(a_{1}^{3}-a_{2}^{3}\right) \\
c_{2}=a_{2}\left(a_{0}^{3}-a_{1}^{3}\right)
\end{array}\right.
\end{aligned}
$$

Remark. In the literature, the definition of Hessian curve could present small differences in particular in the choice of the coefficient of the term $X Y Z$ which Hesse defined to be $6 d$, while Joye and Quisquater [JQ] set as $3 d$.

Remark. In [Ber+] the authors define a twisted Hessian curves $a X^{3}+Y^{3}+Z^{3}=d X Y Z$. It is worth noting that they chose a different base point element, namely $(0:-1: 1)$.

Remark. As we said, having two points of order 3, Hessian curves have a natural $\Gamma(3)$ structure. Twisted Hessian curves are more general in the sense that they represent a family over $k\left(X_{0}(3)\right)$ and therefore cover a larger family of curves while parametrizing a lower level structure.

### 4.2 Division polynomials

The group law on an elliptic curve defines a morphism of varieties $E \times E \longrightarrow E$ for which we gave explicit rational functions and polynomials describing it.

Using these polynomials we can, in a natural way, construct the following maps extending to morphisms:

$$
\begin{aligned}
{[n]: } & E \\
P & \longrightarrow P+\ldots+P
\end{aligned}
$$

associating to a point $P$ the sum of $P$ with itself $n$ times. The map $[n]$ is an endomorphism in End ${ }_{k}(E)$ and is therefore given by rational functions $\left(\frac{P_{x}(x, y)}{Q_{x}(x, y)}, \frac{P_{y}(x, y)}{Q_{y}(x, y)}\right)$. Recursively applying the addition law formulæ and the associativity of the group law, we can show that $P_{x}, P_{y}, Q_{x}, Q_{y}$ verify stronger constraints [Sil1, Ex. 3.7]. In particular we obtain relatively prime polynomials $\phi_{n}, \psi_{n}$ and $\omega_{n}$ in $k[x, y]$ such that

$$
\begin{aligned}
& {[n]: E \longrightarrow E} \\
& (x, y) \longrightarrow\left(x_{n}, y_{n}\right)=\left(\frac{\phi_{n}(x, y)}{\psi_{n}(x, y)^{2}}, \frac{\omega_{n}(x, y)}{\psi_{n}(x, y)^{3}}\right)
\end{aligned}
$$

An alternative proof of this, using complex analysis and the Weierstrass $\wp$-function, could be found in [Was].

Definition. The polynomials $\phi_{n}, \psi_{n}$ and $\omega_{n}$ are the $n$-th division polynomials on $E$.

For its distinguished role, $\psi_{n}$ is usually referred to as the $n$-th division polynomial since it cuts out the closed subscheme $E[n] \backslash\{O\}$ of degree $\left(n^{2}-1\right)$ on $E$, i.e., its roots correspond to the affine coordinates of points of order dividing $n$ [Koh1]. These polynomials satisfy many recursion formulæ and can be related one another; in particular, we can express $\phi_{n}$ and $\omega_{n}$ in terms of $\psi_{n}$.

We present now explicit relations for these polynomials starting from an elliptic curve $E$ in Weierstrass form. One of the reasons behind using this model is to lower the degree of $\psi_{n}$ but the drawback is the appearance of the variable $y$ for even $n$. Formulæ for elliptic curves in short Weierstrass form can be found in [Lan1] and [Sil1]; Morain [Mor] gives relations for $\phi_{n}$ and $\omega_{n}$ while Kohel [Koh1] and Lercier [Ler] deal with the general case.

$$
\begin{aligned}
& \psi_{0}=0 \\
& \psi_{1}=1 \\
& \psi_{2}=2 y+a_{1} x+a_{3} \\
& \psi_{3}=3 x^{4}+b_{2} x^{3}+3 b_{4} x^{2}+3 b_{6} x+b_{8} \\
& \psi_{4}=\psi_{2}\left(2 x^{6}+b_{2} x^{5}+5 b_{4} x^{4}+10 b_{6} x^{3}+10 b_{8} x^{2}+\left(b_{2} b_{8}-b_{4} b_{6}\right) x+b_{4} b_{8}-b_{6}^{2}\right) \\
& \psi_{2 m+1}=\psi_{m+2} \psi_{m}^{3}-\psi_{m-1} \psi_{m+1}^{3} \quad \text { for } m \geq 2 \\
& \psi_{2 m}=\psi_{m}\left(\psi_{m+2} \psi_{m-1}^{2}-\psi_{m-2} \psi_{m+1}^{2}\right) / \psi_{2} \quad \text { for } m>2
\end{aligned}
$$

Remark. It can be shown that the numerator $\psi_{m}\left(\psi_{m+2} \psi_{m-1}^{2}-\psi_{m-2} \psi_{m+1}^{2}\right)$ in the definition of $\psi_{2 m}$ is divisible by $\psi_{2}^{2}$.

Division polynomials are computed modulo the equation of the curve and we can therefore assume that the degree of the variable $y$ never exceeds 1 . Now, using the group law relation, we find [Cas1, Formulary]

$$
\phi_{r} \psi_{m}^{2}-\phi_{m} \psi_{r}^{2}=\psi_{m-r} \psi_{m+r}
$$

and this yields

$$
\phi_{0}=1 \quad \phi_{1}=x \quad \phi_{n}=x \psi_{n}-\psi_{n-1} \psi_{n+1}
$$

Finally, in characteristic different from 2 we get

$$
\omega_{n}=\frac{\psi_{n}+2 \psi_{n-1}^{2}-\psi_{n-2} \psi_{n+1}^{2}}{2 \psi_{2}}-\frac{\left(a_{1} \phi_{n}+a_{3} \psi_{n}^{2}\right) \psi_{n}}{2}
$$

or

$$
2 \psi_{n} \omega_{n}=\psi_{2 n}-\left(a_{1} \phi_{n}+a_{3} \psi_{n}^{2}\right) \psi_{n}^{2}
$$

which comes from the action of the endomorphism [ $n$ ] on the invariant differential of $E$.
Lemma 4.10. $\psi_{n}$ and $\phi_{n}$ are polynomials in $\mathbb{Z}\left[x, \psi_{2}^{2},\left\{a_{i}\right\}\right]$ if $n$ is odd and in $\psi_{2} \mathbb{Z}\left[x, \psi_{2}^{2},\left\{a_{i}\right\}\right]$ if $n$ is even. Using the equation of the curve E, i.e., observing that these are polynomials in the set of global sections on the sheaf $\mathcal{O}_{E}$, we get $\psi_{2}^{2} \in \mathbb{Z}\left[\left\{a_{i}\right\}, x\right]$ and therefore

$$
\phi_{n}, \psi_{2}^{-1} \psi_{n} \in \mathbb{Z}\left[\left\{a_{i}\right\}\right][x] \text { for all } n \in \mathbb{N}
$$

We note in particular that on the Kummer line $\mathbb{P}^{1}$, determined by the projection $\pi: E \rightarrow \mathbb{P}^{1}$, the morphism $\pi \circ[n]$ is given by $(x: y: 1) \mapsto\left(\phi_{n}(x): \psi_{n}(x, y)^{2}\right)$, inducing $\mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$, noting that $\psi_{n}(x, y)^{2}=\psi_{n}^{2}(x)$ is a polynomial in $x$.

### 4.2.1 Division polynomials on the Kummer curve

Let $P \in E[n]$ be a $n$-torsion point and $x(P) \in \mathcal{K}_{E}$ the corresponding image on the Kummer line (see section 1.2.2). The torsion (or kernel) polynomial of $G=\langle P\rangle$ is given by

$$
\psi_{G}(x)=\prod_{m \in \frac{(\mathbb{Z} / n \mathbb{Z}) \backslash\{0\}}{\{ \pm 1\}}}(x-[m](x(P)))
$$

Note that $[m](x(P))=x([m] P)$ is well defined as the multiplication by map on the elliptic curve induces a map on the Kummer line (that we call $[\mathrm{m}]$ as well).


Division polynomials are usually computed by recursion formulæ, as pointed out before, but this comes
down to Kummer scalar multiplication where we take $x(P), x([m] P), x([m-1] P)$ and recover $x([m+1] P)$; this is a specialization of the differential addition law, see Algorithm 1.

Remark. Montgomery ladders ([Mon]) and Joye ladders ([Joy], [BJ2]) are algorithms performing scalar multiplication of group elements which are efficient on elliptic curves and Kummer lines [CS3].

Kummer scalar multiplication has a nice interpretation in terms of level structure: points on $X_{1}(n)$ parametrize elliptic curves with an $n$-torsion point $P$. Since $(E, P)$ and $(E,-P)$ are in the same equivalence class, we can identify each point on $X_{1}(n)$ by $(E, x(P))$ and the map described above is just the descending map down to $X_{0}(n)$. The Galois group acting on the points of $X_{1}(n)$ is $(\mathbb{Z} / n \mathbb{Z})^{\times} /\{ \pm 1\}$ and correspond to the Kummer scalar multiplication.


### 4.2.2 Quartic division polynomials

Let $E: y^{2}=x\left(x^{2}+a x+b\right)$ be an elliptic curve with a two torsion point $(0,0)$.
Applying the embedding $\iota: E \hookrightarrow \mathbb{P}^{3}$ given on projective coordinates by $(x: y: 1) \mapsto(1: x: y$ : $\left.x^{2}+a x+b\right)$, and denoting $\mathcal{C}$ its image, we obtain a commutative diagram:

which determines the division polynomials for $[n]: \mathcal{C} \rightarrow \mathcal{C}$ :

$$
(1: x: y: z) \longmapsto\left(1: \frac{\phi_{n}(x)}{\psi_{n}(x, y)^{2}}: \frac{\omega_{n}(x, y)}{\psi_{n}(x, y)^{3}}: \frac{\phi_{n}(x)^{2}+a \phi_{n}(x) \psi_{n}(x, y)^{2}+b \psi_{n}(x, y)^{4}}{\psi_{n}(x, y)^{4}}\right)
$$

This gives the division polynomials for the level-2 quartic model as:

$$
\left(\psi_{n}(x, y)^{4}: \phi_{n}(x) \psi_{n}(x, y)^{2}: \omega_{n}(x, y) \psi_{n}(x, y): \xi_{n}(x)\right)
$$

where $\xi(x)=\phi_{n}(x)^{2}+a \phi_{n}(x) \psi_{n}(x, y)^{2}+b \psi_{n}(x, y)^{4}=\omega_{n}(x, y)^{2} / \phi_{n}(x)$. This shows that the division polynomials associated to the quartic model $\mathcal{C}$ are parametrized by the usual division polynomials $\left(\psi_{n}, \phi_{n}, \omega_{n}\right)$ for the Weierstrass model.

Projection to the last two coordinates gives $(y: z)=(x: y)$. Since by construction $x$ and $y$ have a common zero, which implies that $y / x=z / y$ is a function of degree 2 , we can ask if there is a natural simplification or recursion for the division polynomial projections

$$
\left(\omega_{n} \psi_{n}: \xi_{n}\right)=\left(\phi_{n} \psi_{n}: \omega_{n}\right)
$$

More in general, anytime we define a map from our curve to its Kummer line we can try to compute division polynomials there and then lift them back on our curve (see section 4.2.1). As we said in Section 1.2.2, the group law on an elliptic curve does not induce a group law on the Kummer line $\mathcal{K}_{E}$. Still, given two points $P$ and $Q$, we can compute $P+Q$ once we know $P-Q$. For the generic Jacobi quartic $J_{a, b}$ we can use the map $(x, y) \mapsto y+x^{2}$ as done in [DKW1] or $(y+1) / x^{2}$ as proposed in [CV].

Moody [Moo2] used another technique to get recursion formulæ for Jacobi quartics. This comes from a similar approach introduced by Gauss while studying addition formulæon the lemniscate. Suppose we have $P=\left(x_{P}, y_{P}\right)$ and $Q=\left(x_{Q}, y_{Q}\right)$ two points on $J_{\delta, \epsilon}$. We let $\left(x_{+}, y_{+}\right)=\left(x_{P}, y_{P}\right)+\left(x_{Q}, y_{Q}\right)=P+Q$ and
$\left(x_{-}, y_{-}\right)=\left(x_{P}, y_{P}\right)-\left(x_{Q}, y_{Q}\right)=P-Q$. Using the addition formulæ 4.4 we obtain

$$
x_{+}+x_{-}=\frac{2 x_{P} y_{Q}}{1-\epsilon\left(x_{P} x_{Q}\right)^{2}} \quad \text { and } \quad y_{+}+y_{-}=\frac{2 y_{P} y_{Q}\left(1+\epsilon\left(x_{P} x_{Q}\right)^{2}\right)}{\left(1-\epsilon\left(x_{P} x_{Q}\right)^{2}\right)^{2}}
$$

We can now assume that $P=\left(x_{n}, y_{n}\right)=[n] Q=[n](x, y)$ and that we have already computed the coordinates of all integer multiples of $Q$ up to $n$. Thus,

$$
x_{n+1}+x_{n-1}=\frac{2 x_{n} y}{1-\epsilon\left(x x_{n}\right)^{2}} \quad \text { and } \quad y_{n+1}+y_{n-1}=\frac{2 y_{n} y\left(1+\epsilon\left(x_{n} x\right)^{2}\right)}{\left(1-\epsilon\left(x x_{n}\right)^{2}\right)^{2}}
$$

and this permits to recover new recursion formulæ for Jacobi quartics.
Theorem 4.11 ([Moo2, Th. 3 and Lemma 1]). Let $J_{\delta, \epsilon}: y^{2}=h(x)=\epsilon x^{4}-2 \delta x^{2}+1$ be a Jacobi quartic curve and $P=(x, y)$ a point on it. If $\left(x_{n}, y_{n}\right)$ indicates the coordinates of the point $[n] P$ we have the following recursion formulæ:

$$
\left(x_{n}, y_{n}\right)=\left(x y \frac{f_{n}(x)}{g_{n}(x)}, \frac{p_{n}(x)}{g_{n}(x)^{2}}\right)
$$

where $f_{1}=1, f_{2}=-2, g_{1}=1, g_{2}=\epsilon x^{4}-1$ and, for all $n>1$,

$$
\begin{aligned}
& f_{2 n}=\frac{f_{2 n-1}^{2}-g_{2 n-1}^{2}}{h f_{2 n-2}^{2}} \text { and } \quad f_{2 n+1}=\frac{h f_{2 n}^{2}-g_{2 n}^{2}}{f_{2 n-1}^{2}} \\
& g_{2 n}=\frac{g_{2 n-1}^{2}-\epsilon x^{4} f_{2 n-1}^{2}}{f_{2 n-2}^{2}} \quad \text { and } \quad g_{2 n+1}=\frac{g_{2 n}^{2}-\epsilon h x^{4} f_{2 n}^{2}}{g_{2 n-1}^{2}} \\
& p_{2 n}=\frac{2 h p_{2 n-1}\left(g_{2 n-1}^{2}+\epsilon x^{4} f_{2 n-1}^{2}\right)-p_{2 n-2} g_{2 n}^{2}}{g_{2 n-2}^{2}} \quad \text { and } \quad p_{2 n+1}=\frac{2 p_{2 n}\left(g_{2 n}^{2}+\epsilon x^{4} h f_{2 n}^{2}\right)-p_{2 n-1} g_{2 n+1}^{2}}{g_{2 n-1}^{2}}
\end{aligned}
$$

### 4.2.3 Jacobi division polynomials

The isomorphism $E \rightarrow J \subset \mathbb{P}^{3}$ is given by affine parametrization (see section 4.1.2)

$$
(x: y: 1) \longmapsto\left(2 y: x^{2}-\lambda: x^{2}-2 x+\lambda: x^{2}-2 \lambda x+\lambda\right)
$$

with inverse

$$
\left(X_{0}: X_{1}: X_{2}: X_{3}\right) \longmapsto\left(\lambda\left(X_{2}-X_{3}\right): \lambda(\lambda-1) X_{0}:-(\lambda-1) X_{1}+\lambda X_{2}-X_{3}\right)
$$

Recalling that the identity point on $J$ is $(0: 1: 1: 1)$, the vanishing of the first coordinate defines the kernel. The morphism $[n]$ is parametrized by the division polynomials for $E$ :

$$
\left(2 \omega_{n} \psi_{n}: \phi_{n}^{2}-\lambda \psi_{n}^{4}: \phi_{n}^{2}-2 \phi_{n} \psi_{n}^{2}+\lambda \psi_{n}^{4}: \phi_{n}^{2}-2 \lambda \phi_{n} \psi_{n}^{2}+\lambda \psi_{n}^{4}\right)
$$

The same recursions apply to define the parametrizing triples $\left(\psi_{n}, \phi_{n}, \omega_{n}\right)$, however we need to supply their initialization in terms of $\left(1: x_{1}: x_{2}: x_{3}\right)$ on the affine Jacobian normal form:

$$
\left\{\begin{array}{l}
x_{1}^{2}-x_{2}^{2}=1 \\
x_{1}^{2}-x_{3}^{2}=\lambda \\
x_{2}^{2}-x_{3}^{2}=\lambda-1
\end{array}\right.
$$

Remark. This model is the Jacobi normal form of the "generic" Legendre curve. The case $j=12^{3}$ corresponds to $\lambda=-1$, the Legendre curve $y^{2}=x\left(x^{2}-1\right)$. In order to cover the quadratic twists $y^{2}=x\left(x^{2}-u\right)$, the generic family can be twisted by $u$ as well (setting $\lambda u=v$ ):

$$
\left\{\begin{array}{l}
x_{1}^{2}-x_{2}^{2}=u \\
x_{1}^{2}-x_{3}^{2}=v \\
x_{2}^{2}-x_{3}^{2}=v-u
\end{array}\right.
$$

isomorphic to the 2-parameter family curve $y^{2}=x(x-u)(x-v)$, in which $v=-u$ is the twisted curves with $j=1728$.

### 4.2.4 Edwards division polynomials

The Edwards curve $x^{2}+y^{2}=1+d x^{2} y^{2}$ is isomorphic to the elliptic curve in short Weierstrass form

$$
W: v^{2}=u^{3}-\frac{1+14 d+d^{2}}{48} u-\frac{1-33 d-33 d^{2}+d^{3}}{864}
$$

via the transformations

$$
(x, y) \longmapsto\left(\frac{(5-d)+(1-5 d) y}{12(1-y)}, \frac{(1-d)(1+y)}{4 x(1-y)}\right) \quad(u, v) \longmapsto\left(\frac{6 u-(1+d)}{6 v}, \frac{12 u+d-5}{12 u+1-5 d}\right)
$$

The composition with the projective normal closure $(x, y) \mapsto(1: x: y: x y)$ induces the $[n]$ morphism parametrized by the usual division polynomials. In [MHM], the authors deduce recursion formulæ directly from this isomorphism.

As we did in previous sections, we can work out different recursion formulæ: given two points $P=\left(x_{P}, y_{P}\right)$ and $Q=\left(x_{Q}, y_{Q}\right)$, we let $\left(x_{+}, y_{+}\right)=\left(x_{P}, y_{P}\right)+\left(x_{Q}, y_{Q}\right)=P+Q$ and $\left(x_{-}, y_{-}\right)=\left(x_{P}, y_{P}\right)-\left(x_{Q}, y_{Q}\right)=P-Q$. Using the addition formulæ 4.6, we obtain

$$
x_{+}+x_{-}=\frac{2 x_{P} y_{Q}\left(1-d x_{Q}^{2}\right)}{\left(1-d x_{P}^{2} x_{Q}^{2}\right)} \quad \text { and } \quad y_{+}+y_{-}=\frac{2(1-d) y_{P} y_{Q}}{1-d\left(y_{P}^{2}+y_{Q}^{2}\right)+d y_{P}^{2} y_{Q}^{2}}
$$

The $y$-map associating to a point its $y$-coordinate is a quotient to the Kummer line and induces the following recursion formulæ

Proposition 4.12. Let $\left(x_{n}, y_{n}\right)$ be the coordinates of $[n](x, y)$. Then

$$
y_{n}= \begin{cases}\frac{P_{n}\left(y^{2}\right)}{Q_{n}\left(y^{2}\right)} & \text { if } n \text { is even } \\ y \frac{P_{n}\left(y^{2}\right)}{Q_{n}\left(y^{2}\right)} & \text { if } n \text { is odd }\end{cases}
$$

where $P_{n}, Q_{n}$ are integral polynomials defined by recursion:

$$
\begin{gathered}
P_{1}(t)=1 \quad Q_{1}(t)=1 \quad P_{2}(t)=-1+2 t-d t^{2} \quad Q_{2}(t)=1-2 d t+d t^{2} \\
P_{n+1}(t)= \begin{cases}2(1-d) Q_{n-1} P_{n} Q_{n}-P_{n-1}\left(Q_{n}^{2}-d P_{n}^{2}+d t\left(P_{n}^{2}-Q_{n}^{2}\right)\right) & \text { if } n \text { is even } \\
2(1-d) t Q_{n-1} P_{n} Q_{n}-P_{n-1}\left(Q_{n}^{2}-d t\left(P_{n}^{2}+Q_{n}^{2}\right)+d t^{2} P_{n}^{2}\right) & \text { if } n \text { is odd }\end{cases}
\end{gathered}
$$

and

$$
Q_{n+1}(t)= \begin{cases}Q_{n-1}\left(Q_{n}^{2}-d P_{n}^{2}+d t\left(P_{n}^{2}-Q_{n}^{2}\right)\right) & \text { if } n \text { is even } \\ Q_{n-1}\left(Q_{n}^{2}-d t\left(P_{n}^{2}+Q_{n}^{2}\right)+d t^{2} P_{n}^{2}\right) & \text { if } n \text { is odd }\end{cases}
$$

Remark. In [MMG, Th. 9.4], Moloney and McGuire find similar formulæ for $x$. However, this does not allow one to perform Kummer recursions as the polynomials involved have are not univariate.

Another interesting property of Edwards curves is that they are birationally equivalent to Montgomery curves which permits one to speed up some computation [CS3]. the Edwards curve $x^{2}+y^{2}=1+d x^{2} y^{2}$ is indeed equivalent to

$$
M: \frac{4}{1-d} v^{2}=u^{3}+2 \frac{1+d}{1-d} u^{2}+u
$$

via the transformations

$$
(x, y) \longmapsto\left(\frac{1+y}{1-y}, \frac{1+y}{x(1-y)}\right) \quad(u, v) \longmapsto\left(\frac{u}{v}, \frac{u-1}{u+1}\right)
$$

this equivalence can be used to construct division polynomials for Montgomery curves using Montgomery ladders.

### 4.2.5 Hessian division polynomials

The arithmetic of the Hessian curve $H_{d}: x^{3}+y^{3}+1=3 x y$ is described in section 4.1.6. The distinguished point is the point at infinity $(1:-1: 0)$ and the negation is $-(x, y)=(y, x)$. This gives different possibilities for a degree 2 map down to $\mathbb{P}^{1}$. In [DKW1] the authors use $(x, y) \mapsto x+y$ while Farashahi and Joye [FJ] choose $(x, y) \mapsto x^{3}+y^{3}$.

Another possibility would be to take the product of the coordinates $\sigma:(x, y) \mapsto x y$. This produces

$$
\sigma(P+Q)=-\frac{(1-d \sigma(P))(1-d \sigma(Q))}{(\sigma(Q)-\sigma(P))^{2}}-\sigma(P-Q)
$$

In [FFT] the authors take a slightly different approach. By using the complete addition formulæ of [FJ]

$$
\left(x_{P}, y_{P}\right)+\left(x_{Q}, y_{Q}\right)=\left(\frac{y_{Q}-x_{P} y_{P} x_{Q}^{2}}{x_{P} x_{Q}^{2}-y_{Q} y_{P}^{2}}, \frac{x_{Q} y_{Q} y_{P}^{2}-x_{P}}{x_{P} x_{Q}^{2}-y_{Q} y_{P}^{2}}\right)
$$

they observed that $x_{P+Q} y_{P-Q}$ and $x_{P-Q} y_{P+Q}$ have quite a simple form and permit therefore to find explicit recursion formulæ.

### 4.3 Complex multiplication

### 4.3.1 Generalized division polynomials

Let $E / k$ with complex multiplication by the ring of integers $\mathcal{O}_{F}$ of a quadratic imaginary field $F$. For any ideal $\mathfrak{a} \subset \mathcal{O}_{F}$, the group of $\mathfrak{a}$-torsion points on $E$ is defined by

$$
E[\mathfrak{a}]=\{P \in E \mid \alpha P=O \text { for all } \alpha \in \mathfrak{a}\}
$$

where this definition depends on the embedding $\mathcal{O}_{F} \hookrightarrow \operatorname{End}(E)$.
Definition. The generalized division polynomial attached to the ideal $\mathfrak{a}$ is defined by

$$
\psi_{\mathfrak{a}}(x)=\prod_{P \in E[\mathfrak{a}] \backslash\{O\}}(x-x(P))
$$

This generalizes the definition of standard division polynomials $\psi_{n}$ for $n \in \mathbb{Z}$. From this definition we obtain a condition on the divisor:

$$
\operatorname{div}\left(\psi_{n}\right)=\sum_{P \in E[n] \backslash\{O\}}((P)-(O))=\sum_{P \in E[n]}(P)-n^{2}(O)=\sum_{P \in E[n] \backslash\{O\}}(P)-\left(n^{2}-1\right)(O)
$$

which shows that the degree of $\psi_{n}$ is $\operatorname{deg}\left(\psi_{n}\right)=n^{2}-1$. If we proceed the other way around, this condition on the divisor defines division polynomials up to a constant multiple. The choice of this normalization condition is usually done by imposing $\psi_{n}^{*} \omega=n \omega$ for any invariant differential $\omega$ of $E$.

Satoh [Sat] tried to mimic this construction for any ideal $\mathfrak{a} \subset \mathcal{O}_{F}$. It turns out that there exists a rational function $\psi_{\mathfrak{a}}$ on $E$ satisfying

$$
\operatorname{div}\left(\psi_{\mathfrak{a}}\right)=\sum_{P \in E[\mathfrak{a}]}(P)-N_{F / \mathbb{Q}}(\mathfrak{a})(O)
$$

if and only if $\sum_{P \in E[a]} P=O$.
Definition. An ideal $\mathfrak{a} \subset \mathcal{O}_{F}$ is said to be unbiased if $\mathfrak{a}+2 \mathcal{O}_{F}=\mathcal{O}_{F}$ or $2 \mathcal{O}_{F}$. An element $\alpha \in \mathcal{O}_{F}$ is unbiased if the principal ideal $(\alpha)$ is unbiased. A subgroup $G \subseteq E[n]$ is unbiased if $\sum_{P \in G} P=O$.

Remark. Note that an ideal $\mathfrak{a} \subset \mathcal{O}_{F}$ is unbiased if and only if $E[\mathfrak{a}]$ is unbiased, [Sat, Th. 2.5].
Lemma 4.13 ([Sat, Cor. 2.8]). An algebraic integer $\alpha \in \mathcal{O}_{F}$ is unbiased if and only if either $2 \mid \alpha$ or $N_{F / \mathbb{Q}}(\alpha)$ is odd. More explicitly, let $d$ be a square free positive integer such that $F=\mathbb{Q}(\sqrt{-d})$ and let

$$
\omega= \begin{cases}\sqrt{-d} & \text { if } d \equiv 1,2 \bmod 4 \\ (1+\sqrt{-d}) / 2 & \text { if } d \equiv 3 \bmod 4\end{cases}
$$

be a generator of the ring of integers $\mathbb{Z}[\omega]$ of $F$.

- If $d \equiv 1 \bmod 4, \alpha=a+b \omega$ is unbiased except for $a \equiv b \equiv 1 \bmod 2$.
- If $d \equiv 2 \bmod 4, \alpha=a+b \omega$ is unbiased except for $a \equiv 0$ and $b \equiv 1$ modulo 2 .
- If $d \equiv 3 \bmod 8$, every element $\alpha=a+b \omega$ of $\mathcal{O}_{F}$ is unbiased.
- If $d \equiv 7 \bmod 8$, then $\alpha=a+b \omega$ is unbiased if and only if $b \equiv 0 \bmod 2$.

Proof. We characterize unbiased elements based on the splitting behavior of 2 in $\mathcal{O}_{F}$.
If 2 ramifies, then let $\omega$ be an unbiased generator of $\mathcal{O}_{F}$. The quotient to the residue field $\mathcal{O}_{F} \rightarrow$ $\mathcal{O}_{F} / 2 \mathcal{O}_{F} \simeq \mathbb{F}_{2}$ sends the lattice of unbiased elements to 0 , meaning that $\alpha=a+b \omega$ is unbiased except for $a \equiv b \equiv 1 \bmod 2$. The distinction between the first two points is that $\sqrt{-d}$ is biased if $d \equiv 2 \bmod 4$ and it is unbiased if $d \equiv 1 \bmod 4$.

If 2 remains prime, then $\omega$ is unbiased since it has odd norm. In this case $\mathcal{O}_{F} / 2 \mathcal{O}_{F} \simeq \mathbb{F}_{4}$ and all the elements are unbiased.

If 2 splits both $\omega$ and $1+\omega$ are biased. By the quotient $\mathcal{O}_{F} \rightarrow \mathcal{O}_{F} / 2 \mathcal{O}_{F} \simeq \mathbb{F}_{2} \times \mathbb{F}_{2}$ the biased elements are $(1,0)$ and $(0,1)$ which means that $\alpha=a+b \omega \in \mathcal{O}_{F}$ is unbiased if and only if $b \equiv 0 \bmod 2$.

For unbiased elements, we can define the $\alpha$-th division polynomials as those functions such that

$$
\operatorname{div}\left(\psi_{\alpha}\right)=\sum_{P \in \operatorname{ker}(\mathfrak{a})}(P)-N_{F / \mathbb{Q}}(\mathfrak{a})(O)
$$

together with the normalization condition

$$
\psi_{0}(x)=0 \quad \psi_{\alpha}(x)=(-1)^{N(\alpha)-1} \alpha x^{N r(\alpha)-1}+\ldots
$$

In the following, we will write $x_{\alpha}$ to indicate the $x$-coordinate of $\alpha P$. For two non-zero elements $\alpha, \beta$ such that $\alpha \pm \beta$ are unbiased, Satoh recovered the usual condition for division polynomials [CF, Appendix]

$$
x_{\alpha}-x_{\beta}=\frac{\psi_{\alpha+\beta} \psi_{\alpha-\beta}}{\psi_{\alpha}^{2} \psi_{\beta}^{2}}
$$

which permits one to show that the generalized division polynomials satisfy

$$
\psi_{\beta}^{2} \psi_{\alpha+\gamma} \psi_{\alpha-\gamma}-\psi_{\alpha}^{2} \psi_{\beta+\gamma} \psi_{\beta-\gamma}=\psi_{\alpha+\beta} \psi_{\alpha-\beta} \psi_{\gamma}^{2}
$$

This difference equation is again a generalization of the integral formula

$$
\psi_{n}^{2} \psi_{m+1} \psi_{m-1}-\psi_{m}^{2} \psi_{n+1} \psi_{n-1}=\psi_{m+n} \psi_{m-n}
$$

Such a relation was first studied by Ward [War3]; any sequence $\left(\psi_{n}\right)_{n \in \mathbb{N}}$ satisfying it together with the initial conditions $\psi_{0}=0, \psi_{1}=1, \psi_{2} \psi_{3} \neq 0$ and $\psi_{2} \mid \psi_{4}$ is called an elliptic divisibility sequence.
Remark. The divisibility in the name references to the divisibility property $\psi_{m} \mid \psi_{n}$ whenever $m \mid n$.
It was again Ward who studied this kind of recursions over the Gaussian integers while Durst [Dur] focused on the case of Eisenstein integers. Chudnovsky and Chudnovsky [CC] studied elliptic divisibility sequences indexed by endomorphism rings of elliptic curves [Str3].
In this framework, Satoh was able to prove the following recursion formulæ
Proposition 4.14 ([Sat, Prop. 3.8]). Let $\alpha \in \mathcal{O}_{F}$ be unbiased. Then, there exist an elliptic divisibility sequence

$$
\psi_{\alpha}=\left(\psi_{\beta_{1}}^{2} \psi_{\beta_{2}} \psi_{\beta_{3}}-\psi_{\beta_{4}}^{2} \psi_{\beta_{5}} \psi_{\beta_{6}}\right) / \psi_{\delta}^{t}
$$

where $\beta_{1}, \ldots, \beta_{6} \in \mathcal{O}_{F}$ and $\delta \in\{1,2, \omega, 1+\omega, 1-\omega, 1+2 \omega\}$ are unbiased elements and $t \in\{0,1,3\}$. Further, it satisfies the following condition: $\left\|\beta_{i}\right\| \leq \frac{1}{2}\|\alpha\|+2$ for all $i$. Here $\|a+b \omega\|=\max (|a|,|b|)$

Now let $E / k: y^{2}=x^{3}+a x+b$ be an elliptic curve in short Weierstrass form, generalized division polynomials are defined over $\mathcal{O}_{K}$ where $K=F(a, b)$ :

Corollary 4.15 ([Sat, Cor. 4.3]). Let $\alpha \in \mathcal{O}_{F}$ be unbiased. If $\mathrm{N}_{F / \mathbb{Q}}(\alpha)$ is odd, then $\psi_{\alpha} \in \mathcal{O}_{K}[x]$ while $\psi_{\alpha} \in y \mathcal{O}_{K}[x]$ in case $N_{F / \mathbb{Q}}(\alpha)$ is even.

### 4.3.2 Division polynomials for the Gaussian integers

In this section we specialize the work of Satoh for the order $\mathbb{Z}[i]$ of Gaussian integers. In particular, since the case of unbiased elements has already been described by Satoh [Sat], we will mainly focus on biased elements.

We consider the elliptic curve $E: y^{2}=x\left(x^{2}+u\right)$ with $j$-invariant 1728; it has complex multiplication by the ring of Gaussian integers $\mathbb{Z}[i]$. By Corollary 2.8 of [Sat] we know that biased elements are of the form $a+b i$ with $a \equiv b \equiv 1 \bmod 2$.

Lemma 4.16. We recall that an element $\alpha \in \mathbb{Z}[i]$ is biased if and only if one of the following equivalent conditions is satisfied:
(1) $\alpha \equiv 1+i \bmod 2 \mathbb{Z}[i]$;
(2) $N(\alpha) \equiv 2 \bmod 4$;
(3) $\nu_{p}(\alpha)=1$;
(4) The $\mathfrak{p}$-adic expansion of $\alpha$ is $(1+i)+a_{2}(1+i)^{2}+\ldots$
where $\mathfrak{p}=(1+i)$ is the unique prime over 2 in $\mathbb{Z}[i]$
The key observation is that every element $\beta$ of the form $(2 k+1)+\left(2 k^{\prime}+1\right) i$ is divisible by $1+i$ :

$$
(2 k+1)+\left(2 k^{\prime}+1\right) i=(1+i)(a+b i) \quad\left\{\begin{array} { l } 
{ a - b = 2 k + 1 } \\
{ a + b = 2 k ^ { \prime } + 1 }
\end{array} \Longrightarrow \left\{\begin{array}{l}
a=k+k^{\prime}+1 \\
b=k-k^{\prime}
\end{array}\right.\right.
$$

The new Gaussian integer $\alpha=\left(k+k^{\prime}+1\right)+\left(k-k^{\prime}\right) i$ has the property of being unbiased since $k+k^{\prime}+1 \not \equiv k-k^{\prime}$ $\bmod 2$.

Remark. We know that an element $\omega$ of a ring of integers $\mathcal{O}_{F}$ is unbiased if and only if $2 \mid \omega$ or $\operatorname{Nr}(\omega)$ is odd ([Sat, Cor. 2.6]). In our case, the second property holds since

$$
\operatorname{Nr}(\alpha)=k^{2}+k^{\prime 2}+1+2 k k^{\prime}+2 k+2 k^{\prime}+k^{2}+k^{\prime 2}-2 k k^{\prime}=2\left(k^{2}+k^{\prime 2}+k+k^{\prime}\right)+1
$$

We therefore have $\langle\alpha\rangle+\langle 1+i\rangle=\mathbb{Z}[i]$ and, by consequence, $E[\beta]=E[\alpha] \oplus E[1+i]$.
Proposition 4.17. With the notation as above, the division polynomials of $\beta$ is given by $\psi_{\beta}^{2}=(1+i)^{2} \psi_{\alpha}^{2} \phi_{\alpha}$.
Proof using addition Formulæ. By Proposition 3.8 of [Sat] we know how to recursively construct the division polynomial $\psi_{\alpha}$ for the unbiased part. We therefore suppose to have the complete description

$$
[\alpha]=\left(\frac{\phi_{\alpha}}{\psi_{\alpha}^{2}}, \frac{\omega_{\alpha}}{\psi_{\alpha}^{3}}\right)
$$

Now

$$
[\beta]=[(1+i) \alpha]=[1+i][\alpha]=[\alpha]+[i][\alpha]=\left(\frac{\phi_{\alpha}}{\psi_{\alpha}^{2}}, \frac{\omega_{\alpha}}{\psi_{\alpha}^{3}}\right)+\left(-\frac{\phi_{\alpha}}{\psi_{\alpha}^{2}}, i \frac{\omega_{\alpha}}{\psi_{\alpha}^{3}}\right)
$$

By explicit addition formulæ[Sil1, Alg. III.2.3] we obtain

$$
x_{\beta}=\left(\frac{\frac{\omega_{\alpha}}{\psi_{\alpha}^{3}}-i \frac{\omega_{\alpha}}{\psi_{\alpha}^{3}}}{\frac{\phi_{\alpha}}{\psi_{\alpha}^{2}}+\frac{\phi_{\alpha}}{\psi_{\alpha}^{2}}}\right)^{2}=\left(\frac{(1-i) \omega_{\alpha}}{2 \psi_{\alpha} \phi_{\alpha}}\right)^{2}=\frac{\omega_{\alpha}^{2}}{(1+i)^{2} \psi_{\alpha}^{2} \phi_{\alpha}^{2}}
$$

This implies that $\psi_{\beta}$ divides $\psi_{\alpha}^{2} \phi_{\alpha}^{2}$.
On the other hand, we know that $[\alpha] P$ is still a point on the elliptic curve:

$$
y_{\alpha}^{2}=x_{\alpha}\left(x_{\alpha}^{2}+u\right) \Longrightarrow \frac{\omega_{\alpha}^{2}}{\psi_{\alpha}^{3}}=\frac{\phi_{\alpha}}{\psi_{\alpha}^{2}}\left(\frac{\phi^{2}}{\psi_{\alpha}^{4}}+u\right) \Longrightarrow \omega_{\alpha}^{2}=\phi_{\alpha}\left(\phi_{\alpha}^{2}+u \psi_{\alpha}^{4}\right)
$$

Thus,

$$
x_{\beta}=\frac{\omega_{\alpha}^{2}}{(1+i)^{2} \psi_{\alpha}^{2} \phi_{\alpha}^{2}}=\frac{\phi_{\alpha}\left(\phi_{\alpha}^{2}+u \psi_{\alpha}^{4}\right)}{(1+i)^{2} \psi_{\alpha}^{2} \phi_{\alpha}^{2}}=\frac{\phi_{\alpha}^{2}+u \psi_{\alpha}^{4}}{(1+i)^{2} \psi_{\alpha}^{2} \phi_{\alpha}}
$$

and we cannot simplify further since $\phi_{\alpha}$ and $\psi_{\alpha}$ are coprime. In the same fashion, we observe that

$$
\begin{aligned}
& y_{\beta}=-\left(\frac{\frac{\omega_{\alpha}}{\psi_{\alpha}^{3}}-i \frac{\omega_{\alpha}}{\psi_{\alpha}^{3}}}{\frac{\phi_{\alpha}}{\psi_{\alpha}^{2}}+\frac{\phi_{\alpha}}{\psi_{\alpha}^{2}}}\right)^{2}-\left(\frac{i \frac{\omega_{\alpha}}{\psi_{\alpha}^{3}} \frac{\phi_{\alpha}}{\psi_{\alpha}^{2}}+\frac{\omega_{\alpha}}{\psi_{\alpha}^{3}} \frac{\phi_{\alpha}}{\psi_{\alpha}^{2}}}{\frac{\phi_{\alpha}}{\psi_{\alpha}^{2}}+\frac{\phi_{\alpha}}{\psi_{\alpha}^{2}}}\right)=-\left(\frac{(1-i) \omega_{\alpha}}{2 \phi_{\alpha} \psi_{\alpha}}\right)^{3}-\left(\frac{(1+i) \omega_{\alpha} \phi_{\alpha}}{2 \phi_{\alpha} \psi_{\alpha}^{3}}\right)= \\
&=-\frac{\omega_{\alpha}^{3}}{(1+i)^{3} \phi_{\alpha}^{3} \psi_{\alpha}^{3}}-\frac{\omega_{\alpha} \phi_{\alpha}}{(1-i) \phi_{\alpha} \psi_{\alpha}^{3}}=-\frac{(1-i) \omega_{\alpha}^{3}+(1+i)^{3} \omega_{\alpha} \phi_{\alpha}^{3}}{(1+i)^{3}(1-i) \phi_{\alpha}^{3} \psi_{\alpha}^{3}}=-(1-i) \omega_{\alpha} \frac{\omega_{\alpha}^{2}-2 \phi_{\alpha}^{3}}{(1+i)^{3}(1-i) \phi_{\alpha}^{3} \psi_{\alpha}^{3}}= \\
&=\omega_{\alpha} \frac{2 \phi_{\alpha}^{3}-\omega_{\alpha}^{2}}{(1+i)^{3} \phi_{\alpha}^{3} \psi_{\alpha}^{3}}=\omega_{\alpha} \phi_{\alpha} \frac{2 \phi_{\alpha}^{2}-\phi_{\alpha}^{2}-u \psi_{\alpha}^{4}}{(1+i)^{3} \phi_{\alpha}^{3} \psi_{\alpha}^{3}}=\omega_{\alpha} \frac{\phi_{\alpha}^{2}-u \psi_{\alpha}^{4}}{(1+i)^{3} \phi_{\alpha}^{2} \psi_{\alpha}^{3}}
\end{aligned}
$$

Proof using composition. The advantage of using the composition $[\alpha]([1+i](x, y))$ and $[i+i]([\alpha](x, y))$ is that it is well defined on the $x$-coordinate (the Kummer line).

$$
[1+i]\left(\frac{\phi_{\alpha}}{\psi_{\alpha}^{2}}, \frac{\omega_{\alpha}}{\psi_{\alpha}^{3}}\right)=\left(\frac{\frac{\phi_{\alpha}^{2}}{\psi_{\alpha}^{4}}+u}{(1+i)^{2} \frac{\phi_{\alpha}}{\psi_{\alpha}^{2}}}, \frac{\frac{\phi_{\alpha}^{2}}{\psi_{\alpha}^{4}}-u}{(1+i)^{3} \frac{\phi_{\alpha}^{2}}{\psi_{\alpha}^{3}}} \frac{\omega_{\alpha}}{\psi_{\alpha}^{3}}\right)=\left(\frac{\phi_{\alpha}^{2}+u \psi_{\alpha}^{4}}{(1+i)^{2} \phi_{\alpha} \psi_{\alpha}^{2}}, \omega_{\alpha} \frac{\phi_{\alpha}^{2}-u \psi_{\alpha}^{4}}{(1+i)^{3} \phi_{\alpha}^{2} \psi_{\alpha}^{3}}\right)
$$

Definition. We define $\psi_{\beta}=(1+i) \psi_{\alpha} \phi_{\alpha}$.
Remark. The definition of $\left(\phi_{1+i}, \psi_{1+i}, \omega_{1+i}\right)$ for $[1+i]$ requires a different multiplicity of the factor $(1+i)$ and $x$ in the denominators:

$$
[1+i](x, y)=\left(\frac{x^{2}+u}{(1+i)^{2} x}, \frac{\left(x^{2}-u\right) y}{(1+i)^{3} x^{2}}\right)
$$

The same happens for the division polynomial of every unbiased element: $\psi_{\beta}=(1+i) \psi_{\alpha} \phi_{\alpha}$ but

$$
[\beta](x, y)=\left(\frac{\phi_{\alpha}^{2}+u \psi_{\alpha}^{4}}{(1+i)^{2} \psi_{\alpha}^{2} \phi_{\alpha}}, \omega_{\alpha} \frac{\phi_{\alpha}^{2}-u \psi_{\alpha}^{4}}{(1+i)^{3} \phi_{\alpha}^{2} \psi_{\alpha}^{3}}\right)
$$

where the unbiased part is represented by $(1+i) \psi_{1+i}$ and the biased part by $\phi_{\alpha}$.
We can infer something more observing the composition formulas for division polynomials [Str1, §2], [Sat, Lemm 3.5].

$$
\begin{aligned}
& \phi_{(1+i) \alpha}=\left(\phi_{\alpha} \circ \frac{\phi_{i+1}}{\psi_{i+1}^{2}}\right) \psi_{i+1}^{2 N r(\alpha)}=\left(\phi_{i+1} \circ \frac{\phi_{\alpha}}{\psi_{\alpha}^{2}}\right) \psi_{\alpha}^{4} \\
& \psi_{(1+i) \alpha}^{2}=\left(\psi_{\alpha}^{2} \circ \frac{\phi_{1+i}}{\psi_{1+i}^{2}}\right) \psi_{1+i}^{2 N r(\alpha)}=\left(\psi_{i+1}^{2} \circ \frac{\phi_{\alpha}}{\psi_{\alpha}^{2}}\right) \psi_{\alpha}^{4}
\end{aligned}
$$

Remark. Only even powers of $\psi_{1+i}$ are involved and therefore we only have to deal with meromorphic functions.

Remark. Since $\psi_{\alpha}^{2}$ has degree $\operatorname{Nr}(\alpha)-1$, then $\psi_{1+i}^{2}$ divides $\psi_{\beta}^{2}$. This, together with the fact that $\psi_{\alpha} \mid \psi_{\beta}$ confirms the result of Corollary 4.2 of [Str1].
Lemma 4.18. The leading coefficient of $\psi_{\alpha}$ is $\alpha$ for every $\alpha \in \mathbb{Z}[i]$.
Proof. For unbiased elements, this is the normalization condition used in [Sat, Def. 3.1] to define division polynomials. By the formula $\psi_{\beta}=(1+i) \psi_{\alpha} \phi_{\alpha}$ above we can extend the result to biased elements.

The same result comes from the following observation. For any $\alpha=a+i b \in \mathbb{Z}[i]$ we have $[a+b i] P=\mathcal{O}$ if and only if $[a] P=-[i b] P$. In particular,

$$
\left(\frac{\phi_{a}}{\psi_{a}^{2}}, \frac{\omega_{a}}{\psi_{a}^{3}}\right)=\left(-\frac{\phi_{b}}{\psi_{b}^{2}},-i \frac{\omega_{b}}{\psi_{b}^{3}}\right)
$$

Thus, $\psi_{\alpha} \mid \phi_{a} \psi_{b}^{2}+\phi_{b} \psi_{a}^{2}$. Since the same holds for $\bar{\alpha}$ and no other Gaussian integer, we get

$$
\psi_{\alpha} \psi_{\bar{\alpha}}=\phi_{a} \psi_{b}^{2}+\phi_{b} \psi_{a}^{2}
$$

Note that both $a$ and $i b$ are unbiased elements. Now,

$$
\psi_{\alpha} \psi_{\bar{\alpha}}=\phi_{a} \psi_{b}^{2}+\phi_{b} \psi_{a}^{2}=\psi_{b}^{2}\left(x \psi_{a}^{2}-\psi_{a+1} \psi_{a-1}\right)+\psi_{a}^{2}\left(x \psi_{b}^{2}-\psi_{b+1} \psi_{b-1}\right)
$$

We know [Sut1, Lemma 6.21]

$$
\phi_{n}(x)=x^{n^{2}}+\ldots \quad \psi_{n}(x)= \begin{cases}n x^{\frac{n^{2}-1}{2}}+\ldots & \text { if } n \text { is odd } \\ y\left(n x^{\frac{n^{2}-2}{4}}+\ldots\right) & \text { if } n \text { is even }\end{cases}
$$

Thus, denoted $\ell(P)$ the leading coefficient of $P(X) \in \mathbb{Z}[i][X]$, we have

$$
\begin{aligned}
\ell\left(\psi_{\alpha}\right) \ell\left(\psi_{\bar{\alpha}}\right)=\ell\left(\psi_{b}^{2}\right)\left[\ell\left(\psi_{a}^{2}\right)\right. & \left.-\ell\left(\psi_{a+1}\right) \ell\left(\psi_{a-1}\right)\right]+\ell\left(\psi_{a}^{2}\right)\left[\ell\left(\psi_{b}^{2}\right)-\ell\left(\psi_{b+1}\right) \ell\left(\psi_{b-1}\right)\right] \\
& =b^{2}\left[a^{2}-(a+1)(a-1)\right]+a^{2}\left[b^{2}-(b+1)(b-1)\right]
\end{aligned}=b^{2}+a^{2}=\operatorname{Nr}(\alpha) \text {. }
$$

At the same time, composition formula says that, for unbiased elements $\alpha$,

$$
\operatorname{Nr}(\alpha)=\ell\left(\psi_{N r(\alpha)}\right)=\ell\left(\psi_{\alpha}\right) \ell\left(\psi_{\bar{\alpha}}\right) \ell\left(\phi_{\alpha}\right)^{\operatorname{Nr}(\alpha)}
$$

implying $\ell\left(\phi_{\alpha}\right)=1$; in particular, since all Gaussian primes are unbiased, $\phi_{\alpha}$ is monic for any prime in $\mathbb{Z}[i]$.
Switching the roles of $\alpha$ and its conjugate, for Gaussian primes we get $\ell\left(\psi_{\alpha}\right)=\alpha$ or $\ell\left(\psi_{\alpha}\right)=\bar{\alpha}$. By composition, we extend the same result to all unbiased elements. Finally, given the formula for biased elements we reduce to the former and we extend the result to all Gaussian integers.

Lemma 4.19. If $\alpha$ is an unbiased element of odd norm, then $\psi_{\alpha}$ is an even polynomial.
Proof. We consider the composition $[i][\alpha]$. Since both $i$ and $\alpha$ are unbiased we can once more employ the composition formula.

$$
\psi_{i \alpha}(x)=\psi_{i}\left(\frac{\phi_{\alpha}(x)}{\psi_{\alpha}(x)}\right) \psi_{\alpha}^{N r(i)}(x)=i \psi_{\alpha}(x)
$$

On the other hand, we can switch the roles and obtain

$$
\psi_{i \alpha}(x)=\psi_{\alpha}\left(\frac{\phi_{i}(x)}{\psi_{i}(x)}\right) \psi_{i}^{N r(\alpha)}(x)=\psi_{\alpha}(-x) i^{N r(\alpha)}
$$

Observe that $\operatorname{Nr}(\alpha)=\operatorname{Nr}(a+i b)=a^{2}+b^{2}$. A famous theorem by Fermat (see [Hat, Ch. 6]) states that the values represented by the quadratic form $x^{2}+y^{2}$ where $x$ and $y$ run over all integers are exactly the numbers of the form $m^{2} p_{1} \cdot \ldots \cdot p_{k}$ where $m$ is an arbitrary integer and each $p_{i}$ is either 2 or a prime congruent to $1 \bmod 4$.

In particular this means that $\operatorname{Nr}(\alpha)$ can be congruent to 0,1 or $2 \bmod 4$ but not 3 . By the assumptions made on $\alpha$ we conclude that $\operatorname{Nr}(\alpha) \equiv 1 \bmod 4$ meaning

$$
\psi_{i \alpha}(x)=\psi_{\alpha}(-x) i^{N r(\alpha)}=i \psi_{\alpha}(-x)
$$

Finally, comparing the two different expressions for $\psi_{i \alpha}(x)$, we obtain

$$
i \psi_{\alpha}(-x)=i \psi_{\alpha}(x) \Longrightarrow \psi_{\alpha}(-x)=\psi_{\alpha}(x)
$$

Endomorphisms of $E$ induce endomorphisms of the Kummer quotient $\mathbb{P}^{1}=E /\{ \pm 1\}$, but also the Kummer quotient $\mathbb{P}^{1}=E /\{ \pm 1, \pm i\}$ in $x^{2}$.


In particular, $\psi_{\alpha}$ is a polynomial in $x^{2}$ when $\alpha$ is unbiased.
Corollary 4.20. If $\alpha$ is an unbiased element divisible by 2 , then $\psi_{\alpha}^{2}$ is an odd polynomial.
Proof. We write $\alpha=2^{k} \beta$ with $(\beta, 2)=1$. We have to distinguish between 2 cases
( $\beta$ unbiased) We will work on induction on $k$.
$(k=1)$ By composition $\psi_{2 \beta}=\psi_{\beta}\left(\phi_{2} / \psi_{2}^{2}\right) \psi_{2}^{2 N r(\beta)}$.
Suppose that we know the expansion of $\psi_{\beta}^{2}$

$$
\psi_{\beta}^{2}=\sum_{j=0}^{N r(\beta)-1} a_{j} x^{j}
$$

Thus,

$$
\psi_{2 \beta}^{2}=\psi_{2}^{2 \operatorname{Nr}(\beta)} \sum_{j=0}^{\operatorname{Nr}(\beta)-1} a_{j} \frac{\phi_{2}^{j}}{\psi_{2}^{2 j}}=\sum_{j=0}^{\operatorname{Nr}(\beta)-1} a_{j} \phi_{2}^{j} \psi_{2}^{2 \operatorname{Nr}(\beta)-2 j}=\psi_{2}^{2} \sum_{j=0}^{\operatorname{Nr}(\beta)-1} a_{j} \phi_{2}^{j}\left(\psi_{2}^{2}\right)^{\operatorname{Nr}(\beta)-j-1}
$$

We know that $\phi_{2}$ is an even polynomial $\left(\phi_{2}(x)=x^{4}-2 u x^{2}+u^{2}\right)$ and $\psi_{2}^{2}(x)=4 x\left(x^{2}+u\right)$ is odd.
By the lemma, we know that $\psi_{\beta}^{2}$ is even. Then, $j$ runs over the even numbers meaning that $\operatorname{Nr}(\beta)-j-1$ is always even and, therefore, the sum is an even polynomial. Finally the multiplication by $\psi_{2}^{2}$ brings a factor of $x$ which makes $\psi_{\alpha}=\psi_{2 \beta}$ an odd polynomial.
(Induction step) We suppose that $\psi_{2^{k-1} \beta}^{2}$ is odd. With a little abuse of notation we look again at the composition formula above (with $2^{k-1} \beta$ in the role of $\beta$ ) then

$$
\begin{aligned}
\psi_{2^{k} \beta}^{2}=\psi_{2}^{2 N r\left(2^{k-1} \beta\right)} \sum_{j=0}^{\operatorname{Nr}\left(2^{k-1} \beta\right)-1} a_{j} \frac{\phi_{2}^{j}}{\psi_{2}^{2 j}}=\sum_{j=0}^{\operatorname{Nr}\left(2^{k-1} \beta\right)-1} a_{j} \phi_{2}^{j} \psi_{2}^{2 N r\left(2^{k-1} \beta\right)-2 j}= \\
=\psi_{2}^{2} \sum_{j=0}^{\operatorname{Nr}\left(2^{k-1} \beta\right)-1} a_{j} \phi_{2}^{j}\left(\psi_{2}^{2}\right)^{N r\left(2^{k-1} \beta\right)-j-1}=\psi_{2}^{2} \sum_{j=0}^{\operatorname{Nr}\left(2^{k-1} \beta\right)-1} a_{j} \phi_{2}^{j}\left(\psi_{2}^{2}\right)^{4^{k-1} N r(\beta)-j-1}
\end{aligned}
$$

Now, by induction hypothesis, $j$ ranges over all the odd integers in $\left\{0, \ldots, \operatorname{Nr}\left(2^{k-1} \beta\right)-1\right\}$ and therefore $4^{k-1} \operatorname{Nr}(\beta)-j-1$ is always even meaning that, again, the sum on the right is an even polynomial. As before, we conclude that $\psi_{\alpha}$ is odd.
( $\beta$ biased) In this situation we know that $\beta=(1+i) \beta^{\prime}$. Therefore, $\alpha=(1+i) 2^{k} \beta^{\prime}$ with $\beta^{\prime}$ unbiased. We have already found that $\psi_{\alpha}=\psi_{(1+i) 2^{k} \beta^{\prime}}=(1+i) \psi_{2^{k} \beta^{\prime}} \phi_{2^{k} \beta^{\prime}}$ and by the discussion above we know that $\psi_{2^{k} \beta^{\prime}}$ is odd. It only remains to show that $\phi_{2^{k} \beta^{\prime}}$ is even in which case the lemma would be proved.
We will discuss the subject in the next section and we will conclude the proof of the lemma there.

Remark. The extra factor of $x$ in the case of an unbiased element $\alpha$ divisible by two comes indeed from the 2-torsion part of $E[\alpha]$; in other words, $\psi_{\alpha} / \psi_{2}$ is even.

## The numerator $\phi_{\alpha}$

The description of $\phi_{\alpha}$ streams from the recursion formula

$$
\phi_{\delta} \psi_{\gamma}^{2}-\phi_{\gamma} \psi_{\delta}^{2}=\psi_{\gamma+\delta} \psi_{\gamma-\delta}
$$

outlined in [Cas1, Formulary] for integers and extended in [Sat, Prop. 3.6] for unbiased elements.
Remark. The proof of the above formula requires $\gamma+\delta$ and $\gamma-\delta$ to be unbiased.

We will distinguish two cases. In case $k$ and $k^{\prime}$ have the same parity, then $\alpha \pm 1$ is unbiased. Hence,

$$
\phi_{\alpha}=x \psi_{\alpha}^{2}-\psi_{\alpha+1} \psi_{\alpha-1}
$$

Otherwise $\left(k \not \equiv k^{\prime} \bmod 2\right), \alpha \pm 1$ is biased but $\alpha \pm i$ is unbiased. Thus,

$$
\phi_{\alpha}=\psi_{\alpha+i} \psi_{\alpha-i}-x \psi_{\alpha}^{2}
$$

Lemma 4.21. If $\alpha$ is an unbiased element of odd norm, then $\phi_{\alpha}$ is an odd polynomial.
Proof. We will use the same strategy exploited in Lemma 4.19.

$$
\phi_{i \alpha}(x)=\psi_{\alpha}^{2 \operatorname{Nr}(i)}(x) \phi_{i}\left(\frac{\phi_{\alpha}(x)}{\psi_{\alpha}(x)}\right)=\psi_{\alpha}(x) \frac{\phi_{\alpha}(x)}{\psi_{\alpha}(x)}=\phi_{\alpha}(x)
$$

At the same time

$$
\phi_{i \alpha}(x)=\psi_{i}^{2 N r(\alpha)}(x) \phi_{\alpha}\left(\frac{\phi_{i}(x)}{\psi_{i}(x)}\right)=i^{2 \operatorname{Nr}(\alpha)} \phi_{\alpha}(-x)=-\phi_{\alpha}(-x)
$$

Thus $\phi_{\alpha}(-x)=-\phi(x)$.
Corollary 4.22. If $\alpha$ is an unbiased element divisible of the form $\alpha=2^{k} \beta$ where $\beta$ is unbiased with odd norm, then $\phi_{\alpha}^{2}$ is an even polynomial.

Proof. As we did in Corollary 4.20, we can reduce to study the simplest case $k=1$. If $\alpha=2 \beta$ then

$$
\phi_{2 \beta}=\psi_{2}^{2 N r(\beta)} \phi_{\beta}\left(\frac{\phi_{2}}{\psi_{2}^{2}}\right)
$$

Since we already know that $\phi_{\beta}$ is odd, we can write $\phi_{\beta}=\sum_{j=0}^{(N r(\beta)-1) / 2} b_{j} x^{2 j+1}$. Thus,

$$
\phi_{\alpha}=\phi_{2 \beta}=\psi_{2}^{2 N r(\beta)} \sum_{j=0}^{(N r(\beta)-1) / 2} b_{j}\left(\frac{\phi_{2}}{\psi_{2}^{2}}\right)^{2 j+1}=\sum_{j=0}^{(N r(\beta)-1) / 2} b_{j} \phi_{2}^{2 j+1} \psi_{2}^{2 N r(\beta)-2(2 j+1)}
$$

It is now easy to see that $2 \operatorname{Nr}(\beta)-2(2 j+1) \equiv 0 \bmod 4$ for all $j=0, \ldots,(\operatorname{Nr}(\beta)-1) / 2$.
Therefore, since all the factor of $x$ carried by $\psi_{2}^{2}$ are squared, the entire polynomial $\phi_{\alpha}$ is even.
End of proof of Corollary 4.20. Since the product of an even and an odd polynomial is odd, this concludes the proof we left incomplete in the previous section

Remark. We already knew that $[-1]$ stabilizes the torsion group $E[\alpha]$. In particular, we have $[-1]$ stabilizing the quotient $\phi_{\alpha} / \psi_{\alpha}^{2}$. Does this imply that it fixes both $\psi_{\alpha}$ and $\phi_{\alpha}$ ? A straightforward observation shows that $\phi_{-\alpha}=\phi_{\alpha}$ and $\psi_{-\alpha}=-\psi_{\alpha}$.

Remark. What happens with [i]? We have seen that $\phi_{i \alpha}=\phi_{\alpha}$ and $\psi_{i \alpha}=\psi_{\alpha}$. Indeed, $[i](x, y)=(-x, i y)$, so $\phi_{i \alpha}(x)=\phi_{\alpha}(x)$ if and only if $\phi_{\alpha}$ is even and $\psi_{i \alpha}^{2}(x)=\psi_{\alpha}^{2}(-x)= \pm \psi_{\alpha}^{2}(x)$.

## Gaussian multiplication

In conclusion, supposing that $E$ is the elliptic curve $y^{2}=x\left(x^{2}+u\right)$, recursions for the division polynomial can be defined by
(i) the action on the invariant differential

$$
[\alpha]^{*} \frac{d x_{\alpha}}{2 y_{\alpha}}=\alpha \frac{d x}{2 y}
$$

(ii) composition law; in particular with $[1+i]$, noting that $[c+d i]=[1+i][a+b i]$ where $(c, d)=(a-b, a+b)$ or equivalently $(a, b)=((c+d) / 2,(d-c) / 2)$ when $a \equiv b \bmod 2$.
(iii) addition laws in terms of $(x: y: z)=\left(x: y: x^{2}+u\right)$.

An initial table of Gaussian division polynomials is below

| $a+b i$ | $\psi_{\alpha}$ | $\phi_{\alpha}$ | $\omega_{\alpha}$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | $x$ | $y$ |
| $i$ | $i$ | $x$ | $y$ |
| $1+i$ | $(1+i) x$ | $x^{2}+u$ | $\left(x^{2}-u\right) y$ |
| $1-i$ | $(1-i) x$ | $x^{2}+u$ | $\left(x^{2}-u\right) y$ |
| $1+2 i$ | $(1+2 i) x^{2}+u$ | $x^{5}+(2+4 i) u x^{3}-(3-4 i) u^{2} x$ |  |
| $1-2 i$ | $(1-2 i) x^{2}+u$ | $x^{5}+(2-4 i) u x^{3}-(3+4 i) u^{2} x$ |  |

Table 4.1 - Initialization table for Gaussian division polynomials

### 4.3.3 Division polynomials for the Eisenstein integers

We now focus on the elliptic curve $y^{2}=x^{3}+u$ with $j$ invariant 0 and complex multiplication by the ring of integers of $\mathbb{Q}(\sqrt{-3})$, namely the class number one order of Eisenstein integers $\mathbb{Z}[\omega]$ where $\omega^{2}+\omega+1=0$. By Lemma 4.13, we know that every element of $\mathbb{Z}[\omega]$ is unbiased. An initial table of Eisenstein division polynomials follows where the important relations are $1+\omega=-\omega^{2}=-\bar{\omega}$ and $\omega(1-k \omega)=k+(k+1) \omega$

| $a+b w$ | $\psi_{\alpha}$ | $\phi_{\alpha}$ | $\omega_{\alpha}$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | $x$ | $y$ |
| $\omega$ | $\omega$ | $x$ | $y$ |
| $1+\omega$ | $\omega+1$ | $x$ | $y$ |
| $1-\omega$ | $(1-\omega) x$ | $x^{3}+4 u$ | $\left(x^{3}-8 u\right) y$ |
| $1+2 \omega$ | $(1+2 \omega) x$ | $x^{3}+4 u$ | $\left(x^{3}-8 u\right) y$ |
| $1-2 \omega$ | $(1-2 \omega) x^{3}+4(\omega+1) u$ | $x^{7}-4(1+12 \omega) u x^{4}-16(2+3 \omega) u^{2} x$ |  |
| $2+\omega$ | $(2+\omega) x$ | $x^{3}+4 u$ | $\left(x^{3}-8 u\right) y$ |
| $2-\omega$ | $(2-w \omega) x^{3}-4(\omega+1) u$ | $x^{7}+4(11+12 \omega) u x^{4}+16(1+3 \omega) u^{2} x$ |  |

Table 4.2 - Initialization table for Eisenstein division polynomials
from which we infer the similarity between the division polynomials for $1-\omega$ and $1+2 \omega$.
If we look at the map down to the Kummer line we observe that on $E$,

$$
x_{P+Q}=\left(\frac{y_{Q}-y_{P}}{x_{Q}-x_{P}}\right)^{2}-x_{P}-x_{Q} \quad x_{P-Q}=\left(\frac{-y_{Q}-y_{P}}{x_{Q}-x_{P}}\right)^{2}-x_{P}-x_{Q}
$$

and therefore

$$
x_{P+Q}-x_{P-Q}=\left(\frac{y_{Q}-y_{P}}{x_{Q}-x_{P}}\right)^{2}-\left(\frac{-y_{Q}-y_{P}}{x_{Q}-x_{P}}\right)^{2}=\frac{-4 y_{P} y_{Q}}{\left(x_{Q}-x_{P}\right)^{2}}
$$

Supposing $Q=[\omega](x, y)$ and $P=[\alpha](x, y)$ with $\alpha=a+b \omega$, then

$$
x_{a+(b+1) \omega}=\frac{\phi_{\alpha-\omega}}{\psi_{\alpha-\omega}^{2}}-4 \frac{\psi_{\alpha} \omega_{\alpha} y}{\left(\phi_{\alpha}-\omega x \psi_{\alpha}^{2}\right)^{2}}
$$

This yields

$$
\psi_{\alpha+\omega}=\psi_{\alpha-\omega}\left(\phi_{\alpha}-\omega x \psi_{\alpha}^{2}\right)
$$

In the same way

$$
\psi_{\alpha+\omega}=\psi_{\alpha-1}\left(\phi_{\alpha}-x \psi_{\alpha}^{2}\right)
$$

### 4.3.4 Edwards generalized division polynomials

## Discriminant - 3

The elliptic curve with $j$-invariant 0 has 6 automorphisms $\operatorname{Aut}\left(E_{0}\right)=\left\{[ \pm 1],\left[ \pm \zeta_{3}\right],\left[ \pm \zeta_{3}^{2}\right]\right\}$ where $\zeta_{3}$ is a primitive cube root of unity. In Weierstrass form, it has equation

$$
E_{0}: v^{2}=u^{3}+c
$$

and the action of $\zeta_{3}$ is given by $\left[\zeta_{3}\right](u, v)=\left(\zeta_{3} u, v\right)$.

We want to describe this map on its Edwards model. First of all, we note that the general Edwards curve $E_{d}: x^{2}+y^{2}=1+d x^{2} y^{2}$ has $j$-invariant

$$
j=\frac{16\left(1+14 d+d^{2}\right)^{3}}{d(1-d)^{4}}
$$

The Edwards model of $E_{0}$ has $d=-7 \pm 4 \sqrt{3}$. There is an isomorphism between these two curves [Liu+]:

$$
\begin{aligned}
\varphi: E_{-7-4 \sqrt{3}} & \longrightarrow W_{0} \\
(x, y) & \longmapsto\left(c_{1} \frac{1+y}{1-y}+c_{2}, c_{1} \frac{1+y}{x(1-y)}\right)
\end{aligned}
$$

$$
\tilde{\varphi}: W_{0} \longrightarrow E_{-7-4 \sqrt{3}}
$$

where

$$
(u, v) \longmapsto\left(\frac{u-c_{2}}{v}, \frac{u-c_{3}}{u+c_{4}}\right)
$$

$c_{1}=\frac{1-d}{4}=2+\sqrt{3}$
$c_{2}=\frac{1+d}{6}=-1-\frac{2}{3} \sqrt{3}$
$c_{3}=\frac{5-d}{12}=1+\frac{1}{3} \sqrt{3}$
$c_{4}=\frac{1-5 d}{12}=3+\frac{5}{3} \sqrt{3}$
In order to construct the rational maps describing the automorphism $\left[\zeta_{3}\right]$ we can use the equivalence to get to $W_{0}$, act by $\zeta_{3}$ and finally apply the equivalence once again to find ourselves back to $E_{d}$.
$\left[\zeta_{3}\right](x, y)=\tilde{\varphi} \circ\left[\zeta_{3}\right] \circ \varphi(x, y)=$

$$
=\tilde{\varphi} \circ\left[\zeta_{3}\right]\left(c_{1} \frac{1+y}{1-y}+c_{2}, c_{1} \frac{1+y}{x(1-y)}\right)=
$$

$$
=\tilde{\varphi}\left(\zeta_{3}\left[c_{1} \frac{1+y}{1-y}+c_{2}\right], c_{1} \frac{1+y}{x(1-y)}\right)=
$$

$$
=\left(\frac{\zeta_{3} c_{1} \frac{1+y}{1-y}+\zeta_{3} c_{2}-c_{2}}{\frac{c_{1}}{x} \frac{1+y}{1-y}}, \frac{\zeta_{3} c_{1} \frac{1+y}{1-y}+\zeta_{3} c_{2}-c_{1}-c_{2}}{\zeta_{3} c_{1} \frac{1+y}{1-y}+\zeta_{3} c_{2}+c_{1}-c_{2}}\right)=
$$

$$
=\left(\frac{\zeta_{3} c_{1}(1+y)+\left(\zeta_{3}-1\right)(1-y) c_{2}}{c_{1}(1+y)} x, \frac{\zeta_{3} c_{1}(1+y)+c_{2}\left(\zeta_{3}-1\right)(1-y)-c_{1}(1-y)}{\zeta_{3} c_{1}(1+y)+c_{2}\left(\zeta_{3}-1\right)(1-y)+c_{1}(1-y)}\right)=
$$

$$
=\left(\frac{y\left(\zeta_{3} c_{1}-\zeta_{3} c_{2}+c_{2}\right)+\zeta_{3} c_{1}+\zeta_{3} c_{2}-c_{2}}{c_{1}(1+y)}, \frac{y\left(\zeta_{3} c_{1}-\zeta_{3} c_{2}+c_{1}+c_{2}\right)+\zeta_{3} c_{1}+\zeta_{3} c_{2}-c_{1}-c_{2}}{y\left(\zeta_{3} c_{1}-\zeta_{3} c_{2}-c_{1}+c_{2}\right)+\zeta_{3} c_{1}+\zeta_{3} c_{2}+c_{1}-c_{2}}\right)=
$$

$$
=\left(x \frac{c_{5} y+c_{6}}{y+1}, \frac{c_{7} y+c_{8}}{y+c_{9}}\right)
$$

where

$$
\left\{\begin{array}{l}
c_{5}=\frac{\zeta_{3}(5 d-1)-2 d-2}{3(d-1)} \\
c_{6}=\frac{\zeta_{3}(d-5)+2 d+2}{3(d-1)} \\
c_{7}=\frac{\zeta_{3}(5 d-1)+d-5}{\left(\zeta_{3}-1\right)(5 d-1)} \\
c_{8}=\frac{d-5}{5 d-1} \\
c_{9}=\frac{\zeta_{3}(d-5)+5 d-1}{\left(\zeta_{3}-1\right)(5 d-1)}
\end{array}\right.
$$

Since the cube root of unity $\zeta_{3}$ satisfies the polynomial $x^{2}+x+1$, the action of $1+\zeta_{3}$ is given by $-\zeta_{3}^{2}=\bar{\zeta}_{3}$.

$$
\left[1+\zeta_{3}\right](x, y)=\left(-x \frac{\bar{c}_{5} y+\bar{c}_{6}}{y+1},-\frac{\bar{c}_{7} y+\bar{c}_{8}}{y+\bar{c}_{9}}\right)
$$

where we indicate by $\bar{c}_{i}$ the coefficient $c_{i}$ with $\zeta_{3}$ replaced by its conjugate.

## Discriminant - 4

The elliptic curve with $j$-invariant 1728 has Weierstrass form $W_{1728}: v^{2}=u^{3}+c u$ and it admits an endomorphism [i], for $i$ the primitive 4-th root of unity, given by

$$
[i]:(u, v) \longmapsto(-u, i v)
$$

The Edwards curve with $j$-invariant 1728 is defined by $E_{-1}: x^{2}+y^{2}=1-x^{2} y^{2}$. We can use the birational equivalence

$$
\begin{aligned}
\varphi: E_{-1} & \longrightarrow W_{1728}: v^{2}=u^{3}+1 / 4 u & \tilde{\varphi}: W_{1728} & \longrightarrow E_{-1} \\
(x, y) & \longmapsto\left(\frac{1}{2} \frac{1+y}{1-y}, \frac{1}{2} \frac{1+y}{x(1-y)}\right) & (u, v) & \longmapsto\left(\frac{u}{v}, \frac{u-1 / 2}{u+1 / 2}\right)
\end{aligned}
$$

to recover the action of $i$ on $E_{-1}$.

$$
[i](x, y)=\tilde{\varphi} \circ[i] \circ \varphi(x, y)=\tilde{\varphi}\left(-\frac{1}{2} \frac{1+y}{1-y}, \frac{i}{2} \frac{1+y}{x(1-y)}\right)=\left(i x, \frac{1}{y}\right)
$$

This map fixes the identity $O$ but it is not defined when $y=0$, i.e., for points of the form $( \pm 1,0)$ which are two primitive 4 torsion points.

In the same way, one could compute the image of $[1+i]$ :

$$
\left.\begin{array}{rl}
{[1+i](x, y)} & =\tilde{\varphi} \circ[1+i] \circ \varphi(x, y)= \\
& =\tilde{\varphi} \circ[1+i]\left(\frac{1}{2} \frac{1+y}{1-y}, \frac{1}{2} \frac{1+y}{x(1-y)}\right)= \\
& =\tilde{\varphi}\left(\frac{\frac{1}{4} \frac{(1+y)^{2}}{(1-y)^{2}}+\frac{1}{4}}{(1+i)^{2} \frac{1}{2} \frac{1+y}{1-y}}, \frac{\frac{1}{2 x} \frac{1+y}{1-y} \frac{1+i+y}{1-y}}{\frac{1}{4} \frac{(1+y)^{2}}{(1-y)^{2}}-\frac{1}{4}}(1+i)^{2} \frac{1}{2} \frac{1+y}{1-y}\right.
\end{array}\right)=0
$$

and the action of its conjugate

$$
[1-i](x, y)=\left(\frac{1+y^{2}}{(1+i) y} x, \frac{1+i x^{2}}{1-i x^{2}}\right)=\left(x \frac{1+y^{2}}{(1+i) y}, \frac{1-i y^{2}}{-i+y^{2}}\right)
$$

We can now start to deduce some recursion formulæ. Using the same technique as in section 4.2 .4 we obtain

$$
\begin{aligned}
{[2+i](x, y)=\left(x_{2+i}, y_{2+i}\right) } & =\left(\frac{2 x_{1+i} y\left(1-d x^{2}\right)}{\left(1+x_{1+i}^{2} x^{2}\right)}-i x, \frac{4 y_{1+i} y}{1+y_{1+i}^{2}+y^{2}-y_{1+i}^{2} y^{2}}-\frac{1}{y}\right)= \\
& =\left(-i \times \frac{y^{4}+2(1+i) y^{2}+1}{y^{4}+2(-1-i) y^{2}+1}, \frac{(-1+2 i) y^{4}+1}{y^{5}+(-1+2 i) y}\right) \\
{[2-i](x, y) } & =\left(-i \times \frac{y^{4}+2(1-i) y^{2}+1}{y^{4}+2(-1+i) y^{2}+1}, \frac{(-1-2 i) y^{4}+1}{y^{5}+(-1-2 i) y}\right) \\
{[1+2 i](x, y) } & =\left(-x \frac{y^{4}+2(1-i) y^{2}+1}{y^{4}+2(-1+i) y^{2}+1}, y \frac{y^{4}+(-1-2 i)}{(-1-2 i) y^{4}+1}\right) \\
{[1-2 i](x, y) } & =\left(-x \frac{y^{4}+2(-1-i) y^{2}+1}{y^{4}+2(-1-i) y^{2}+1}, y \frac{y^{4}+(-1+2 i)}{(-1+2 i) y^{4}+1}\right)
\end{aligned}
$$

## Discriminant -7

The elliptic curve $W_{-3375}: v^{2}=u^{3}-35 u+98$ has j-invariant $-15^{3}$ and its endomorphism ring contains the ring of integers of $\mathbb{Q}(\sqrt{-7})$ which is the class number one order $\mathbb{Z}[\alpha]$ generated by $\alpha=\frac{1+\sqrt{-7}}{2}$ whose minimal polynomial is $x^{2}-x+2$ [Sil2, §II.2].

$$
\left[\frac{1+\sqrt{-7}}{2}\right](u, v)=\left(\alpha^{-2}\left(u-\frac{7(1-\alpha)^{4}}{u+\alpha^{2}-2}\right), \alpha^{-3} v\left(1-\frac{7(1-\alpha)^{4}}{\left(u+\alpha^{2}-2\right)^{2}}\right)\right)
$$

We find that the Edwards curve $E: x^{2}+y^{2}=1+d x^{2} y^{2}$ with coefficient $d=-48 \sqrt{7}-127$ also has $j$ invariant $-15^{3}$ and it is birationally equivalent to the curve $\tilde{W}: v^{2}=u^{3}-(240 \sqrt{7}+635) u+(4048 \sqrt{7}+10710)$ via the maps

$$
\begin{array}{ll}
\varphi: E \longrightarrow \tilde{W} & \tilde{\varphi}: \tilde{W} \longrightarrow E \\
(x, y) \longrightarrow\left(\frac{c_{1}(1+y)}{1-y}+c_{2}, \frac{c_{1}(1+y)}{x(1-y)}\right) & (u, v) \longmapsto\left(\frac{u-c_{2}}{v}, \frac{u-c_{3}}{u+c_{4}}\right)
\end{array}
$$

where $c_{1}=12 \sqrt{7}+32, c_{2}=-8 \sqrt{7}-21, c 3=4 \sqrt{7}+11$ and $c 4=20 \sqrt{7}+53$.
Composing with the isomorphisms between $W$ and $\tilde{W}$ (which are defined over a quadratic extension of $\mathbb{Q}(\sqrt{7}))$, we recover the action of $\alpha$ on $E$.

$$
[\alpha](x, y)=\left(d_{1} x \frac{\left(y+d_{2}\right)\left(y-d_{3}\right)}{\left(y-d_{2}\right)(y+1)}, d_{4} \frac{y^{2}+d_{5} y+d_{3}}{y^{2}-d_{5} y+d_{3}}\right)
$$

with $d_{1}=\frac{1}{7}(3 \alpha+2) \sqrt{7}+(\alpha+1), d_{2}=\frac{1}{7}(3 \alpha+2) \sqrt{7}-(\alpha+1), d_{3}=\frac{1}{7}(-16 \alpha+8) \sqrt{7}+6 \alpha-3$, $d_{4}=\frac{1}{7}(3 \alpha-5) \sqrt{7}-\alpha+2$ and $d_{5}=\frac{1}{7}(10 \alpha+2) \sqrt{7}-4 \alpha$.

## Discriminant -8

There exists a third curve that possesses an endomorphism of degree 2 [Sil2, Prop. 2.3.1], namely $W_{8000}$ : $v^{2}=u^{3}+4 x^{2}+2 x$ which has $j$-invariant 8000 and admits an embedding of the class number one order $\mathbb{Z}[\sqrt{-2}]$ of discriminant -8 into its endomorphism ring:

$$
[\sqrt{-2}](u, v)=\left(\beta^{-2}\left(u+4+\frac{2}{u}\right), \beta^{-3} v\left(1-\frac{2}{u^{2}}\right)\right) \quad \beta=\sqrt{-2}
$$

The Edwards model for $j$-invariant $20^{3}$ elliptic curves is $E_{3-2 \sqrt{2}}: x^{2}+y^{2}=1+(3-2 \sqrt{2}) x^{2} y^{2}$ with maps to $\tilde{W}_{8000}: v^{2}=u^{3}+\left(\frac{5}{6} \sqrt{2}-\frac{5}{4}\right) u+\left(-\frac{49}{108} \sqrt{2}+\frac{35}{54}\right)$

$$
\begin{aligned}
\varphi: E_{3-2 \sqrt{2}} & \longrightarrow \tilde{W}_{8000} & \tilde{\varphi}: \tilde{W}_{8000} \longrightarrow E_{3-2 \sqrt{2}} \\
(x, y) & \longrightarrow\left(\frac{c_{1}(1+y)}{1-y}+c_{2}, \frac{c_{1}(1+y)}{x(1-y)}\right) & (u, v) \longmapsto\left(\frac{u-c_{2}}{v}, \frac{u-c_{3}}{u+c_{4}}\right)
\end{aligned}
$$

The endomorphism $[\sqrt{-2}]$ on $E$ is therefore

$$
[\sqrt{-2}]\left(x \frac{y^{2}-(2 \sqrt{2}+3)}{(-4 i-\sqrt{-2}) y}, \frac{y^{2}-(\sqrt{2}+1)}{(1-\sqrt{2}) y^{2}-1}\right)
$$

### 4.3.5 Hessian generalized division polynomials

## Discriminant -3

In section 4.1.6 we have seen that the Hessian curve $H_{d}: X^{3}+Y^{3}+Z^{3}=3 d X Y Z$ has $j$-invariant $\left(3 \frac{d\left(d^{3}+8\right)}{d^{3}-1}\right)^{3}$. Therefore, it has $j$ invariant 0 if $d=0,-2$. Setting $d=0$ we get $H_{0}: X^{3}+Y^{3}+Z^{3}=0$ which is birationally equivalent to the Weierstrass curve $W_{0}: V^{2}=U^{3}-16 / 27$ via the maps

$$
\begin{array}{lc}
\varphi: H_{0} \longrightarrow W_{0} & \tilde{\varphi}: W_{0} \longrightarrow H_{0} \\
\left(\begin{array}{l}
X \\
Y \\
Z
\end{array}\right) \longmapsto\left(\begin{array}{c}
U \\
V \\
W
\end{array}\right)=\left(\begin{array}{ccc}
0 & 0 & 4 \\
-4 & 4 & 0 \\
-1 & -1 & 0
\end{array}\right)\left(\begin{array}{l}
X \\
Y \\
Z
\end{array}\right) & \left(\begin{array}{c}
U \\
V \\
W
\end{array}\right) \longmapsto\left(\begin{array}{c}
X \\
Y \\
Z
\end{array}\right)=\left(\begin{array}{ccc}
0 & 3 & 4 \\
0 & -3 & 4 \\
-6 & 0 & 0
\end{array}\right)\left(\begin{array}{c}
U \\
V \\
W
\end{array}\right)
\end{array}
$$

Then,

$$
\left[\zeta_{3}\right](X: Y: Z)=\left(X: Y: \zeta_{3} Z\right)
$$

Since

$$
\left(\begin{array}{ccc}
0 & 3 & 4 \\
0 & -3 & 4 \\
-6 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
\zeta_{3} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
0 & 0 & 4 \\
-4 & 4 & 0 \\
-1 & -1 & 0
\end{array}\right)=\left(\begin{array}{ccc}
-24 & 0 & 0 \\
0 & -24 & 0 \\
0 & 0 & -24 \zeta_{3}
\end{array}\right)
$$

In the same way

$$
\left[1+\zeta_{3}\right](X: Y: Z)=\left(Y: X: \bar{\zeta}_{3} Z\right)
$$

Using addition formulæ 4.9 we find

$$
\begin{aligned}
{\left[1-\zeta_{3}\right](X: Y: Z)=(X: Y: Z)+\left(Y: X: \zeta_{3} Z\right) } & =\left(Y^{3}\left(\zeta_{3}+1\right)+Z^{3}: X^{3}\left(\zeta_{3}+1\right)+Z^{3}:\left(1-\zeta_{3}^{2}\right) X Y Z\right) \\
& =\left(Y^{3}-\zeta_{3} Z^{3}: X^{3}-\zeta_{3} Z^{3}:\left(1-\zeta_{3}\right) X Y Z\right)
\end{aligned}
$$

## Discriminant -4

The Hessian curve with j-invariant 1728 has coefficient $d=1+\sqrt{3}$ and it is isomorphic to the Weierstrass curve $W_{1728}: V^{2}=U^{3}-(12+8 \sqrt{3}) U$ via the maps

$$
\begin{aligned}
\varphi: H_{0} \longrightarrow W_{0} \quad\left(\begin{array}{l}
X \\
Y \\
Z
\end{array}\right) \longmapsto\left(\begin{array}{c}
U \\
V \\
W
\end{array}\right)=\left(\begin{array}{ccc}
4+2 \sqrt{3} & 4+2 \sqrt{3} & -2-2 \sqrt{3} \\
12+8 \sqrt{3} & -12-8 \sqrt{3} & 0 \\
-1 & -1 & -1-\sqrt{3}
\end{array}\right)\left(\begin{array}{l}
X \\
Y \\
Z
\end{array}\right) \\
\tilde{\varphi}: W_{0} \longrightarrow H_{0} \quad\left(\begin{array}{c}
U \\
V \\
W
\end{array}\right) \longmapsto\left(\begin{array}{l}
X \\
Y \\
Z
\end{array}\right)=\left(\begin{array}{ccc}
1+\sqrt{3} & 1 & -2-2 * \sqrt{3} \\
1+\sqrt{3} & -1 & -2-2 * \sqrt{3} \\
-2 & 0 & -8-4 * \sqrt{3}
\end{array}\right)\left(\begin{array}{c}
U \\
V \\
W
\end{array}\right)
\end{aligned}
$$

By consequence

$$
[i](X: Y: Z)=\left(\zeta_{3} X+\zeta_{3}^{2} Y+Z: \zeta_{3}^{2} X+\zeta_{3} Y+Z: X+Y+Z\right)
$$

## Chapter 5

## Class Groups Actions

### 5.1 CM groups

In this section we introduce a computational framework for computing actions of ray class groups of imaginary quadratic fields. We establish equivalences of categories that enable one to choose the best environment in which to work in different situations. In particular, we construct equivalences between quadratic forms, ideals in imaginary quadratic orders and points on the $j$-line $X(1)$. We eventually endow these objects with level structure.

### 5.1.1 The category of binary quadratic forms

We start by formalizing the notion of quadratic forms. The main references will be [Cox] and [Cas2] but some alternative books on the topic are [Hat] and [Conw] which take a more geometric point of view.

Definition. A binary quadratic form is a homogeneous polynomial of degree 2 in $\mathbb{Z}[x, y]$

$$
F(x, y)=a x^{2}+b x y+c y^{2}
$$

We say that $F$ is primitive if $\operatorname{gcd}(a, b, c)=1$.
The discriminant of $F$ is $\Delta=b^{2}-4 a c$ and provides an important invariant in the study of quadratic forms. Forms with $\Delta>0$ are called indefinite, those with $\Delta<0$ are called definite and those with $\Delta=0$ are said to be parabolic.

An integer $n$ is said to be represented by a quadratic form $F$ if there exist $\left(x_{0}, y_{0}\right) \in \mathbb{Z}^{2}$ such that $F\left(x_{0}, y_{0}\right)=n$. If $\left(x_{0}, y_{0}\right)$ is coprime to $n$, we say that $n$ is properly represented. The set of represented integers provides another invariant of $F$.

In view of the construction of an equivalence of categories with CM-points on the upper half plane, we equip the set of quadratic forms with an action of $\mathrm{SL}_{2}(\mathbb{Z})$. For a matrix

$$
\gamma=\left(\begin{array}{ll}
s & t \\
u & v
\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z})
$$

we define $\gamma \cdot F(x, y)=F(s x+t y, u x+v y)$. One can check that this action preserves primitive forms and leave the discriminant unvaried.

Notation. We will usually denote $F(x, y)=a x^{2}+b x y+x y^{2}$ by its coefficients $(a, b, c)$.
The action of $\mathrm{SL}_{2}(\mathbb{Z})$ is translated into

$$
\gamma \cdot\langle a, b, c\rangle=\left\langle a^{\prime}, b^{\prime}, c^{\prime}\right\rangle \quad \text { where }\left(\begin{array}{c}
a^{\prime} \\
b^{\prime} \\
c^{\prime}
\end{array}\right)=\left(\begin{array}{ccc}
s^{2} & s u & u^{2} \\
2 s t & s v+t u & 2 u v \\
t^{2} & t v & v^{2}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right)
$$

Two quadratic forms are said to be equivalent of they lie in the same $\mathrm{SL}_{2}(\mathbb{Z})$-orbit; we write $(a, b, c) \sim$ ( $a^{\prime}, b^{\prime}, c^{\prime}$ ).

Remark. Note that this action can be extended to the slightly larger group $\mathrm{GL}_{2}(\mathbb{Z})$. This has the advantage that quadratic forms in the same $G L_{2}(\mathbb{Z})$-orbit represent the same integers. However, $\mathrm{SL}_{2}(\mathbb{Z})$ equivalence encodes more significant information.

Lemma 5.1. $\mathrm{SL}_{2}(\mathbb{Z})$-equivalent quadratic forms represent properly the same set of integers.
Remark. Note that the converse is not true.
The study of reduced forms differs depending on the sign of the discriminant. We specialize now on definite quadratic forms since these are the ones related to imaginary quadratic fields. Further, the theory of reduced forms is much richer in the definite case.

## Definite quadratic forms

Definite quadratic forms split into two main classes: positive definite forms representing only positive integers and negative definite forms which only represent negative integers. Every orbit consists of either positive or negative definite quadratic forms and the operation $(a, b, c) \mapsto(-a, b,-c)$ permits one to pass from one to the other. Thus, they can be treated in the same way meaning there is no substantial difference between the two theories. Therefore, without loss of generality, we consider positive definite quadratic forms.

Definition. A positive definite quadratic form $F=(a, b, c)$ is reduced if

$$
|b| \leq a \leq c \quad \text { and } \quad b \geq 0 \text { if either }|b|=a \text { or } a=c
$$

A negative definite form is reduced if the corresponding positive definite form is reduced.
This definition has a geometric interpretation: we define the roots of $F$ as the roots of $F(x, 1) \in \mathbb{Z}[x]$, namely $\tau_{ \pm}=(-b \pm \sqrt{\Delta}) /(2 a)$. Then a form is reduced if an only if one of its roots lies in the fundamental domain for the action of $\mathrm{SL}_{2}(\mathbb{Z})$ on upper half plane $\mathbb{H}$, see Figure 2.1.

Reduced forms are distinguished objects in $\mathrm{SL}_{2}(\mathbb{Z})$-equivalence classes as they form a complete set of representatives (once a fundamental domain has been chosen).

Theorem 5.2. Every primitive positive definite quadratic form is equivalent to a unique reduced form.
Corollary 5.3. The number of equivalence classes of primitive positive definite quadratic forms of discriminant $\Delta$ is finite.

Proof. For a reduced form $b^{2} \leq a^{2}$ and $a \leq c$. Thus, $\Delta=b^{2}-4 a c \leq-3 a^{2}$ and this shows that there are a finite number of choices for $a$ and then for $b$. The relation $\Delta=b^{2}-4 a c$ determines $c$ consequently.

Definition. For a discriminant $\Delta$ we let $h_{f}(\Delta)$ denote the number of equivalence classes of primitive positive definite quadratic forms and call it the (form) class number of $\Delta$.

The proof above yields an algorithm for reducing quadratic forms [Coh, §5.4.2].

Algorithm 6. Reduction of primitive positive definite quadratic forms
Input: A primitive positive definite form $F=(a, b, c)$
Output: The unique reduced form in the $\mathrm{SL}_{2}(\mathbb{Z})$-orbit of $F$
While $F$ is not reduced do:

- If $a>c$ (or $c=a$ and $b<0$ ) replace $F$ by $(c,-b, a) \sim(a, b, c)$.
- If $|b|>a$ or $b=-a$, replace $F$ by $\left(a, b^{\prime}, c^{\prime}\right) \sim(a, b, c)$ where $b^{\prime} \equiv b$ modulo $2 a,-a<b^{\prime} \leq a$ and $c^{\prime}=\left(\left(b^{\prime}\right)^{2}-\Delta\right) /(4 a)$.

The two transformations above corresponds exactly to the action of $S$ and $T^{k}$ for $k=\left(b^{\prime}-b\right) /(2 a)$.
Example. Let $F=(31,134,151)$. Applying the Algorithm 6, we get

$$
(31,134,151) \longmapsto(31,10,7) \longmapsto(7,-10,31) \longmapsto(7,4,28)
$$



Figure 5.1 - Reduction algorithm for primitive positive definite quadratic forms

In practice the algorithm consists in acting on $F$ with $S$ and $T$ until its root does not fall into the fundamental domain $\mathcal{F}$.

The proof of the corollary also allows one to construct algorithms that enumerates all reduced forms.

Algorithm 7. Enumeration of all primitive positive definite quadratic forms
Input: A discriminant $\Delta<0$
Output: The set of reduced primitive quadratic forms of discriminant $\Delta$

1. For a reduced form of discriminant $\Delta$, we have $|b| \leq \sqrt{|\Delta| / 3}$ and $b \equiv \delta \bmod 2$. We list all possible values for $b$.
2. Next we note that $a$ is a divisor of $\left(b^{2}-\delta\right) / 4$ and $|b| \leq a$. Since we need $a \leq c$ we need $a \leq$ $\sqrt{\left(b^{2}+\Delta\right) / 4}$. We list all possible choices for $a$ and compute the corresponding $c$ 's.
3. For each triple we check whether $(a, b, c) \sim(a,-b, c)$ and return one or both accordingly.

In the following table we enumerate and count reduced forms for small discriminants.

| $\Delta$ | $h_{f}(\Delta)$ | Reduced forms | $\Delta$ | $h_{f}(\Delta)$ | Reduced forms |
| :---: | :---: | :---: | :---: | :---: | :---: |
| -3 | 1 | $(1,1,1)$ | -31 | 3 | $(1,1,8),(2, \pm 1,4)$ |
| -4 | 1 | $(1,0,1)$ | -32 | 2 | $(1,0,8),(3,2,3)$ |
| -7 | 1 | $(1,1,2)$ | -35 | 2 | $(1,1,9),(3,1,3)$ |
| -8 | 1 | $(1,0,2)$ | -36 | 2 | $(1,0,9),(2,2,5)$ |
| -11 | 1 | $(1,1,3)$ | -39 | 4 | $(1,1,10),(2, \pm 1,5),(3,3,4)$ |
| -12 | 1 | $(1,0,1)$ | -40 | 2 | $(1,0,10),(2,0,5)$ |
| -15 | 2 | $(1,1,4),(2,1,2)$ | -43 | 1 | $(1,1,11)$ |
| -16 | 1 | $(1,0,4)$ | -44 | 3 | $(1,0,11),(3, \pm 2,4)$ |
| -19 | 1 | $(1,1,5)$ | -47 | 5 | $(1,1,12),(2, \pm 1,6),(3, \pm 1,4)$ |
| -20 | 2 | $(1,0,5),(2,2,3)$ | -48 | 2 | $(1,0,12),(3,0,4)$ |
| -23 | 3 | $(1,1,6),(2, \pm 1,3)$ | -51 | 2 | $(1,1,13),(3,3,5)$ |
| -24 | 2 | $(1,0,6),(2,0,3)$ | -52 | 2 | $(1,0,13),(2,2,7)$ |
| -27 | 1 | $(1,1,7)$ | -55 | 4 | $(1,1,14),(2, \pm 1,7),(4,3,4)$ |
| -28 | 1 | $(1,0,7)$ | -56 | 4 | $(1,0,14),(2,0,7),(3, \pm 2,5)$ |

Table 5.1 - List of reduced forms and $h_{f}(\Delta)$ for small discriminants

Remark ([BM]). In a series of articles in the 30's, Deuring, Heilbronn and Siegel showed that $h_{f}(\Delta)$ grows as $\sqrt{\Delta}$ by proving that for every $\epsilon>0$ there exists a positive constant $C_{\epsilon}$ such that $h_{f}(\Delta) \geq C_{\epsilon}|\Delta|^{\frac{1}{2}-\epsilon}$; unfortunately this constant is not effective. This implies that for any $h$ there are finitely many discriminant with class number $h$, though it gives no explicit way of finding them.

A more effective result comes from the work of Goldfeld (1976), Gross and Zagier (1986) and Oesterlé; they related this problem to $L$-functions attached to elliptic curves, showing that the necessary elliptic curve exits, and found

$$
h_{f}(\Delta) \geq C_{E} \log |\Delta|^{\frac{1}{2}-\epsilon} \quad \text { for } C_{E}=1 / 7000
$$

## Automorphisms

Definition. An automorphism of a form $F$ is an element in the stabilizer of $F$ under the action of $\mathrm{SL}_{2}(\mathbb{Z})$.

$$
\operatorname{Aut}(F)=\left\{\gamma \in \mathrm{SL}_{2}(\mathbb{Z}) \mid \gamma \cdot F=F\right\}
$$

Proposition 5.4. If $F$ and $G$ are two equivalent forms, i.e. $F=\gamma \cdot G$ for some $\gamma \in \mathrm{SL}_{2}(\mathbb{Z})$, then $\operatorname{Aut}(F)=\gamma \operatorname{Aut}(G) \gamma^{-1}$

If $\gamma$ is an automorphism for a reduced quadratic form $F$, then it fixes its root $\tau$ in the fundamental domain for the action of $\mathrm{SL}_{2}(\mathbb{Z})$ on $\mathbb{H}$ which means that $\tau$ is an elliptic point. We know by 1.35 that there are only two such points and they are associated to the reduced forms ( $1,0,1$ ) and ( $1,1,1$ ).

It follows that the automorphism group of any definite quadratic form is isomorphic to $C_{2}=\langle \pm I\rangle$, unless it is equivalent to one of the above two forms, in which case $\operatorname{Aut}(F) \simeq C_{4}$ or $C_{6}$ respectively.

## Gauss composition and Bhargava cubes

We can now introduce an operation on the set of $\mathrm{SL}_{2}(\mathbb{Z})$-orbits, equivalently on the set of reduced forms. Note that the existence of such a group law is one of the reasons to prefer the $\mathrm{SL}_{2}(\mathbb{Z})$ action over the $G L_{2}(\mathbb{Z})$ one.

Definition (Gauss, [Gau, Art. 235]). $H(x, y)$ is a direct composition of $F(x, y)$ and $G(x, y)$ if there exits two bilinear forms $B_{i}(x, y, z, w)=a_{i} x z+b_{i} x w+c_{i} y z+d_{i} y w$ for $i=1,2$ such that

$$
F(x, y) G(z, w)=H\left(B_{1}(x, y, z, w), B_{2}(x, y, z, w)\right) \quad \text { and } \quad\left\{\begin{array}{l}
a_{1} b_{2}-a_{2} b_{1}=F(1,0) \\
a_{1} c_{2}-a_{2} c_{1}=G(1,0)
\end{array}\right.
$$

This definition is not very satisfying since it does not make clear how to find the composition of any two forms, or whether any two such compositions are $\mathrm{SL}_{2}(\mathbb{Z})$-equivalent. Gauss [Gau, Art. 236-241] gave a positive answer to both questions and went on proving that this operation endows the set of equivalence classes of definite quadratic forms with a structure of abelian group, called the class group. However, we will not follow Gauss but we will take a different point of view; in 2004 Bhargava [Bha] reformulated this composition law in a more explicit and direct way.

Definition. A Bhargava cube is a $2 \times 2 \times 2$ cube with integers associated to its vertices.


Figure 5.2 - A Bhargava cube

To any Bhargava cube we associate 3 quadratic forms

$$
\begin{aligned}
& Q_{1}(x, y)=-\operatorname{det}\left(\left(\begin{array}{ll}
A & E \\
B & F
\end{array}\right) x+\left(\begin{array}{ll}
C & G \\
D & H
\end{array}\right) y\right) \\
& Q_{2}(x, y)=-\operatorname{det}\left(\left(\begin{array}{ll}
A & C \\
E & G
\end{array}\right) x+\left(\begin{array}{ll}
B & D \\
F & H
\end{array}\right) y\right) \\
& Q_{3}(x, y)=-\operatorname{det}\left(\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right) x+\left(\begin{array}{ll}
E & F \\
G & H
\end{array}\right) y\right)
\end{aligned}
$$

These three forms all have the same discriminant and if any two of them are primitive so it the third one (in this case the cube is said to be projective). Further, it turns out that $Q_{3}(x,-y)$ is direct composition of $Q_{1}(x, y)$ and $Q_{2}(x, y)$ in the sense of Gauss.

Remark. Note that the cube carries an action of its symmetry group, isomorphic to $S_{4} \times C_{2}$. Each rotation or reflection results in well defined transformations on the three forms associated to the cube: if $Q_{i}=\left(a_{i}, b_{i}, c_{i}\right)$ are the three quadratic forms giving rise to a Bhargava cube, we note $\hat{Q}_{i}=\left(c_{i}, b_{i}, a_{i}\right)$; then

- Rotation by $\pi / 2$ around the vertical axis sends $\left(Q_{1}, Q_{2}, Q_{3}\right) \mapsto\left(-Q_{1}, \hat{Q}_{3},-Q_{2}\right)$.
- Rotation by $2 \pi / 3$ around the diagonal $A H$ sends $\left(Q_{1}, Q_{2}, Q_{3}\right) \mapsto\left(Q_{3}, Q_{1}, Q_{2}\right)$.
- Reflection switching from face and back face sends $\left(Q_{1}, Q_{2}, Q_{3}\right) \mapsto\left(-Q_{1},-Q_{2}, \hat{Q}_{3}\right)$.

The first two generates the $S_{4}$ component while the last transformation corresponds to $C_{2}$.
Since Bhargava cubes represents triples of quadratic forms it is natural to ask how the action of $\mathrm{SL}_{2}(\mathbb{Z})$ affects it. Let $\mathcal{A}$ be a Bhargava cube in $\left(\mathbb{Z}^{2}\right)^{\otimes 3}$. A matrix

$$
\gamma=\left(\begin{array}{ll}
s & t \\
u & v
\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z})
$$

acts on $\mathcal{A}$ by replacing the cube top face $\mathcal{F}_{1}$ and bottom face $\mathcal{F}_{2}$ by $s \mathcal{F}_{1}+u \mathcal{F}_{2}$ and $t \mathcal{F}_{1}+v \mathcal{F}_{2}$. This induces the action $\gamma \cdot\left(Q_{1}, Q_{2}, Q_{3}\right)=\left(\gamma \cdot Q_{1}, Q_{2}, Q_{3}\right)$. By defining similar actions on the left/right faces and front/back ones we get an action of $\mathrm{SL}_{2}(\mathbb{Z}) \times \mathrm{SL}_{2}(\mathbb{Z}) \times \mathrm{SL}_{2}(\mathbb{Z})$ on $\mathcal{A}$.

Remark. The association $\mathcal{A} \mapsto\left(Q_{1}, Q_{2}, Q_{3}\right)$ is described above. Lemmermeyer [Lem, §3.4] gives an explicit formula for the inverse. Given two quadratic forms $Q_{1}=\left(a_{1}, b_{1}, c_{1}\right)$ and $Q_{2}=\left(a_{2}, b_{2}, c_{2}\right)$ of discriminant $\Delta$, there is a cube $\mathcal{A}$ such that $\mathcal{A} \mapsto\left(Q_{1}, Q_{2}, Q_{1} Q_{2}\right)$ :

where $b=\left(b_{1}+b_{2}\right) / 2, e=\operatorname{gcd}\left(a_{1}, a_{2}, b\right)$ and $g, f, h$ are integral solutions to

$$
\frac{a_{1}}{e} g-\frac{a_{2}}{e} f=\frac{b_{1}-b_{2}}{2} \quad h=\frac{f b-e c_{2}}{a_{1}}
$$

If $Q_{3}$ is also known, one could find the suitable $\gamma \in \operatorname{SL}_{2}(\mathbb{Z})$ which transforms $Q_{1} Q_{2}$ in $Q_{3}$ and use the transformation $\mathcal{A} \rightarrow \mathcal{A}^{\text {ld } \times \mathrm{Id} \times \gamma}$.

### 5.1.2 The category of fractional ideals

We construct now the category of fractional ideals in quadratic fields and eventually specialize to the imaginary case. We will mainly follow [Cox] and [IK].

Let $d$ be a square-free integer and $\mathbb{Q}(\sqrt{d})$ the corresponding quadratic number field of discriminant $\Delta_{K}=4 d$ except for the case $d \equiv 1 \bmod 4$ in which case $\Delta_{K}=d$. We set $\omega=\left(t+\sqrt{\Delta_{K}}\right) / 2$ where $t \in\{0,1\}$ is such that $\Delta_{K} \equiv t \bmod 2$. It is well known that $\omega$ generates the ring of integers of $K$ : $\mathcal{O}_{K}=\mathbb{Z}+\mathbb{Z} \omega$.

The order of conductor $f$ is the unique subring $\mathcal{O}$ of $\mathcal{O}_{K}$ of index $f$. It is of the form $\mathcal{O}=\mathbb{Z}+\mathbb{Z} f \omega$ and it has discriminant $f^{2} \Delta_{K}$.

Definition. A fractional ideal of an $\operatorname{order} \mathcal{O}$ is a non-zero finitely generated $\mathcal{O}$-module, i.e., it is of the form $\alpha \mathfrak{a}$ for $\alpha \in K^{\times}$and $\mathfrak{a}$ an ideal of $\mathcal{O}$.

Definition. A fractional ideal $\mathfrak{a}$ of $\mathcal{O}$ is proper if $\mathcal{O}=\{\alpha \in K \mid \alpha \mathfrak{a} \subseteq \mathfrak{a}\}$.
A fractional $\mathcal{O}$-ideal $\mathfrak{a}$ is invertible if there exists another fractional $\mathcal{O}$-ideal $\mathfrak{b}$ such that $\mathfrak{a b}=\mathcal{O}$. An important result show that proper fractional ideals are invertible and viceversa. It is therefore standard to refer to proper fractional ideals simply as ideals.

We define the Picard group of an order $\mathcal{O}$ as

$$
\operatorname{Pic}(\mathcal{O})=\frac{I(\mathcal{O})}{P(\mathcal{O})}=\frac{\{\text { Proper fractional } \mathcal{O} \text {-ideals }\}}{\{\text { Principal fractional } \mathcal{O} \text {-ideals }\}}
$$

In the same way, when $\Delta_{K}>0$, we define the narrow Picard group

$$
\operatorname{Pic}^{+}(\mathcal{O})=\frac{I(\mathcal{O})}{P^{+}(\mathcal{O})}=\frac{\{\text { Proper fractional } \mathcal{O} \text {-ideals }\}}{\{\text { Principal fractional } \mathcal{O} \text {-ideals generated by elements of positive norm }\}}
$$

We call $\operatorname{Pic}(\mathcal{O})$ the (ideal) class group of $\Delta$ and we indicate it as $\mathcal{C l}(\Delta)$ or $\operatorname{Cl}(\mathcal{O})$.
As we anticipated, the goal of the section is to construct equivalences of categories. We present here the first result in this direction, although we will make the construction explicit in Section 5.1.4.

Theorem 5.5 ([IK, Th. 6.7]). Let $K$ be an quadratic field of discriminant $\Delta_{K}$ and $\mathcal{O}$ the order of conductor $f$ in $\mathcal{O}_{K}$.

If $K$ is a quadratic imaginary field, i.e., $\Delta_{K}<0$, there exists a bijection between the set of equivalence classes of proper $\mathcal{O}$ ideals to the set of $\mathrm{SL}_{2}(\mathbb{Z})$-equivalence classes of primitive positive definite quadratic forms with discriminant $f^{2} \Delta_{K}$.

If $K$ is a real quadratic field, i.e., $\Delta_{K}>0$, then there exist bijections between the set of narrow (respectively, wide) equivalence classes of proper $\mathcal{O}$-ideals and the set of $\mathrm{SL}_{2}(\mathbb{Z})$-equivalence (respectively $G L_{2}(\mathbb{Z})$-equivalence) classes of primitive indefinite quadratic forms of discriminant $f^{2} \Delta_{K}$.

A principal ideal is generated by an element of positive norm if such element is positive for every real embedding of $K$. Then, if $K$ is an imaginary quadratic field, there are no embeddings $K \hookrightarrow \mathbb{R}$, thus the condition above is trivially satisfied by all principal fractional ideals and then $\operatorname{Pic}^{+}(\mathcal{O})=\operatorname{Pic}(\mathcal{O})$. For imaginary quadratic fields, we will extend the notation introduced before writing $\mathcal{C \ell}(\mathcal{O})$ to indicate the Picard group and we call it the class group of $\mathcal{O}$. This way we match the notation adopted for quadratic forms. The cardinality of the class group is called class number and it is indicated by $h(\mathcal{O})$.

From now on $K$ will be an imaginary quadratic field. There are multiple ways of computing the class number of a given order. One of these comes from the study of a subclass of proper $\mathcal{O}$-ideals. We say that an ideal $\mathfrak{a} \subseteq \mathcal{O}$ is prime to the conductor of $\mathcal{O}$ if $\mathfrak{a}+f \mathcal{O}=\mathcal{O}$. These ideals are enough to describe the entire class group.

Theorem 5.6. Given an order $\mathcal{O}$ of conductor $f$ in $\mathcal{O}_{K}$, the maps

$$
\begin{aligned}
\{\text { fractional } \mathcal{O} \text {-ideals coprime to } f\} & \longleftrightarrow\left\{\text { fractional } \mathcal{O}_{K} \text {-ideals coprime to } f\right\} \\
\mathfrak{a} & \longmapsto \mathfrak{a}_{k} \\
\mathfrak{b} \cap \mathcal{O} & \longleftrightarrow \mathfrak{b}
\end{aligned}
$$

are one the inverse of the other and induce an isomorphism between the class group of $\mathcal{O}$ and the set $I_{\mathcal{O}}(f) / P_{\mathcal{O}, \mathbb{Z}}(f)$ where $I_{\mathcal{O}}(f)$ is the set of fractional $\mathcal{O}$-ideals coprime to $f$ and $P_{\mathcal{O}, \mathbb{Z}}(f)$ is the set of principal fractional $\mathcal{O}$-ideals coprime to $f$ and congruent to an integer modulo $f$.

More precisely, we have a short exact sequence

$$
1 \longrightarrow \frac{\left(\mathcal{O}_{K} / f \mathcal{O}_{K}\right)^{\times}}{\mathcal{O}_{K}^{\times}(\mathbb{Z} / f \mathbb{Z})^{\times}} \longrightarrow \mathcal{C l}(\mathcal{O}) \longrightarrow \mathcal{C l}\left(\mathcal{O}_{K}\right) \longrightarrow 1
$$

This shows that the class group may be interpreted as an explicit quotient of the ray class group $\mathcal{C l}(f)$, and therefore is the Galois group of some finite abelian extension of $K$, the ring class field of $\mathcal{O}$.
The short exact sequence above yields the following formula
Theorem 5.7 ([Cox, Th. 7.24]). Let $\mathcal{O}$ be the order of conductor $f$ in $\mathcal{O}_{K}$.

$$
h(\mathcal{O})=\frac{h\left(\mathcal{O}_{K}\right) f}{\left[\mathcal{O}_{K}^{\times}: \mathcal{O}^{\times}\right]} \prod_{p \mid f}\left(1-\left(\frac{\Delta_{K}}{p}\right) \frac{1}{p}\right)
$$

and $h(\mathcal{O})$ is an integer multiple of $h\left(\mathcal{O}_{K}\right)$.

### 5.1.3 The category of CM lattices or CM points

In Section1.2.5 we gave the general description of lattices. Here we focus on lattices associated to imaginary quadratic fields or, equivalently, to ordinary elliptic curves. We will mainly refer to [Sta] for the first part and to [Shi], [Lan2] and [Koh1] for the second one.

Assume that $K$ is an imaginary quadratic field and suppose we fixed an embedding $K \hookrightarrow \mathbb{C}$. A complex lattice $\Lambda=\omega_{1} \mathbb{Z}+\omega_{2} \mathbb{Z}$ is a $K$-lattice if $\omega_{2} / \omega_{1} \in K$. Note that the action of $\mathrm{SL}_{2}(\mathbb{Z})$ on $\mathbb{H}$ sends $K$ to itself meaning that this definition does not depend on the choice of the basis.

Remark. The property of being a K-lattice is invariant under homothety.
Remark. K-lattices can be scaled to be sub-lattices of $\mathcal{O}_{K}$. This comes from the fact that $\left(\omega_{1}, \omega_{2}\right)$ is a fractional ideal of $\mathcal{O}_{K}$ and then $d\left(\omega_{1}, \omega_{2}\right) \subseteq \mathcal{O}_{K}$ for some $d$ in $\mathcal{O}_{K}$; thus, $d \wedge \subseteq \mathcal{O}_{K}$. Hence, $K$-lattices are exactly those associated to $\tau \in K \hookrightarrow \mathbb{H}$. For this reason we will often identify the category of $K$-lattices with the one of CM-points consisting of points in the upper half plane coming from a quadratic imaginary field by defining $\tau=\omega_{2} / \omega_{1}$.

The most important invariant will be the order of $\Lambda$ :

$$
\operatorname{ord}(\Lambda)=\{x \in \mathbb{C} \mid x \wedge \subseteq \Lambda\}=\{x \in K \mid x \Lambda \subseteq \Lambda\}
$$

This object is invariant under homothety and $\mathrm{SL}_{2}(\mathbb{Z})$-action and does not depend on the choice of a basis for $\Lambda$. More importantly it provides a bridge to the theory of ideals. On can prove that ord $(\Lambda)$ is an order in $\mathcal{O}_{K}$.

Theorem 5.8. Fix an embedding of $K$ in $\mathbb{C}$. There is a one to one-correspondence between $K$-lattices of order $\mathcal{O}$ up to homothety and fractional $\mathcal{O}$-ideals up to equivalence.

The order of a $K$-lattice $\Lambda_{\tau}$ is obtained by embedding $\tau$ in $\mathbb{C}$, constructing its minimal polynomial $a x^{2}+b x+c \in \mathbb{Z}[x]$ with $\operatorname{gcd}(a, b, c)=1$ and taking $\mathbb{Z}[a \tau][$ Lan2, Th. 8.1.5].

From this result we can deduce that quadratic forms and their roots are strongly related with $K$-lattices. This fits in the general idea of this chapter to relate all the objects described up to here. We will make these equivalences explicit in the next section. In the remaining, we will instead give a brief introduction to class field theory.

## Class field theory

The idea behind class field theory is to construct a framework which permits one to describe (abelian) extensions of number fields. Let $K$ be a number field, $\mathcal{O}_{K}$ the integral closure of $\mathbb{Z}$ in $K$ and $L / K$ a finite extension. For any prime $\mathfrak{p}$ of $\mathcal{O}_{K}$ and any prime $\mathfrak{P}$ of $\mathcal{O}_{L}$ above it, we get an extension of residue fields $\mathbb{F}_{\mathfrak{P}} / \mathbb{F}_{\mathfrak{p}}$ of degree $f_{\mathfrak{P}}$. We recall that

$$
\sum_{\mathfrak{P} \mid \mathfrak{p} \mathcal{O}_{L}} e_{\mathfrak{P}} f_{\mathfrak{P}}=[L: K]
$$

where $e_{\mathfrak{P}}$ is the exponent of $\mathfrak{P}$ in the prime factorization of $\mathfrak{p} \mathcal{O}_{L}$.

If $L / K$ is a Galois extension, then the Galois group $\mathcal{G} a(L / K)$ acts transitively on the prime ideals above $\mathfrak{p}$; for any of them, say $\mathfrak{P}$, we can define the decomposition subgroup as

$$
D(\mathfrak{P} \mid \mathfrak{p})=\left\{\sigma \in \mathcal{G} a \ell(L / K) \mid \mathfrak{P}^{\sigma}=\mathfrak{P}\right\}
$$

Remark. Decomposition groups are the Galois groups of the associated local field extensions $L_{\mathfrak{P}} / K_{\mathfrak{p}}$.

There is a natural map

$$
D(\mathfrak{P} \mid \mathfrak{p}) \longrightarrow \mathcal{G} a \ell\left(\mathbb{F}_{\mathfrak{P}} / \mathbb{F}_{\mathfrak{p}}\right)
$$

which is a surjection of kernel $I(\mathfrak{P} \mid \mathfrak{p})$, the ramification group. If $\mathfrak{p}$ is unramified in $L$, then $D(\mathfrak{P} \mid \mathfrak{p}) \simeq$ $\mathcal{G} a \ell\left(\mathbb{F}_{\mathfrak{P}} / \mathbb{F}_{\mathfrak{p}}\right)$ and then, for any $\mathfrak{P} \mid \mathfrak{p} \mathcal{O}_{L}$ there exists a unique $\sigma_{\mathfrak{P}} \in D(\mathfrak{P} \mid \mathfrak{p})$ mapping to $\operatorname{Frob}_{\mathfrak{p}}: x \mapsto x^{N r(\mathfrak{p})}$, the Frobenius map on the residue field extension.

Suppose now that $L / K$ is an abelian extension, then we denote $\sigma_{\mathfrak{p}}=\sigma_{\mathfrak{P}}$ for any prime $\mathfrak{P}$ above $\mathfrak{p}$. Since conjugation is trivial this is a well defined element and does not depend on the choice of $\mathfrak{P}$. We get a map

$$
\begin{aligned}
{[\cdot, L / K]: I_{K}\left(\Delta_{L / K}\right) } & \longrightarrow \mathcal{G} a \ell(L / K) \\
\mathfrak{p} & \longmapsto \sigma_{\mathfrak{p}} \\
\mathfrak{a}=\prod \mathfrak{p}_{i}^{r_{i}} & \longmapsto \prod\left(\sigma_{\mathfrak{p}_{i}}\right)^{r_{i}}
\end{aligned}
$$

extending multiplicatively the construction above to all ideals coprime to $\Delta_{L / K}$, the discriminant of $L / K$.
Definition. The homomorphism $[\cdot, L / K]$ is the Artin map.
The Artin map is surjective with kernel $N_{L / K}\left(I_{L}\right) P_{K}\left(\Delta_{L / K}\right)$ where $I_{L}$ is the group of non-zero fractional ideals of $L$ [Sil2, Th. 3.2].

Ray class fields. For any ideal $\mathfrak{m}$ in $\mathcal{O}_{K}$ we note

$$
\begin{aligned}
& I_{K}=\left\{\text { Fractional ideals of } \mathcal{O}_{K}\right\} \\
& I_{K}(\mathfrak{m})=\left\{\text { Fractional ideals of } \mathcal{O}_{K} \text { coprime to } \mathfrak{m}\right\} \\
& P_{K}(\mathfrak{m})=\left\{\text { Principal ideals of } \mathcal{O}_{K} \text { coprime to } \mathfrak{m}\right\} \\
& P_{1}(\mathfrak{m})=\left\{(\alpha) \in P_{K}(\mathfrak{m}) \text { such that } \alpha \equiv 1 \mathrm{mod}^{*} \mathfrak{m}\right\} \\
& P_{\mathbb{Z}}(\mathfrak{m})=\left\{(\alpha) \in P_{K}(\mathfrak{m}) \text { such that } \alpha / n \equiv 1 \bmod ^{*} \mathfrak{m} \text { for some } n \in \mathbb{Z}\right\}
\end{aligned}
$$

We define the ray class field of $K$ (modulo $\mathfrak{m}$ ) as the finite abelian extension $K_{\mathfrak{m}} / K$ with the property that for any abelian extension $L / K$ such that the conductor $\mathfrak{c}_{L / K}$ divides $\mathfrak{m}$, then $L \subseteq K_{\mathfrak{m}}$. Equivalently, $K_{\mathfrak{m}}$ is the largest unramified abelian extension of $K$ such that $P_{1}(\mathfrak{m})$ is contained in the kernel of the the Artin $\operatorname{map}\left[\cdot, K_{\mathfrak{m}} / K\right]: I(\mathfrak{m}) \rightarrow \mathcal{G}$ al $\left(K_{\mathfrak{m}} / K\right)$.

Ray class fields provide an answer to the problem of describing abelian extension of $K$ as any such extension lie in $K_{\mathfrak{m}}$ for some $\mathfrak{m}$. One could also prove that it suffices to consider ray class fields modulo an integer $N$, i.e., $\mathfrak{m}=N \mathcal{O}_{K}$.

Hilbert class field. We define the Hilbert class field of $K$ as the maximal unramified extension of $K$.
From now on $K$ will be an imaginary quadratic field. For a $K$-lattice $\Lambda=\omega_{1} \mathbb{Z}+\omega_{2} \mathbb{Z}$ of order $\mathcal{O}$ in $\mathcal{O}_{K}$ we write $\tau=\omega_{2} / \omega_{1} \in K \hookrightarrow \mathbb{H}$ and we denote

$$
j(\Lambda)=j(\lambda \Lambda)=j(\mathcal{O})=j(\tau)
$$

where the last term is the value of the $j$-function at $\tau$, see Lemma 2.23.
Theorem 5.9. With the notation as above, $j\left(\mathcal{O}_{K}\right)$ is an algebraic integer and generates the Hilbert class field of K. If $\left\{\mathfrak{a}_{i}\right\}$ is a complete set of representatives of ideal classes of $\mathcal{O}_{K}$, then the values of $j\left(\mathfrak{a}_{i}\right)$ are the Galois conjugates of $j\left(\mathcal{O}_{K}\right)$ and the Artin map defines an isomorphism $\mathrm{Cl}\left(\mathcal{O}_{K}\right) \rightarrow \mathcal{G}$ al $(H / K)$.

Proof. See [Lan2, Th. 10.1], [Sil2, Th. II.4.3] or [Cox, §11.D].

Definition. The Weber function associated to a lattice $\Lambda$ is the complex function

$$
h(z, \Lambda)= \begin{cases}\frac{g_{2}(\Lambda)^{2}}{\Delta(\Lambda)} \wp(z, \Lambda)^{2} & \text { if } g_{3}(\Lambda)=0 \\ \frac{g_{3}(\Lambda)}{\Delta(\Lambda)} \wp(z, \Lambda)^{3} & \text { if } g_{2}(\Lambda)=0 \\ \frac{g_{2}(\Lambda) g_{3}(\Lambda)}{\Delta(\Lambda)} \wp(z, \Lambda) & \text { otherwise }\end{cases}
$$

where $g_{2}$, and $g_{3}$ are the normalized Eisenstein series, $\wp$ is the Weierstrass $\wp$-function (see Section 1.2.5) and $\Delta$ is the Weierstrass modular discriminant (see Section 2.2.3).

Theorem 5.10. Let $K / \mathbb{Q}$ be a quadratic imaginary field and $N$ a positive integer. Then,

$$
K\left(j\left(\mathcal{O}_{K}\right), h\left(1 / N, \mathcal{O}_{K}\right)\right)
$$

is the ray class field for $N \mathcal{O}_{K}$.
Proof. See [Cox, Th. 11.39] or [Lan2, Th. 10.1.2] and [Sil2, Th. II.5.6] for the general case.

Ring class fields. Generalizing the construction of the Hilbert class field we define the ring class field for and order $\mathcal{O}$ in $\mathcal{O}_{K}$ as the unique abelian extension of $K$ with Galois group the class group $\mathcal{C l}(\mathcal{O})$.

Theorem 5.11. Let $K$ be a quadratic imaginary field and $\mathcal{O}$ an order of conductor $f$ in $K$. Then $j(\mathcal{O})$ is an algebraic integer and it generates the ring class field $K_{\mathcal{O}}$ for the order $\mathcal{O}$. If $\left\{\mathfrak{a}_{i}\right\}$ is a complete set of representatives for the ideal classes of $\mathcal{O}$, then the values $j\left(\mathfrak{a}_{i}\right)$ are the Galois conjugates for $j(\mathcal{O})$. The Artin map defines an isomorphism $\mathcal{C \ell}(\mathcal{O}) \rightarrow \mathcal{G}$ al $\left(K_{\mathcal{O}} / K\right)$.

Let $\mathcal{O}$ be an order in a quadratic imaginary field of discriminant $\Delta$ and class number $h(\mathcal{O})=h(\Delta)$ and suppose that $\left\{\mathfrak{a}_{i}\right\}$ is a complete set of representatives for the ideal classes of $\mathcal{O}$; the polynomial

$$
H_{\mathcal{O}}(X)=H_{\Delta}(X)=\prod_{i=1}^{h(\mathcal{O})}\left(X-j\left(\mathfrak{a}_{i}\right)\right) \in \mathbb{Z}[X]
$$

is irreducible and generates $K_{\mathcal{O}}$ by the theorem above. We call $H_{\Delta}$, the Hilbert class polynomial.

## Idelic formulation of class field theory

We briefly recall here the language of adèles and idèles which gives a more concise formulation of many results in class field theory. For more details one can refer to [Sil2, §II.3].

Let $K$ be a number field, for each place $\nu$ of $K$ we denote $K_{\nu}$ the completion of $K$ at $\nu$ and $\mathcal{O}_{\nu}$ its ring of integers.

Definition. The ring of adèles of $K$ is defined as

$$
\mathbf{A}_{K}=\prod_{\nu}^{\prime} K_{\nu}
$$

where the notation $\Pi^{\prime}$ means that $\left(a_{\nu}\right)_{\nu} \in \mathbf{A}_{K}$ must have $a_{\nu} \in \mathcal{O}_{H} \nu$ for all but finitely many $\nu$. For any finite set of places $S$ containing the infinite places, we define

$$
\mathbf{A}_{S}=\prod_{\nu \in S} K_{\nu} \times \prod_{\nu \notin S} \mathcal{O}_{H} \nu
$$

We can define a topology on $\mathbf{A}_{K}$ by setting $\prod_{\nu} \mathcal{O}_{H} \nu$ with its product topology to be open. We obtain a topology on $\mathbf{A}_{S}$ making it locally compact. Finally, $\mathbf{A}_{K}$ is the union of $\mathbf{A}_{S}$ for every finite set $S$ of places of $K$ containing the infinite places. This induces a topology on $\mathbf{A}_{K}$ as a topological ring.

The units in $\mathbf{A}_{K}$ form a multiplicative group, called the Idèle group and denoted $\mathbf{I}_{K}$. We endow it not with the subspace topology from $\mathbf{A}_{K}$ which is not sufficient to get a topological group, but imposing $\prod_{\nu} \mathcal{O}_{H} \nu^{\times}$
with its product topology, to be open. For an idèle $\mathfrak{s} \in \mathbf{I}_{K}$, we define the ideal of $\mathfrak{s}$ to be the fractional ideal $(\mathfrak{s})$ of $K$ given by

$$
(\mathfrak{s})=\prod_{\mathfrak{p}} \mathfrak{p}^{\operatorname{ord}_{\mathfrak{p}} \mathfrak{s}_{\mathfrak{p}}}
$$

The quotient $\mathbf{C}_{K}=\mathbf{I}_{K} / K^{\times}$is called the idèle class group of $K$. The global Artin map is the surjective homomorphism

$$
\begin{aligned}
& \mathbf{C}_{K} \longrightarrow \mathcal{G} a \ell\left(K^{\mathrm{ab}} / K\right) \\
& \mathfrak{s} \longmapsto[\mathfrak{s}, K]
\end{aligned}
$$

with the property that for every finite abelian extension $L / K$ such that no prime ramifying in $L$ divides the ideal $(\mathfrak{s})$ of $\mathfrak{s}$, then

$$
\left.[\mathfrak{s}, K]\right|_{L}=[(\mathfrak{s}, L / K)]
$$

where the map on the right is the classical Artin map, see [Sil2, Th. II.3.5].
The kernel of the global Artin map is the connected component of the identity. It becomes an isomorphism of topological groups when we take the inverse limit.

$$
\hat{\mathbf{C}}_{K} \longrightarrow \mathcal{G} a l\left(K^{\mathrm{ab} / K}\right) \quad \text { for } \hat{\mathbf{C}}_{K}=\lim _{\overleftarrow{U}} \mathbf{C}_{K} / U
$$

where the limit runs over every open subgroup of finite index. This map is compatible with the norm map

$$
N_{L / K}: \mathbf{A}_{L} \longrightarrow \mathbf{A}_{K}
$$

since $\mathbf{A}_{L} \simeq \mathbf{A}_{K} \otimes L$. This gives a commutative diagram

the Artin map induces a correspondence between finite index open subgroups of $\mathbf{C}_{K}$ and finite index subgroups of $\mathcal{G} a \ell\left(K^{\mathrm{ab}} / K\right)$ which, in turns, is in bijection with finite extensions of $K$ inside $K^{\mathrm{ab}}$.

### 5.1.4 Equivalence of categories

As anticipated, in this section we are going to make explicit the connections between the objects described in the previous sections. We will start by providing maps connecting the sets of binary quadratic forms, ideals in imaginary quadratic fields and K-lattices or points on the upper half plane; eventually, we will define the corresponding categories providing a computational setup for the following.

## Binary quadratic forms and ideal classes

In Theorem 5.5 we stated the existence of a bijection between the set of $\mathrm{SL}_{2}(\mathbb{Z})$-equivalence classes of primitive positive definite quadratic forms of discriminant $\Delta=f^{2} \Delta_{k}, C l(\Delta)$, and the ideal class group of the order $\mathcal{O}$ inside $\mathcal{O}_{K}$ of conductor $f, \mathcal{C l}(\mathcal{O})$.

To any primitive quadratic form $(a, b, c)=a x^{2}+b x y+c y^{2}$ of discriminant $\Delta$ we attach the ideal in the order $\mathcal{O}$ of discriminant $\Delta$ given by

$$
\left(a, \frac{-b+\sqrt{\Delta}}{2}\right) \subseteq \mathcal{O}
$$

Conversely, we associate to any ideal $\mathfrak{a}=(\alpha, \beta)$ of $\mathcal{O}$ the quadratic form

$$
\frac{\operatorname{Nr}(\alpha x-\beta y)}{\operatorname{Nr}(\mathfrak{a})}
$$

Theorem 5.12. The maps

$$
\begin{aligned}
C l(\mathcal{O}) \longrightarrow C l(\Delta) & C \ell(\Delta) \longrightarrow C l(\mathcal{O}) \\
\mathfrak{a} \longmapsto \frac{N r(\alpha x-\beta y)}{N r(\mathfrak{a})} & (a, b, c) \longmapsto\left(a, \frac{-b+\sqrt{\Delta}}{2}\right)
\end{aligned}
$$

are bijective and one the inverse of the other.

## Binary quadratic forms and $K$-lattices

As we anticipated in Section 5.1.3, given a quadratic form $a x^{2}+b x y+c y^{2}$ one can associate its root $\tau=(-b+\sqrt{\Delta}) /(2 a)$ and this is a point in the upper half plane.

Each lattice $\Lambda$ can be expressed in the form $\mathbb{Z}_{\geq 0}+\tau \mathbb{Z}$ with $\tau=\omega_{2} / \omega_{1}$. If the minimal polynomial of $\tau$ is $a x^{2}+b x+c$ with $\operatorname{gcd}(a, b, c)=1$, we associate to it the quadratic form $(a, b, c)$ which corresponds to $\operatorname{Nr}\left(\omega_{1} x-\omega_{2} y\right) / \operatorname{Nr}\left(\omega_{1}\right)$.

Theorem 5.13. The maps

$$
\begin{array}{cl}
\mathcal{C l}(\Delta) \longrightarrow\{K \text {-lattices of order } \mathcal{O}\} / \sim & \{\text { K-lattices of order } \mathcal{O}\} / \sim \underset{\mathcal{C l}(\Delta)}{\longrightarrow} \operatorname{aZ}+\frac{-b \sqrt{\Delta}}{2} \mathbb{Z} \\
(a, b, c) \longmapsto \frac{\operatorname{Nr}\left(\omega_{1} x-\omega_{2} y\right)}{\operatorname{Nr}\left(\omega_{1}\right)}
\end{array}
$$

are bijective and one the inverse of the other.

## Binary quadratic forms and $K$-lattices

The immediate consequence of Theorem 5.8 is that the identification between $K$-lattices of order $\mathcal{O}$ and ideal classes of $\mathcal{O}$ is given by a fixed embedding of $K$ in $\mathbb{C}$ by considering ideals as lattices.

Theorem 5.14. The maps

$$
\begin{array}{lr}
\mathcal{C l}(\mathcal{O}) \longrightarrow\{\text { K-lattices of order } \mathcal{O}\} / \sim & \{\text { K-lattices of order } \mathcal{O}\} / \sim \longrightarrow \mathcal{C l}(\mathcal{O}) \\
(\alpha, \beta) \longmapsto \alpha \mathbb{Z}+\beta \mathbb{Z} & \omega_{1} \mathbb{Z}+\omega_{2} \mathbb{Z} \longmapsto\left(\omega_{1}, \omega_{2}\right)
\end{array}
$$

are bijective and one the inverse of the other.

## Description of the categories

Let $K$ be an imaginary quadratic field of discriminant $\Delta_{K}$, and fix an embedding $K \hookrightarrow \mathbb{C}$, so that for each $\Delta=f^{2} \Delta_{K}$, we have a unique element $\sqrt{\Delta} \in \mathbb{H}_{n} \cap K$. In what follows we define three categories associated to complex multiplication structures and functors between them.

Matrix endomorphisms. Let $\Gamma$ be a congruence subgroup of $\mathrm{SL}_{2}(\mathbb{Z})$ with $\Gamma(n) \subset \Gamma$. We define the matrix subring

$$
\mathbb{M}(\Gamma)=\mathbb{Z}[\Gamma] \subseteq \mathbb{M}_{2}(\mathbb{Z})
$$

such that $\mathbb{M}\left(S L_{2}(\mathbb{Z})\right)=\mathbb{M}_{2}(\mathbb{Z})$. In general, we have $\mathbb{M}(\Gamma) \cap \mathrm{SL}_{2}(\mathbb{Z})=\left\langle-I_{2}, \Gamma\right\rangle$. The classical adjoint

$$
()^{*}: \mathbb{M}_{2}(\mathbb{Z}) \longrightarrow \mathbb{M}_{2}(\mathbb{Z})
$$

determines an involution of the subrings $\mathbb{M}(\Gamma)$ taking $\gamma \in \Gamma$ to $\gamma^{*}=\gamma^{-1}$ and

$$
\left(\begin{array}{ll}
s & t \\
u & v
\end{array}\right) \longrightarrow\left(\begin{array}{cc}
v & -t \\
-u & s
\end{array}\right)
$$

Action on bases and forms. An element $\gamma \in \mathbb{M}(\Gamma)$ with $\operatorname{det}(\gamma) \neq 0$, of the form

$$
\gamma=\left(\begin{array}{ll}
s & t \\
u & v
\end{array}\right)
$$

acts on the left on pairs $\mathcal{B}=\left(\omega_{1}, \omega_{2}\right)$ via

$$
\gamma \cdot \mathcal{B}=\left(s \omega_{1}+t \omega_{2}, u \omega_{1}+v \omega_{2}\right)
$$

on binary quadratic forms $f$ by (see Section 5.1.1)

$$
\gamma \cdot f(x, y)=f(s x+t y, u x+v y)
$$

and on $K$-points $\tau \in \mathbb{H} \cap K^{\times}$by (see Sections 1.2 .3 and 5.1.3)

$$
\gamma \cdot \tau=\frac{s \tau+t}{u \tau+v}
$$

This action extends to $\gamma=0$ with $\gamma \mathcal{B}=(0,0), \gamma \cdot f(x, y)=0$ and $\gamma \tau=0$, respectively.
Fractional ideal category. We first consider the category $\mathcal{I}$ whose objects are fractional ideals in $K$, and whose morphisms are

$$
\operatorname{Hom}(\mathfrak{a}, \mathfrak{b})=\{\lambda \in K \mid \lambda \mathfrak{a} \subseteq \mathfrak{b}\}
$$

The degree of a morphism $\lambda \in \operatorname{Hom}(\mathfrak{a}, \mathfrak{b})$ is $|\mathfrak{b} / \lambda \mathfrak{a}|$, or 0 if $\lambda=0$. The fact that $\mathfrak{c}=\operatorname{Hom}(\mathfrak{a}, \mathfrak{b})$ is itself a fractional ideal, lets us define a group action $\mathfrak{c} \cdot \mathfrak{a}=\mathfrak{b}$ on the subcategories $\mathcal{I}(\mathcal{O})$ of objects $\mathfrak{a}$ with $\mathcal{O}=\operatorname{End}(\mathfrak{a})$.

A fractional ideal admits a normalized quadratic map: $\mathbb{N}: \mathfrak{a} \rightarrow \mathbb{Z}$ given by $\alpha \mapsto N(\alpha) / N(\mathfrak{a})$, but the association of a binary quadratic form requires the additional structure of a basis. While this category permits us to introduce well-defined ideal class groups (including ring class groups), in order to define additional level structure it will be necessary to add additional structure on this category. With a view to the equivalence with binary quadratic forms, we introduce a category with basis, then show, in each of the equivalent categories, how to model class groups with a $\Gamma$ level structure for any subgroup $\Gamma$ of $\mathrm{SL}_{2}(\mathbb{Z})$.

Fractional ideals with basis. The categories which follow parametrize more data than just a fractional ideal class. This motivates us to introduce a category $\mathcal{I}_{\infty}$ of pairs $(\mathfrak{a}, \mathcal{B})$, whose objects are fractional ideals with oriented basis $\mathcal{B}=\left(\omega_{1}, \omega_{2}\right)$ such that $\omega_{2} / \omega_{1} \in \mathbb{H}_{n}$. A morphism of

$$
\operatorname{Hom}\left((\mathfrak{a}, \mathcal{B}),\left(\mathfrak{b}, \mathcal{B}^{\prime}\right)\right)
$$

in $\mathcal{I}_{\infty}$ is the set of $\lambda \in K$ such that $\lambda \mathfrak{a}=\mathfrak{b}$ and $\lambda \mathcal{B}=\mathcal{B}^{\prime}$.
Remark. This category can be extended to include morphisms $\mathbb{Z} \simeq \operatorname{End}((\mathfrak{a}, \mathcal{B})) \longrightarrow \mathbb{Z} \times \mathbb{M}\left(\left\{I_{2}\right\}\right)$, whose morphisms $\left(m, m l_{2}\right)$ give $m \mathcal{B}=m l_{2} \mathcal{B}^{\prime}$.

Binary quadratic forms category. The second category $\mathcal{F}_{\infty}$ consists of integral binary quadratic forms $f=a x^{2}+b x y+c y^{2}$, which are primitive $(\operatorname{gcd}(a, b, c)=1)$, of discriminant $\Delta=b^{2}-4 a c=m^{2} \Delta_{k}$. There exists an identity morphism in $\operatorname{Hom}\left(f_{1}, f_{2}\right)$ if $f_{1}=f_{2}$, otherwise $\operatorname{Hom}\left(f_{1}, f_{2}\right)$ is empty. In particular each form $f$ of $\mathcal{F}$ represents a distinct isomorphism class.

Remark. This category can be extended to include morphisms $\operatorname{End}(f)=\mathbb{M}\left(\left\{I_{2}\right\}\right)=\mathbb{Z} I_{2}$.
Poincaré CM points The third category $\mathcal{Q}_{\infty}$ consists of objects in $\mathbb{H} \cap K^{\times}$, such that the set of morphisms $\operatorname{Hom}\left(\tau_{1}, \tau_{2}\right)$ contains the identity if $\tau_{1}=\tau_{2}$ and is otherwise empty. In particular each object is in a distinct isomorphism class in bijection with $\mathbb{H} \cap K^{\times}$.

Remark. This category is equivalent to the previous two, but the endomorphisms of the objects are trivial, since the induced action of $\mathrm{ml}_{2}$ is trivial.

Establishing the equivalences of the three categories $\mathcal{I}_{\infty}, \mathcal{F}_{\infty}$, and $\mathcal{Q}_{\infty}$
The categories $\mathcal{I}_{\infty}, \mathcal{F}_{\infty}$, and $\mathcal{Q}_{\infty}$ should be viewed as universal lifts of the CM points:

$$
\mathrm{SL}_{2}(\mathbb{Z}) \backslash \mathcal{Q} \longrightarrow \sim\{j(\tau) \mid \tau \in \mathcal{Q}\} \subseteq X(1)\left(K^{a b}\right) .
$$

In particular $\mathbb{Z} \cong \mathbb{M}\left(\left\{I_{2}\right\}\right)$ is the injective limit of the inclusions

$$
\mathbb{M}\left(\left\{I_{2}\right\}\right)=\underset{n}{\lim } \mathbb{M}(\Gamma(n))=\bigcap_{n \geq 1} \mathbb{M}(\Gamma(n)) \subset \mathbb{M}_{2}(\mathbb{Z}) .
$$

The categorial description of Theorems 5.12, 5.13 and 5.14 goes as follows:

Lemma 5.15. There exists a functor $F: \mathcal{I}_{\infty} \rightarrow \mathcal{F}_{\infty}$ sending $\left(\mathfrak{a},\left(\omega_{1}, \omega_{2}\right)\right)$ to

$$
f(x, y)=\frac{N\left(\omega_{1} x-\omega_{2} y\right)}{N(\mathfrak{a})}
$$

and conversely, a functor $1: \mathcal{F}_{\infty} \rightarrow \mathcal{I}_{\infty}$ sending $f(x, y)=a x^{2}+b x y+c y^{2}$ of discriminant $D=b^{2}-4 a c$ to

$$
\left(\omega_{1}, \omega_{2}\right)=(a,(-b+\sqrt{D}) / 2)
$$

The functors $F$ and I are equivalences of the categories $\mathcal{I}_{\infty}$ and $\mathcal{F}_{\infty}$, inverse to one another.
Lemma 5.16. There exists a functor $Q: \mathcal{F}_{\infty} \rightarrow \mathcal{Q}_{\infty}$ sending $f(x, y)=a x^{2}+b x y+c y^{2}$ of discriminant $D=b^{2}-4 a c$ to

$$
\tau=\frac{-b+\sqrt{D}}{2 a} \in \mathbb{H} \cap K^{*}
$$

Conversely, there exists a functor $G: \mathcal{Q}_{\infty} \rightarrow \mathcal{F}_{\infty}$ sending an object $\tau$ to the form

$$
f(x, y)=a(x-\tau y)(x-\bar{\tau} y)
$$

where $a \in \mathbb{Z}$ is the unique positive integer such that $f(x, y)$ is primitive.

### 5.1.5 Level structures

In this section we are going to discuss how this categories can be provided of additional level structure.
The usual subgroups $\Gamma_{0}(N), \Gamma_{1}(N)$ and $\Gamma(N)$ produce the following subrings

$$
\begin{gathered}
\mathbb{M}\left(\Gamma_{0}(N)\right)=\mathbb{Z}\left[\Gamma_{0}(N)\right]=\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathbb{M}_{2}(\mathbb{Z}) \right\rvert\, c \equiv 0 \text { modulo } N\right\} \\
\mathbb{M}\left(\Gamma_{1}(N)\right)=\mathbb{Z}\left[\Gamma_{1}(N)\right]=\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathbb{M}_{2}(\mathbb{Z}) \right\rvert\, c \equiv 0 \text { and } a \equiv d \text { modulo } N\right\}
\end{gathered}
$$

Finally,

$$
\mathbb{M}(\Gamma(N))=\mathbb{Z}[\Gamma(N)]=\mathbb{Z}+N \mathbb{M}_{2}(\mathbb{Z})
$$

For a given embedding $\iota: \mathcal{O}_{K} \rightarrow \mathbb{M}_{2}(\mathbb{Z})$, and $\pi: \mathrm{SL}_{2}(\mathbb{Z}) \rightarrow \mathrm{SL}_{2}(\mathbb{Z} / n \mathbb{Z})$ for and $N$ a power of a prime $q$,

$$
\bar{\iota}:\left(\mathcal{O}_{K} / n \mathcal{O}_{K}\right)^{*} \longrightarrow \mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z})
$$

we obtain an associated split $\Gamma_{s}(N)$ or non-split $\Gamma_{n s}(N)$ Cartan subgroup

$$
\pi^{-1}\left(\bar{\iota}\left(\left(\mathcal{O}_{K} / n \mathcal{O}_{K}\right)^{*}\right)\right)
$$

depending on whether $q$ is split or inert in $K$.
The forgetful functor $\mathcal{I}_{\infty} \rightarrow \mathcal{I}$ sending $(\mathfrak{a}, \mathcal{B})$ to $\mathfrak{a}$ is the quotient by the action of $\mathrm{SL}_{2}(\mathbb{Z})$. Specifically, the set of objects mapping to $\mathfrak{a}$ are $(\mathfrak{a}, \gamma \mathcal{B})$ where $\mathcal{B}$ is any basis for $\mathfrak{a}$ and $\gamma \in S L_{2}(\mathbb{Z})$. However, in $\mathcal{I}_{\infty}$, each such pair $(\mathfrak{a}, \gamma \mathcal{B})$ represents a distinct isomorphism class. This motivates the introduction of a category $\mathcal{I}\left(S_{2}(\mathbb{Z})\right)$, equipped with a richer structure of morphisms, which on objects is the quotient of $\mathcal{I}_{\infty}$ by $\mathrm{SL}_{2}(\mathbb{Z})$. Specifically, a morphism $(\mathfrak{a}, \mathcal{B})$ to $\left(\mathfrak{b}, \mathcal{B}^{\prime}\right)$ is a pair $(\lambda, \gamma) \in K \times \mathbb{M}_{2}(\mathbb{Z})$ such that

$$
\lambda \mathfrak{a} \subseteq \mathfrak{b} \text { and } \lambda \mathcal{B}=\gamma \mathcal{B}^{\prime}
$$

By construction $\mathcal{I}\left(\mathrm{SL}_{2}(\mathbb{Z})\right)$ is equivalent to $\mathcal{I}$, and the composition

$$
\mathcal{O}=\operatorname{End}(\mathfrak{a}) \longrightarrow \operatorname{End}((\mathfrak{a}, \mathcal{B})) \subset \mathcal{O} \times \mathbb{M}_{2}(\mathbb{Z}) \longrightarrow \mathbb{M}_{2}(\mathbb{Z})
$$

determines a homomorphism of rings $\mathcal{O} \rightarrow \mathbb{M}_{2}(\mathbb{Z})$. In particular, $-1 \in \mathcal{O}$ maps to $-I_{2} \in \mathbb{M}_{2}(\mathbb{Z})$, and the automorphism groups

$$
\left\langle\left(-1,-I_{2}\right)\right\rangle \subseteq \operatorname{Aut}((\mathfrak{a}, \mathcal{B}))=\operatorname{End}((\mathfrak{a}, \mathcal{B}))^{*}
$$

with equality unless the endomorphism ring of $\mathfrak{a}$ admits extra automorphisms.

Example. We consider the automorphism groups in $\mathcal{I}\left(\mathrm{SL}_{2}(\mathbb{Z})\right)$. If $\mathcal{O}=\mathfrak{a}=\mathbb{Z}[i]$ with $i^{2}=-1$, then the automorphism group has order 4:

$$
\operatorname{Aut}((\mathbb{Z}[i],(1, i)))=\langle(i, S)\rangle \text { where } S=\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)
$$

and if $\mathcal{O}=\mathfrak{a}=\mathbb{Z}\left[\zeta_{3}\right]$, where $\zeta_{3}^{2}+\zeta_{3}+1=0$, the automorphism group has order 6 :

$$
\operatorname{Aut}\left(\left(\mathbb{Z}\left[\zeta_{3}\right],\left(1, \zeta_{3}\right)\right)\right)=\left\langle \pm\left(\zeta_{3}, W\right)\right\rangle \text { where } W=\left(\begin{array}{rr}
-1 & -1 \\
1 & 0
\end{array}\right)
$$

Every other ideal not homothetic to $\mathbb{Z}[i]$ or $\mathbb{Z}\left[\zeta_{3}\right]$ has trivial automorphism group $\left\{ \pm\left(1, I_{2}\right)\right\}$. These examples exhibit the induced isomorphisms

$$
\boldsymbol{\mu}_{4}=\langle i\rangle \rightarrow\langle S\rangle \text { and } \boldsymbol{\mu}_{6}=\left\langle \pm \zeta_{3}\right\rangle \rightarrow\langle \pm W\rangle
$$

with subgroups $\boldsymbol{\mu}_{2}=\langle-1\rangle \rightarrow\left\langle-I_{2}=S^{2}\right\rangle$.
In order to classify objects with level structure, we define equivalent categories $\mathcal{I}(\Gamma), \mathcal{F}(\Gamma)$ and $\mathcal{Q}(\Gamma)$ for which the isomorphism classes are equivalence classes under the group $\Gamma \subseteq \mathrm{SL}_{2}(\mathbb{Z})$. We can interpret the categories $\mathcal{I}_{\infty}, \mathcal{F}_{\infty}$ and $\mathcal{Q}_{\infty}$ as projective limits of the categories $\mathcal{I}(\Gamma), \mathcal{F}(\Gamma)$ and $\mathcal{Q}(\Gamma)$.

Ideals with $\Gamma$-structure. The set of morphisms $\operatorname{Hom}\left((\mathfrak{a}, \mathcal{B}),\left(\mathfrak{b}, \mathcal{B}^{\prime}\right)\right)$ in the category $\mathcal{I}(\Gamma)$ are pairs $(\lambda, \gamma) \in$ $K \times \mathbb{M}(\Gamma)$ such that $\lambda \mathfrak{a} \subseteq \mathfrak{b}$ and $\lambda \mathcal{B}=\gamma \mathcal{B}^{\prime}$. The degree of a morphism, $|\mathfrak{b} / \lambda \mathfrak{a}|=\operatorname{det}(\gamma)$, is well-defined, and the dual morphism is $\left(\lambda^{-1} \operatorname{det}(\gamma), \gamma^{*}\right)$.

Binary quadratic forms with $\Gamma$-structure. The category $\mathcal{F}(\Gamma)$ consists of primitive integral binary quadratic forms $f=a x^{2}+b x y+c y^{2}$ of discriminant $D=b^{2}-4 a c=m^{2} D_{K}$. The set of morphisms $\operatorname{Hom}\left(f_{1}, f_{2}\right)$ consists of proper integral similarities $(n, \gamma) \in \mathbb{N} \times \mathbb{M}(\Gamma)$ such that

$$
n f_{1}(x, y)=\left(f_{2} \cdot \gamma\right)(x, y)
$$

The integer $\operatorname{det}(\gamma) \geq 0$ is the degree of the morphism, and the dual morphism of $(n, \gamma)$ is $\left(n^{-1} \operatorname{det}(\gamma)^{2}, \gamma^{*}\right)$.
N.B. The scalar $n$ is uniquely determined by from $\gamma$ and $\left(f_{1}, f_{2}\right)$. In particular, if $f_{1}$ and $f_{2}$ are of conductors $m_{1}$ and $m_{2}$, i.e. their discriminants are respectively $m_{1}^{2} D_{K}$ and $m_{2}^{2} D_{K}$, then comparing the conductors of the transformed forms gives the relation $n m_{1}=\operatorname{det}(\gamma) m_{2}$, and if $m_{1}=m_{2}$, we have $n=\operatorname{det}(\gamma)$ and the dual morphism is $\left(n, \gamma^{*}\right)$. This corresponds to a horizontal isogeny.

Poincaré CM points with 「-structure. The category $\mathcal{Q}(\Gamma)$ consists of objects in $\mathbb{H} \cap K^{\times}$, whose set of morphisms $\operatorname{Hom}\left(\tau_{1}, \tau_{2}\right)$ consists of elements $\gamma \in \mathbb{M}(\Gamma)$, with $\gamma=0$, or $\operatorname{det}(\gamma)>0$ such that $\gamma\left(\tau_{1}\right)=\tau_{2}$. The degree of $\gamma$ is defined to be $\operatorname{det}(\gamma)$ and the dual morphism is $\gamma^{*}$.

Example (Endomorphisms of $\tau$ ). . Let $\tau$ be an object of $\mathcal{Q}(\Gamma)$ satisfying the quadratic equation $a \tau^{2}+b \tau+$ $c=0$. While $\tau$ represents the ideal class of any ideal $\mathfrak{a}$ with oriented basis of the form $\left(\omega_{1}, \omega_{2}\right)=\left(\omega_{1}, \tau \omega_{1}\right)$, we show that the endomorphism ring of $\operatorname{End}(\tau)$ is nevertheless nontrivial.

Coving and quotient functors. For each inclusion $\Gamma_{2} \subseteq \Gamma_{1}$ in $S_{2}(\mathbb{Z})$ there exists a functor $\mathcal{I}\left(\Gamma_{2}\right) \rightarrow \mathcal{I}\left(\Gamma_{1}\right)$ compatible with the covering functor from $\mathcal{I}_{\infty}$ and forgetful functors to $\mathcal{I}$ :


We identify $\mathcal{I}\left(\mathrm{SL}_{2}(\mathbb{Z})\right.$ with $\mathcal{I}$ via the equivalence of categories induced by the forgetful functor to $\mathcal{I}$.

### 5.2 Isogeny graphs

Definition. Given an elliptic curve $E$ defined over a field $k$ and a finite set of primes $S$ coprime to the characteristic of $k$, we associate the isogeny graph $G=G_{S}(E)$ such that
Vertices: $\bar{k}$-isomorphism classes of elliptic curves over $\bar{k}$ which are $\bar{k}$-isogenous to $E$.
Edges: Isogenies of degree $\ell \in S$, up to isomorphism.
If $S=\{\ell\}$, we call $G$ the $\ell$-isogeny graph of $E$ and denote it $G_{\ell}(E)$.
Remark. Since we consider isomorphisms over an algebraic closure, nodes are parametrized by $j$-invariants.
Remark. In the literature one may find different definitions of an isogeny graphs. The differences are mainly due to the field over which curves, isomorphism and isogenies are considered. See for instance [Pan].

The isogeny graph is, a priori, a directed graph since isogenies have well defined domain and codomain. However, the existence of dual isogenies (see Section 1.2.3) shows that, in practice, one can think of these objects as undirected graphs by identifying each isogeny with its dual. The caution used in the last statement is due to the fact that $G_{S}$ is only "nearly" an undirected graph. Vertices are defined up to $\bar{k}$ isomorphisms an edges from a given vertex are defined up to isomorphisms of the codomain, i.e., they are identified post composition with an automorphism of the second curve. This means that at curves with extra-automorphisms (out the usual ones $\pm 1$ ), this identification may fail and therefore, at neighboring curves to the problematic ones, the number of outgoing and ingoing isogenies might differ.

The next theorem shows that this occurs only in a handful of cases and, therefore, one can think of $G_{S}$ as undirected without losing global information.
Theorem 5.17 ([Sil1, Th. III.10.1]). Let $E$ be an elliptic curve defined over $k$. The automorphism group of $E$ is a finite group of cardinality dividing 24 .

$$
\operatorname{Aut}(E)=\left\{\begin{array}{ll}
C_{2} & \text { if } j(E) \neq 0,1728 \\
C_{4} & \text { if } j(E)=1728 \text { and } \operatorname{char}(k) \neq 2,3 \\
C_{6} & \text { if } j(E)=0 \text { and } \operatorname{char}(k) \neq 2,3 \\
C_{3} \rtimes C_{4} & \text { if } j(E)=0=1728 \text { and } \operatorname{char}(k)=3 \\
Q_{4} \rtimes C_{3} & \text { if } j(E)=0=1728 \text { and } \operatorname{char}(k)=2
\end{array} \quad \text { Aut }(E)=\left\{\begin{array}{l}
2 \\
3 \\
6 \\
12 \\
24
\end{array}\right.\right.
$$

where $C_{i}$ is the cyclic group of order $i$ and $Q_{4}$ represents the quaternion group $\{ \pm 1, \pm i, \pm j, \pm k\}$.
Example. Let us consider $p=71 . E_{0} / \mathbb{F}_{71}$ has 6 automorphisms, $\operatorname{Aut}\left(E_{0}\right)=\left\{\left[ \pm 1, \pm \zeta_{3}, \pm \zeta_{3}^{2}\right]\right\}$. There are three isogenies $E_{0} \longrightarrow E_{40}$ and their duals differ by post composition with an automorphism of $E_{0}$ which means that they result in a single arrow in the isogeny graph (on the right).


An $\ell$-isogeny graph $\Gamma$ is equipped with an action of $\mathcal{G}=\mathcal{G} a \ell(\bar{k} / k)$, with the vertex [ $E$ ] a fixed point, as follows. We have

$$
E[\ell]=\{P \in E(\bar{k}) \mid \ell P=O\} \cong(\mathbb{Z} / \ell \mathbb{Z})^{2}
$$

The set cyclic subgroups is in bijection with $\mathbb{P}(E[\ell]) \cong \mathbb{P}^{1}(\mathbb{Z} / \ell \mathbb{Z})$, which in turn is in bijection with the set of $\ell$-isogenies from $E$. The $\mathcal{G}$-action on $E[\ell]$ induces an action by $\mathcal{G}$ on the $\ell+1$ cyclic subgroups. This action extends to paths without backtracking of length $n$, via the action on the cyclic subgroups $G$ of order $\ell^{n}$ in

$$
E\left[\ell^{n}\right]=\left\{P \in E(\bar{k}) \mid \ell^{n} P=O\right\} \cong\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right)^{2}
$$

which are in bijection with $\mathbb{P}\left(E\left[\ell^{n}\right]\right) \cong \mathbb{P}^{1}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right)$. This determines a compatible Galois action on vertices $[E / G]$ and edges $\varphi: E / G_{i} \rightarrow E / G_{i+1}$ where $G_{i} \subset G_{i+1}$ is of index $\ell$.

Thus, an $\ell$-isogeny graph is $(\ell+1)$-regular for outgoing edges. The existence of curves of $j$-invariant 0 or $12^{3}$ with additional automorphisms in the graph implies a reduced number of incoming edges at these vertices.

Remark. This regularity only appears on the algebraic closure. If we restrict to different fields of definition in constructing the isogeny graphs we will obtain more irregular subgraphs. A result of Atkin [Atk1; Atk2] shows that the number of distinct $\mathbb{F}_{q}$-rational $\ell$-isogenies of $E$ equals the number of linear factors of $\Phi_{\ell}(j(E), y)$, the $\ell$-modular polynomial, over $\mathbb{F}_{q}$ and this is either $0,1,2$ or $\ell+1$.


Figure 5.3 - Isogeny graphs $G_{2}(E)$ and $G_{3}(E)$ for an elliptic curve $E$ without complex multiplication

Definition. We define an undirected quotient graph $\bar{G}_{\ell}(E)$ by identifying an isogeny $\varphi: E_{0} \rightarrow E_{1}$ with its dual $\hat{\varphi}: E_{0} \rightarrow E_{1}$, and if $\operatorname{Aut}\left(E_{0}\right) \neq\{ \pm 1\}$ or $\operatorname{Aut}\left(E_{1}\right) \neq\{ \pm 1\}$ the orbits

$$
\operatorname{Aut}\left(E_{1}\right) \varphi \operatorname{Aut}\left(E_{0}\right) \text { and } \operatorname{Aut}\left(E_{0}\right) \hat{\varphi} \operatorname{Aut}\left(E_{1}\right)
$$

are identified with $\varphi$ and $\hat{\varphi}$, respectively. Taking the quotient gives a bijective correspondence between edges and dual edges. On the contrary, without taking the quotient, there exist problematic vertices.

The action of the Galois group can be extended to the whole graph by the Galois action on the projective Tate module $\mathbb{P}\left(T_{\ell}(E)\right) \cong \mathbb{P}^{1}\left(\mathbb{Z}_{\ell}\right)$. In the same way we define the $\mathcal{G}$ al-action on $G_{S}(E)$ derived from the $\mathcal{G}$ al-set structure of $\mathbb{P}\left(T_{S}(E)\right)$, where

$$
T_{S}(E)=\prod_{\ell \in S} T_{\ell}(E)
$$

The choice of base curve $E$ distinguishes the Galois action on $G$ from a conjugate Galois action derived from a twist of $E$.

If we fix a basis of $T_{\ell}(E)$ we get a representation

$$
\mathcal{G} a \ell(\bar{k} / k) \hookrightarrow \mathrm{GL}_{2}\left(\mathbb{Q}_{\ell}\right)
$$

permitting one to associate to each vertex of $G_{\ell}(E)$ a matrix in $\mathrm{GL}_{2}\left(\mathbb{Q}_{\ell}\right)$. One can prove that the matrix associated to $\phi: E_{1} \rightarrow E_{2}$ is one of the form

$$
\left(\begin{array}{ll}
\ell & 0 \\
0 & 1
\end{array}\right) \quad\left(\begin{array}{ll}
1 & a \\
0 & \ell
\end{array}\right) \quad \text { where } 0 \leq a<\ell
$$

and by composing them we obtain matrices for $\ell^{n}$ isogenies. The resulting structure is an infinite tree on $\mathrm{PSL}_{2}\left(\mathbb{Q}_{\ell}\right) / \mathrm{PSL}_{2}\left(\mathbb{Z}_{\ell}\right)$.



Figure 5.4 - Serre trees associated to $G_{2}(E)$ and $G_{3}(E)$ for an elliptic curve $E$ without complex multiplication

In the next sections we will describe isogeny graphs for curves over finite fields. These has been studied by Mestre [Mes], Pizer [Piz3] and Kohel [Koh1]. By Theorem 1.20, we know that isogenous curves are always either both ordinary, or both supersingular and we will see that the structure of their isogeny graph is very different. We start by a preliminary classification.

Remark. Being ordinary or supersingular depends on the trace of the Frobenius endomorphism, see Theorem 1.21. The invariance of the trace of Frobenius in an isogeny class dates back to Hasse (1936) for curves, and Weil (1946) for abelian varieties in general.

Lemma 5.18. Let $E$ be an elliptic curve over $k$ with endomorphism ring $\mathcal{O}$, and for a prime $\ell \neq \operatorname{char}(k)$ let $\bar{G}_{\ell}(E)$ be its undirected $\ell$-isogeny graph.

1. If $\mathcal{O}=\mathbb{Z}$, then each component of $\bar{G}_{\ell}(E)$ is an infinite tree.
2. If $\mathcal{O}$ is an order in a $C M$ field $K$, then each component $\bar{G}$ of $\bar{G}_{\ell}(E)$ is infinite and either

- the prime $\ell$ is split in $K$ and $\bar{G}$ has a unique cycle, or
- the prime $\ell$ is ramified or inert in $K$ and $\bar{G}$ is a tree.

3. If $\mathcal{O}$ is an order in a quaternion algebra, then $\bar{G}_{\ell}(E)$ is finite and connected.

### 5.2.1 Ordinary isogeny graphs

We start by studying the ordinary case. Let $E$ be an elliptic curve defined over a finite field $k$ with complex multiplication by a quadratic imaginary field $K$, by which we mean that its endomorphism algebra is $K$. We denote $\Delta_{K}$ the discriminant of $\mathcal{O}_{K}$, the ring of integers of $K$. We know that any order $\mathcal{O}$ in $K$ is completely determined by its conductor $f$, or equivalently by its discriminant $\Delta=f^{2} \Delta_{k}$. In general, if $\pi$ is the Frobenius endomorphism of $E$ we have the following chain of inclusions

$$
\mathbb{Z}[\pi] \subseteq \operatorname{End}_{k}(E) \subseteq \mathcal{O}_{k}
$$

The goal of the section is to describe the $\ell$-isogeny graph $G_{\ell}(E)$. This consists of all elliptic curves over $k$ with complex multiplication by $K$ (up to $\bar{k}$ isomorphism) by Theorem 1.20. We therefore need to study this set and find a convenient way of describing isogenies.
Main theorem of class field theory I. Let $\mathcal{C}(\mathcal{O}) \simeq \mathcal{C l}(\Delta)$ denote the class group of the order $\mathcal{O}$ with discriminant $\Delta$ and $h(\mathcal{O})=h(\Delta)$ its cardinality, namely the class number of $\mathcal{O}$. Class field theory tells us that there exists a number field $H_{\mathcal{O}}$, called the Hilbert class field (or the ring class field) of $K$ with Galois group isomorphic to the class group of $\mathcal{O}$, see Theorems 5.9 and 5.11.

Further, the class group of $\mathcal{O}$ is in bijection with the set of $K$-lattices of order $\mathcal{O}$ (see 5.8 ) which in turns is equivalent to the set of elliptic curves over $\mathbb{C}$ with endomorphism ring $\mathcal{O}$, see Section 1.2.5. Thus,
for every fractional ideal $\mathfrak{a} \subseteq \mathcal{O}$ we associate the complex elliptic curve $\mathbb{C} / \mathfrak{a}$ corresponding to the lattice attached to $\mathfrak{a}$; this is defined over $H_{\mathcal{O}}$ and has endomorphism ring $\mathcal{O}$.

Theorem 5.19 (Deuring Reduction Theorem). Let $E$ be an elliptic curve over a number field, with End $(E) \simeq$ $\mathcal{O}$ for and order $\mathcal{O}$ in a quadratic imaginary field K. Let $\mathfrak{P}$ be a place of $\overline{\mathbb{Q}}$ above a prime $p$ in $\mathbb{Q}$, where $E$ has non-degenerate reduction $\bar{E}$, i.e., $\bar{E}$ is again a smooth curve. Suppose that $p$ splits completely in $K$, let $f$ be the conductor of $\mathcal{O}$ and write $f=p^{r} f_{0}$ with $\left(p, f_{0}\right)=1$. Then we have an isomorphism

$$
\begin{aligned}
\operatorname{End}(E) & \longrightarrow \operatorname{End}(\bar{E}) \\
\lambda & \longmapsto \bar{\lambda}
\end{aligned}
$$

Proof. See [Lan2, Th. 13.4.12].
Over $\mathbb{F}_{p}$ this reduction theorem is even more meaningful. As above, let $\mathcal{O}$ be an order in an imaginary quadratic field $K, H_{\mathcal{O}}$ be the ring class field of $\mathcal{O}$ and $p$ a prime which splits completely in $H_{\mathcal{O}}$. We will fix a prime $\mathfrak{P}$ of $H_{\mathcal{O}}$ lying above $p$, so that $\mathcal{O}_{H} / \mathfrak{P} \simeq \mathbb{F}_{p}$.

Theorem 5.20. Let $E$ be an elliptic curve over $H_{\mathcal{O}}$ which has good reduction at $\mathfrak{P}$ and endomorphism ring $\operatorname{End}(E) \simeq \mathcal{O}$. By the Deuring reduction theorem, $\bar{E}$ is an elliptic curve over $\mathbb{F}_{p}$. Then there exists $\lambda \in \mathcal{O}$ such that $p=\lambda \bar{\lambda}$ and $\# \bar{E}\left(\mathbb{F}_{p}\right)=p+1-(\lambda+\bar{\lambda})$. Further, $\operatorname{End}(\bar{E})=\mathcal{O}$ and every elliptic curve over $\mathbb{F}_{p}$ with endomorphism ring isomorphic to $\mathcal{O}$ arises in this way.

In other words, there exists an isomorphism (which depends on the choice of the prime $\mathfrak{p}$ above $p$ in $K$ ) between fractional ideals classes in $\mathcal{C l}(\mathcal{O})$ and isomorphism classes of elliptic curves $E / \mathbb{F}_{p}$ with End $(E) \simeq \mathcal{O}$.

The next theorem shows that the reduction process can be reversed also if we move away from $\mathbb{F}_{p}$.
Theorem 5.21 (Deuring Lifting Theorem). Let $E$ be an elliptic curve in characteristic $p$, with a non-trivial endomorphism $\alpha$. Then there exists an elliptic curve $\tilde{E}$ defined over a number field, an endomorphism $\tilde{\alpha}$ of $\tilde{E}$, and a non-degenerate reduction of $\tilde{E}$ at a place $\mathfrak{P}$ lying above $p$, such that we have an isomorphism $E \simeq \overline{(\tilde{E})}$ and $\alpha$ correspond to the reduction of $\tilde{\alpha}$ under this isomorphism.

Proof. See [Lan2, Th. 13.5.14].
Main theorem of class field theory II. With the notation as above we can state a beautiful result telling us how the Galois group acts on $j$-invariants of $C M$ elliptic curves. Let $K / Q$ be an imaginary quadratic field and let $E / \mathbb{C}$ be an elliptic curve with $E n d^{0}(E) \simeq K$.

Theorem 5.22. Let $\sigma \in \operatorname{Aut}(\mathbb{C})$ and $\mathfrak{s} \in \mathbf{I}_{K}$ be an idele corresponding to the restriction of $\sigma$ to $K^{\text {ab }}$ via the Artin map, $[\mathfrak{s}, K]=\left.\sigma\right|_{K^{a b}}$. Fix an analytic isomorphism $\xi: \mathbb{C} / \mathfrak{a} \longrightarrow \mathcal{\sim}(\mathbb{C})$ for a fractional ideal $\mathfrak{a}$ of $K$. Then there exists a unique complex analytic isomorphism

$$
\xi_{\mathfrak{s}}: \mathbb{C} / \mathfrak{s}^{-1} \mathfrak{a} \longrightarrow E^{\sigma}
$$

such that the following diagram commutes


Proof. See [Shi, Th. 5.4].
Principal homogeneous space. The results above bring us to the following theorem. Let $k$ be a finite field, $K$ a quadratic imaginary field with ring of integers $\mathcal{O}_{K}$ and $\mathcal{O}$ and order in $\mathcal{O}_{K}$. Let us denote $E I_{k}(\mathcal{O})$ the set of $k$-isomorphism classes of elliptic curves over $k$ with endomorphism ring isomorphic to $\mathcal{O}$. In defining $E \|_{k}(\mathcal{O})$ we suppose that every elliptic curve $E \in E \|_{k}(\mathcal{O})$ comes equipped with a fixed isomorphism $\iota_{E}: \mathcal{O} \rightarrow \operatorname{End}(E)$.

Theorem 5.23 ([Wat1, Th. 4.5] and [SchR, Th. 4.5]). If $p=\operatorname{char}(k)>0$ is not inert in $\mathcal{O}$, then the set $\mathrm{Ell}_{k}(\mathcal{O})$ is a principal homogeneous space for the $\operatorname{group} \operatorname{Cl}(\mathcal{O})$.

Being a principal homogeneous space (or a torsor) means that there is an action

$$
\begin{aligned}
*: \mathcal{C l}(\mathcal{O}) \times E I_{k}(\mathcal{O}) & \longrightarrow E \|_{k}(\mathcal{O}) \\
(\mathfrak{a}, E) & \longmapsto \mathfrak{a} * E
\end{aligned}
$$

and this action is free and transitive; thus, for every fixed elliptic curve $E$, it induces a bijection

$$
\begin{gathered}
\mathcal{C l}(\mathcal{O}) \longrightarrow E I_{k}(\mathcal{O}) \\
{[\mathfrak{a}] \longmapsto[\mathfrak{a} * E]}
\end{gathered}
$$

The action $*$ is defined by the composition of theorems 5.19, 5.21 and 5.22. More explicitly, for a fractional ideal $\mathfrak{a}$, let us define

$$
E[\mathfrak{a}]=\{P \in E(\bar{k}) \mid \alpha P=O \text { for all } \alpha \in \mathfrak{a}\}
$$

This is a finite subgroup of $E$ of cardinality $N(\mathfrak{a})$ and therefore induces the separable isogeny $\phi_{\mathfrak{a}}: E \rightarrow$ $E / E[\mathfrak{a}]$. Then $\mathfrak{a} * E$ corresponds to the isomorphism class of $E / E[\mathfrak{a}]$.

All these results answer the question about the description of Elliptic curves over $k$ with endomorphism ring an order in $K$. It remains to study relations between them.

## The isogeny volcano

Let us fix an elliptic curve $E$ over a finite field $k$ with endomorphism ring an order $\mathcal{O}$ in a quadratic imaginary field $K$ of discriminant $\Delta_{K}$. We denote $f$ the conductor of $\mathcal{O}$ and $\Delta=f^{2} \Delta_{K}$ its discriminant. Finally, let $\ell$ be a prime.

Following the terminology of Kohel [Koh1], if $\mathcal{O}$ is maximal at $\ell$ we say that $E$ lies at the surface (relative to $\ell$ ), if $\mathcal{O}$ has index divisible by $\ell^{t}$ and not by $\ell^{t+1}$, then we say that $E$ lies at depth or level $t$ and if the index of $\mathbb{Z}[\pi]$ in $\mathcal{O}$ is not divisible by $\ell$ we say that $E$ lies at the floor.
Definition. An $\ell$-volcano is an undirected graph consisting of a cycle (which may be as well reduced to a single node) where each node is the root of a complete tree of same length. The cycle is called surface or crater, the level (or depth) of a node is the distance from the surface and the floor consists of nodes at maximal distance from the crater. Edges between nodes at the same depth are called horizontal, those from a certain level to a higher one are called ascending and, those from a level to a lower depth are said to be descending.

Kohel shows that CM isogeny graphs are, in fact, volcanoes.
Theorem 5.24 ([Koh1, Prop. 21]). Let $E_{1}$ and $E_{2}$ be ordinary elliptic curves over $k$ and $\phi: E_{1} \rightarrow E_{2}$ an isogeny between them of prime degree $\ell \neq$ chark. Then $\mathcal{O}_{1}=\operatorname{End}\left(E_{1}\right)$ contains $\mathcal{O}_{2}=\operatorname{End}\left(E_{2}\right)$ or $\mathcal{O}_{2}$ contains $\mathcal{O}_{1}$ and the index of one in the other divides $\ell$.

With the terminology above, we say that

- $\phi$ is horizontal if $\mathcal{O}_{1}=\mathcal{O}_{2}$;
- $\phi$ is ascending if $\mathcal{O}_{1} \subset \mathcal{O}_{2}$ with index $\ell$
- $\phi$ is descending if $\mathcal{O}_{2} \subset \mathcal{O}_{1}$ with index $\ell$

Theorem 5.25. The $\ell$-isogeny graph $G_{\ell}(E)$ of an ordinary elliptic curve $E$ is an $\ell$-volcano.
It only remains to study the size of the crater (how many elliptic curves lie at the surface), the height of it and its degree.
Horizontal isogenies. Horizontal isogenies come from the action of a fractional ideal $\mathfrak{a}$ of $\mathcal{O}$ as described above [Koh1, Prop. 22]. If $\ell$ divides the index of $\mathcal{O}$ in $\mathcal{O}_{K}$ then no such isogeny exists. Otherwise, if we are on the crater, the number of isogenies to curves with the same endomorphism ring is

$$
1+\left(\frac{\Delta_{\mathcal{O}}}{\ell}\right)= \begin{cases}0 & \text { if } \ell \text { is inert in } \mathcal{O} \\ 1 & \text { if } \ell \text { is ramified in } \mathcal{O} \\ 2 & \text { if } \ell \text { splits in } \mathcal{O}\end{cases}
$$

Therefore the crater consists of either
(a) a single node with no horizontal isogenies;
(b) two (isomorphism classes of) elliptic curves with one horizontal isogeny between them or a single node with a horizontal loop;
(c) a cycle of isomorphism classes of elliptic curves.

Note that if $\ell$ splits as $\ell \mathcal{O}=\overline{\mathfrak{l}}$, the isogenies $\phi_{\ell}$ and $\phi_{\overline{\mathfrak{l}}}$ are one the dual of the other.


Figure 5.5 - Possible crater structures in an $\ell$-volcano.
Number of connected components. Instead of studying the isogeny graph of a fixed elliptic curve one may look at the isogeny graph of $E \|_{k}(\mathcal{O}, \pi)$, the set of elliptic curves over $k$ with endomorphism ring $\mathcal{O}$ and Frobenius endomorphism $\pi$. This consists in the union of the isogeny graph of all elliptic curve over $k$ with complex multiplication by $\mathcal{O}$ and same trace of Frobenius,

$$
G_{\ell}(\mathcal{O}, \pi)=\bigcup_{E \in \mathrm{EI}_{k}(\mathcal{O}, \pi)} G_{\ell}(E)
$$

It is clear that this is the union of a certain number of volcanoes. Once again, their number depends on the splitting behavior of $\ell$ in the $\ell$-maximal order $\mathcal{O}$. By the classification of horizontal isogenies above,
(a) if $\ell$ is inert in $\mathcal{O}$, then there are $h(\mathcal{O})$ distinct $\ell$-isogeny volcanoes of with surface in $E \|_{k}(\mathcal{O})$;
(b) if $\ell$ ramifies in $\mathcal{O}$, ie., $\ell \mathcal{O}=\mathfrak{l}^{2}$, then there are $h(\mathcal{O})$ or $h(\mathcal{O}) / 2$ distinct $\ell$-isogeny volcanoes with surface in $E I_{k}(\mathcal{O})$ depending on whether $\mathfrak{l}$ is principal or not;
(c) if $\ell$ splits in $\mathcal{O}$ as the product of $\mathfrak{l}$ and $\overline{\mathfrak{l}}$, then there are $h(\mathcal{O}) / n$ distinct $\ell$-isogeny volcanoes with surface in $\mathrm{El}_{k}(\mathcal{O})$ of size $n$, where $n$ is the order of $\mathfrak{l}$ in $\mathrm{Cl}(\mathcal{O})$.

If there is more than one connected component, we refer to the union of distinct volcanoes with the term cordillera.

Vertical isogenies. Let $\mathcal{O}$ be an imaginary quadratic order and $\mathcal{O}^{\prime}=\mathbb{Z}+\ell \mathcal{O}$ be the index $\ell$ suborder. Sutherland [Sut4] proved that the vertical isogenies from $E I_{k}\left(\mathcal{O}^{\prime}\right)$ to $E I_{k}(\mathcal{O})$ correspond to the surjective map of Section 5.1.2

$$
\mathrm{Cl}\left(\mathcal{O}^{\prime}\right) \rightarrow \mathrm{Cl}(\mathcal{O})
$$

In general, there are 0 or 1 ascending $\ell$-isogenies from $E$ depending on whether $\ell \mid\left[\mathcal{O}_{K}: \mathcal{O}\right]$.
Floor of rationality. As we have already stated, $\mathbb{Z}[\pi] \subseteq \operatorname{End}(E)$ which means that the $\ell$-isogeny volcano has depth $\nu_{\ell}\left(\left[\mathcal{O}_{K}: \mathbb{Z}[\pi]\right]\right)$. A set of Lemmas in [Fou] and [FM] conclude the description of the $\ell$-isogeny volcano: it is a volcano truncated at the level of $\mathbb{Z}[\pi]$, see $[K o h 1, \S 4.2]$.
Lemma 5.26. Let $E, E_{1}$ and $E_{2}$ be elliptic curves over $k$ with endomorphism rings $\mathcal{O}, \mathcal{O}_{1}$ and $\mathcal{O}_{2}$ in $K$, respectively.
(a) If $\mathbb{Z}[\pi]$ is maximal at $\ell$, then all $\ell$-isogenies are horizontal.
(b) If $\ell \mid\left[\mathcal{O}_{K}: \mathbb{Z}[\pi]\right]$ but $\ell \nmid[\mathcal{O}: \mathbb{Z}[\pi]]$, i.e., $E$ lies at the floor of rationality, then the only isogeny from $E$ is ascending.
(c) If there is a descending isogeny $\phi: E_{1} \rightarrow E_{2}$ and $\ell \mid[\mathcal{O}: \mathbb{Z}[\pi]]$, any isogeny $\psi$ from $E_{2}$ different from $\hat{\phi}$ is descending.

| $\nu_{\ell}\left(\left[\mathcal{O}_{K}: \mathcal{O}\right]\right)$ | $\nu_{\ell}([\mathcal{O}: \mathbb{Z}[\pi]])$ | Position of $E$ | $\left(\frac{\Delta}{\ell}\right)$ | $\left(\frac{\Delta_{\pi}}{\ell}\right)$ | Isogenies | $\mathcal{N}_{\ell}(E)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\ell \nmid[\mathcal{O}: \mathbb{Z} \pi]$ | Crater=Floor |  | -1 | -1 | none |$] 0$

Table 5.2 - Number and type of isogenies from $E$ depending on its endomorphism ring $\operatorname{End}(E) \simeq \mathcal{O}$

All these information can be resumed in the following table where $\mathcal{N}_{\ell}(E)$ denotes the number of linear factors of the modular polynomial $\Phi_{\ell}(X, j(E))$.

In other words, the crater is a regular graph of degree at most 2 and it is composed of all possible horizontal isogenies; its size is given by the behavior of $\ell$ in the $\ell$-maximal order $\mathcal{O}$. Moving along the side of the volcano, i.e., descending, we encounter elliptic curves with smaller and smaller endomorphism ring; they all have one neighbor in the higher level and $\ell$ descending isogenies corresponding to the surjective morphism $\mathcal{C l}(\mathbb{Z}+\ell \mathcal{O}) \rightarrow \mathcal{C \ell}(\mathcal{O})$; thus they all have degree $\ell+1$. We reach the floor when $\ell$ does not divide the index of $\mathbb{Z}[\pi]$ in the last order. Here we have nodes of degree 1 with only ascending isogenies.


Figure 5.6 - Aerial and side view of a 2-isogeny volcano.

Special vertices. All we have said up to her still holds in case our volcano contains elliptic curves with extra automorphisms $j=0,1728$ except for some minor modification. First of all we note that these special curve can only appear on the crater. Further,
( Case $j=0$ ) If level 1 is non empty, then it contains

$$
\frac{1}{3}\left(\ell-\left(\frac{-3}{\ell}\right)\right)
$$

curves each of which has 3 incoming isogenies from $j=0$ but only one going back up;
(Case $j=1728$ ) If level 1 is non empty, then it contains

$$
\frac{1}{2}\left(\ell-\left(\frac{-1}{\ell}\right)\right)
$$

curves each of which has 2 incoming isogenies from $j=1728$ but only one going back up.

### 5.2.2 Supersingular isogeny graphs

We focus now on supersingular elliptic curves. Before describing their isogeny graphs we describe their endomorphism rings, which are isomorphic to orders in a quaternion algebra.

## Quaternion algebras

A quaternion algebra $\mathfrak{A}$ over $\mathbb{Q}$ is a central simple $\mathbb{Q}$-algebra over $\mathbb{Q}$ of dimension 4. This means that $\mathfrak{A}$ is a $\mathbb{Q}$-algebra with no non-trivial 2-sided ideals and center $\mathbb{Q}$. The isomorphism $\mathbb{Q} \rightarrow Z(\mathfrak{A})$ makes $\mathfrak{A}$ into a $\mathbb{Q}$-vector space of dimension 4. Wedderburn structure theorem implies that a quaternion algebra $\mathfrak{A}$ over $\mathbb{Q}$ is either a division algebra over $\mathbb{Q}$, if all its elements have inverses, or it is isomorphic to $\mathbb{M}_{2}(\mathbb{Q})$, the matrix algebra over $\mathbb{Q}$. As a consequence, for every non-central element $\alpha \in \mathfrak{A}$, the ring $K=\mathbb{Q}(\alpha)$ is a quadratic extension of $\mathbb{Q}$. Any quaternion algebra over $\mathbb{Q}$ is therefore isomorphic to $K+K \beta$ where $K$ is a quadratic extension of $\mathbb{Q}$ and $\beta$ is a non-central element of $\mathfrak{A}$ such that $\beta^{2}=b \in \mathbb{Q}^{\times}$and $\beta \alpha=\sigma(\alpha) \beta$ for every $\alpha \in K$, where $\sigma$ is the non-trivial automorphism of $K$. Equivalently, $\mathfrak{A} \simeq \mathbb{Q}\langle\alpha, \beta\rangle$ for $\alpha, \beta$ non-central elements of $\mathfrak{A}$ such that $\alpha^{2}, \beta^{2} \in \mathbb{Q}^{\times}$and $\alpha \beta=-\beta \alpha$.

To each element in $\mathfrak{A}$ we can associate its conjugate $\bar{\alpha}=\sigma(\alpha)$ in $\mathbb{Q}(\alpha)$; this defines an involution on $\mathfrak{A}$. We define the reduced norm and the reduced trace by

$$
\begin{array}{lr}
N: \mathfrak{A} \longrightarrow \mathbb{Q} & \operatorname{Tr}: \mathfrak{A} \longrightarrow \mathbb{Q} \\
\alpha \longmapsto \alpha \bar{\alpha} & \alpha \longmapsto \alpha+\bar{\alpha}
\end{array}
$$

Further, for elements $\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4} \in \mathfrak{A}$, we define their discriminant as

$$
\Delta\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}\right)=\operatorname{det}\left(\operatorname{Tr}\left(\alpha_{i} \alpha_{j}\right)\right)_{1 \leq i, j \leq 4}
$$

A quaternion algebra $\mathfrak{A}$ is said to ramify (or to be ramified) at a prime $p$ if $\mathfrak{A}_{p}=\mathfrak{A} \otimes_{\mathbb{Q}} \mathbb{Q}_{p}$ is a division algebra and it is defined to split at $p$ if $\mathfrak{A}_{p} \simeq \mathbb{M}_{2}\left(\mathbb{Q}_{p}\right)$. We say that $\mathfrak{A}$ is ramified (or splits) at $\infty$ if $\mathfrak{A}_{p} \infty=\mathfrak{A} \otimes_{\mathbb{Q}} \mathbb{R}$ is a division algebra (respectively, $\mathfrak{A}_{\infty} \simeq \mathbb{M}_{2}(\mathbb{R})$ ). We define $\mathfrak{A}_{p, \infty}$ as the quaternion algebra ramified only at $p$ and infinity.
Lattices, orders and ideals. Let $\mathfrak{A}$ be a quaternion algebra over $\mathbb{Q}$. As we did in dimension 2 we define a lattice in $\mathfrak{A}$ to be a finitely generated $\mathbb{Z}$-module which contains a basis for $\mathfrak{A}$ over $\mathbb{Q}$. An order of a $\mathfrak{A}$ will be a lattice which is also a subring containing 1 . We will denote $\mathfrak{O}$ an order in a quaternion algebra. An order consists of elements with integral norm and trace. However, unlikely the quadratic case, the set of all such elements might not be a ring. In fact, a quaternion algebra has more than one maximal order.

Given an order $\mathfrak{O}$ of $\mathfrak{A}$, we define a fractional left (right) ideal / to be a lattice in $\mathfrak{A}$ such that $\alpha / \subseteq$ I $(I \alpha \subseteq I)$ for all $\alpha \in \mathfrak{O}$. I is integral if it is contained in $\mathfrak{O}$. The reduced norm $N(I)$ of an ideal $/$ is the fractional ideal of $\mathbb{Z}$ generated by the reduced norms of its elements. Finally, the inverse ideal is $I^{-1}=\{\alpha \in \mathfrak{A}| | \alpha \mid \subseteq I\}$. For an ideal $I$, we define its left and right orders as

$$
\mathfrak{O}_{L}(I)=\operatorname{ord}_{L}(I)=\{\alpha \in \mathfrak{A} \mid \alpha I \subseteq I\} \quad\left(\mathfrak{O}_{R}(I)=\operatorname{ord}_{R}(I)=\{\alpha \in \mathfrak{A} \mid I \alpha \subseteq I\}\right)
$$

An important invariant of quaternion orders is represented by their discriminant. It is defined as follows: let I be the ideal generated by all $\Delta\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}\right)$ for $\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4} \in \mathfrak{O}$; one can prove that it is the square of an ideal in $\mathbb{Z}$. We define $\Delta(\mathfrak{O})$ as this $\mathbb{Z}$-ideal (the square root of $l$ ).

Lemma 5.27 ([Vig]). Let $\mathfrak{O}$ and $\mathfrak{O}^{\prime}$ be two orders of $\mathfrak{A}$. If $\mathfrak{O}^{\prime} \subseteq \mathfrak{O}$, then $\Delta\left(\mathfrak{V}^{\prime}\right)$ divides $\Delta(\mathfrak{O})$ and $\Delta\left(\mathfrak{D}^{\prime}\right)=\Delta(\mathfrak{O})$ if and only if $\mathfrak{O}^{\prime}=\mathfrak{O}$. An order is maximal if and only if its discriminant is the product of the finite primes of $\mathbb{Q}$ ramifying in $\mathfrak{A}$.

Ideal classes. Two ideals $I, J$ are said to be left (right) equivalent if there exists $\alpha \in \mathfrak{A} \times$ such that $I=\alpha J$ $(I=J \alpha)$. Let $\mathfrak{O}$ be an order in $\mathfrak{A}$, the left ideal classes of $\mathfrak{O}$ are the right-equivalence classes of ideals with left order equal to $\mathfrak{O}$. Once again the right ideal classes of $\mathfrak{O}$ are left-equivalence classes of ideals with right order $\mathfrak{D}$.

Lemma 5.28. The inverse map $I \mapsto I^{-1}$ establishes a bijection between right and left ideal classes of an order $\mathfrak{D}$.

Therefore, there is a well defined notion of class number $h(\mathfrak{O})$ as the number of right or left equivalence classes of $\mathfrak{O}$.

We say that two orders $\mathfrak{O}$ and $\mathfrak{O}^{\prime}$ are of the same type if there exists an element $\alpha \in \mathfrak{A}$ such that $\alpha \mathfrak{O} \alpha^{-1}=\mathfrak{O}^{\prime}$, i.e., they are conjugate by $\alpha$. Note that this is equivalent to the existence of a principal ideal $I$ such that $\mathfrak{O}_{l}(I)=\mathfrak{O}$ and $\mathfrak{O}_{R}(I)=\mathfrak{O}^{\prime}$. Being of the same type is an equivalence relation and we define the type number $t(\mathfrak{A})$ of $\mathfrak{A}$ as the number of conjugacy classes of maximal orders.
Lemma 5.29. Orders of the same type have the same number of left (or right) ideal classes.
Corollary 5.30. All maximal orders have the same class number. We define it as the class number of $\mathfrak{A}$.
Proof. See [Vig, Th. III.5.4] or [Rei, §26].

## An equivalence of categories

We will now establish the equivalence of categories between supersingular elliptic curves over finite fields and quaternion orders; as in the ordinary case this will enables us to exploit properties of one to infer properties of the other though the non-commutativity of the quaternion world will prevent us from obtaining the same nice structure of ordinary graphs.

Deuring [Deu] proved the existence of a bijection between the set of supersingular $j$-invariants in characteristic $p$ and the class number of a $\mathfrak{O}$ for any of the types of maximal orders $\mathfrak{O}$ in $\mathfrak{A}_{p, \infty}$, the unique quaternion algebra ramified only at $p$ and infinity. The already cited Theorem of Waterhouse [Wat1, Th. 4.5] exploits this correspondence in terms of kernel ideals.

Theorem 5.31. Given a type of maximal order, there exist one or two supersingular j-invariants such that the corresponding endomorphism ring is of the given type depending on whether the prime ideal $\mathfrak{P}$ over $\mathfrak{p}$ is principal or not.

In his thesis, Kohel [Koh1] gives a functorial description of this correspondence. We define $\mathcal{S}_{k}$ as the category of supersingular elliptic curves over a field $k$ of $q=p^{r}$ elements. The objects are pairs $(E, \pi)$ where $E$ is a supersingular elliptic curve over $k$ and $\pi$ is the Frobenius endomorphism. A morphism is a map $\psi:\left(E_{1}, \pi_{1}\right) \rightarrow\left(E_{2}, \pi_{2}\right)$ such that $\psi \circ \pi_{1}=\pi_{2} \circ \psi$.

Now let $\mathfrak{O}$ be a maximal order in $\mathfrak{A}_{p, \infty}$ containing an element of reduced norm $q$. The second category is $\mathcal{M}_{\mathfrak{O}, q}$ consisting of projective right modules of rank 1 over $\mathfrak{O}$. The objects are pairs $(I, \phi)$ where $I$ is a projective $\mathfrak{O}$-module of rank 1 and $\phi$ is an endomorphism of $I$ of norm $q$. A morphism is $\psi:\left(I_{1}, \phi_{1}\right) \rightarrow\left(I_{2}, \phi_{2}\right)$ such that $\psi: I_{1} \rightarrow I_{2}$ is a homomorphism such that $\psi \circ \phi_{1}=\phi_{2} \circ \psi$. We can think of $\mathfrak{O}$ as $\mathfrak{D}_{R}(I)$ for some ideal $I$; then projective orders of rank 1 are left ideals of $\mathfrak{O}$, see [Voi, §20.3].

Then there is an equivalence of categories established by the functor Ifrom $\mathcal{S}_{k}$ to $\mathcal{M}_{\mathfrak{O}, q}$ such that

$$
(E, \pi) \leadsto \sim \sim \square(\mathbf{I}(E), \mathbf{I}(\pi))=\left(E n d(E), \mu_{\pi}\right)
$$

where $\mu_{\pi}$ is the endomorphism of $\operatorname{End}(E)$ given by composition with $\pi$.

## Supersingular $j$-invariants

In this section we are going to make explicit use of this correspondence to study isogeny graphs of supersingular elliptic curves. Unfortunately, the lack of a commutative action of the class group on the set of $j$-invariants prevents one to obtain the rigid structure of the volcano. Nevertheless, supersingular curves still have some interesting properties.
Field of definition. One of the characterization of supersingular elliptic curves is that they have no torsion $p$-points in characteristic $p$, see Theorem 1.21. Then the endomorphism $[p]=\hat{\pi} \pi$ has trivial kernel an therefore $\hat{\pi}$ has trivial kernel and it is therefore purely inseparable. Now we can decompose it as $\hat{\pi}_{\text {sep }} \pi$ by Proposition 1.14, where we factor through the separable isogeny $\hat{\pi}$. We get $[p]=\hat{\pi}_{\text {sep }} \pi^{2}$ and, since $\hat{\pi}_{\text {sep }}$ is an isomorphism, then $\pi^{2}$ is separable of degree $p^{2}$. This means that $\pi^{2}$ fixes the $j$-invariant of $E$ which is then defined over $\mathbb{F}_{p^{2}}$; therefore, every supersingular elliptic curve is isomorphic to one defined over $\mathbb{F}_{p^{2}}$.

By a similar argument, one can prove that the subset of supersingular elliptic curves defined over $\mathbb{F}_{p}$ consists of those whose endomorphism ring contains an element with minimal polynomial $x^{2}+p$. If $j \neq$ 0,1728 this element can only be the Frobenius endomorphism (up to sign). Ibukiyama [Ibu] gave an explicit description (on the quaternion side) of maximal orders containing such an element.

Although $j$-invariants are always defined over a quadratic extension of $\mathbb{F}_{p}$, in general the isogenies will still be defined over $\overline{\mathbb{F}}_{p}$. Concerning the field of definition of endomorphisms of a supersingular elliptic curve, we can once again resort to [Wat1, Th. 4.5].

We conclude this brief overview by looking at special curves $j=0,1728$. These are supersingular in characteristic $p$ if and only if $p$ does not split in $\mathbb{Q}(\sqrt{-3})$, respectively $\mathbb{Q}(i)$, [Lan2, Th. 13.4.12] and [Sil1, Eg V.4.4-5]; equivalently, if and only if $p \not \equiv 1$ modulo 3 , respectively 4.
Number of curves. The number of supersingular $j$-invariants over $\mathbb{F}_{p^{2}}$ is given by [Sil1, Th. V.4.1]

$$
S_{p^{2}}=\left\lfloor\frac{p-1}{12}\right\rfloor+ \begin{cases}0 & \text { If } p \equiv 1 \bmod 12 \\ 1 & \text { If } p \equiv 5,7 \bmod 12 \\ 2 & \text { If } p \equiv 11 \bmod 12\end{cases}
$$

The subset of $j$-invariants defined over $\mathbb{F}_{p}$ has cardinality

$$
S_{p}= \begin{cases}h(-4 p) / 2 & \text { If } p \equiv 1 \bmod 4 \\ 2 h(-p) & \text { If } p \equiv 3 \bmod 8 \\ h(-p) & \text { If } p \equiv 7 \bmod 8\end{cases}
$$

where $h(\Delta)$ is the class number of an imaginary quadratic order of discriminant $\Delta$, see [Cox, Th. 14.18].
Deuring correspondence. We will now make explicit the connection between ideals and orders in a quaternion algebra and supersingular $j$-invariants.

Theorem 5.32 ([Deu]). Let $E$ be a supersingular elliptic curve over $\mathbb{F}_{p^{2}}$. Then $E^{0}{ }^{0}(E) \simeq \mathfrak{A}_{p, \infty}$. Further,
(a) The number of isomorphism classes of supersingular elliptic curves over $\mathbb{F}_{p^{2}}$ equals the class number $h(p)$ of $\mathfrak{A}_{p, \infty}$.
(b) There is a bijection

$$
\left\{\begin{array}{c}
\left.\begin{array}{c}
\text { Isomorphism classes of } \\
\text { Supersingular elliptic } \\
\text { curves over } \mathbb{F}_{p^{2}}
\end{array}\right\}_{/ \mathcal{G} a \ell\left(\overline{\mathbb{F}}_{p} / \mathbb{F}_{p}\right)} \leftrightarrow \mathrm{End}(E)^{E \longmapsto} \text { Maximal orders } \\
\text { of } \mathfrak{A}_{p, \infty}
\end{array}\right\}_{/ \text {Type }}
$$

which means that the number of $\mathcal{G}$ al $\left(\overline{\mathbb{F}}_{p} / \mathbb{F}_{p}\right)$-conjugacy classes of $j$-invariants of supersingular elliptic curves over $\mathbb{F}_{p^{2}}$ is the type number $t(p)$ of $\mathfrak{A}_{p, \infty}$.
(c) Let $\mathfrak{O}$ be a maximal order of $\mathfrak{A}_{p, \infty}$ and $\left\{I_{i}\right\}$ be a set of left ideal class representatives for $\mathfrak{O}$. There is a bijection between the set of supersingular $j$ invariants $j_{i}$ over $\mathbb{F}_{p^{2}}$ and the set of maximal orders $\left\{\mathfrak{O}_{R}\left(I_{i}\right)\right\}$ such that $\operatorname{End}\left(j_{i}\right) \simeq \mathfrak{O}_{R}\left(I_{i}\right)$.
Remark. If $E$ is defined over $\mathbb{F}_{p^{2}} \backslash \mathbb{F}_{p}$ there exists two ideal classes [ $/$ ] and [J] such that End $(E) \simeq \mathfrak{O}_{R}(I) \simeq$ $\mathfrak{O}_{R}(J)$ and this corresponds to the existence of the Galois conjugate $E^{\sigma}$ such that $\operatorname{End}(E) \simeq \operatorname{End}\left(E^{\sigma}\right)$ (here $\sigma$ is the non-trivial automorphism of $\mathbb{F}_{p^{2}}$ ); therefore, without fixing a set of representatives for left ideal classes, the correspondence of Theorem 5.32.c is only defined up to conjugation, see [Bel, Th. 2.2.4].

We will now look at the relation between ideals and isogenies. Let $E$ be a supersingular elliptic curve over $\mathbb{F}_{p^{2}}$ with endomorphism End $(E)$; we fix an isomorphism $\iota: \mathfrak{O} \rightarrow \operatorname{End}(E)$ for a maximal order $\mathfrak{O}$ in $\mathfrak{A}_{p, \infty}$. For a left $\mathfrak{O}$-ideal I one can define

$$
E[I]=\left\{P \in E\left(\overline{\mathbb{F}}_{p}\right) \mid \alpha(P)=O \text { for all } \alpha \in \iota(I)\right\}=\bigcap_{\alpha \in \iota(I)} E[\alpha]
$$

This induces is a unique separable isogeny $\phi_{I}: E \rightarrow E / E[I]$ of degree $N(I)$, up to isomorphism of the codomain.

We say that an isogeny $\phi: E_{1} \rightarrow E_{2}$ is normalized if $\phi^{*} \omega_{2}=\omega_{1}$ where $\omega_{i}$ is the invariant differential of $E_{i}$. A normalized isogeny $\phi_{l}: E \rightarrow E / E[/]$ induces an isomorphism

$$
\begin{aligned}
i_{I}: \mathfrak{A}_{p, \infty} & \longrightarrow \operatorname{End}^{0}(E)=\operatorname{End}(E) \otimes \mathbb{Q} \\
\alpha & \longmapsto \phi_{I} i(\alpha) \hat{\phi}_{I} \otimes \operatorname{deg}\left(\phi_{l}\right)^{-1}
\end{aligned}
$$

Lemma 5.33. The endomorphism ring of $E / E[I]$ is isomorphic to the maximal order $\mathfrak{D}_{R}(I)$.
Cervino [Cer2; Cer1] proposes an explicit algorithm that given, a prime number $p$, returns a list of all the supersingular $j$-invariants together with a $\mathbb{Z}$-basis for the maximal order $\mathfrak{O}$ of $\mathfrak{A}_{p, \infty}$ isomorphic to End $(E)$. This is based on the correspondence between quaternionic orders and ternary quadratic forms, see [Voi, Ch. 22].

## Supersingular isogeny graphs

Despite the rich theory of quaternion algebras, the fact that the quaternion ideal classes do not form a group prevents us to obtain the nice structure of the volcano. In fact, they usually do not have a regular shape and looks quite complicated Nevertheless, supersingular isogeny graphs still have good probabilistic


Figure 5.7 - The supersingular 2 and 3 -isogeny graphs over $\overline{\mathbb{F}}_{163}$
properties that make them good candidates for applications. We provide here a short summary of graph theory. Most of the following only applies to finite graphs and we state it here to motivate the interest in studying supersingular isogeny graphs.

Graph theory. Given a graph $G$ we say that it is connected if there is a path connecting any two vertices. The distance between two vertices is the minimal length of a path between them, i.e., the length of the shortest path. If $G$ is connected, its diameter, noted $\operatorname{diam}(G)$, is the longest distance between any two of its vertices. Finally, the adjacency matrix of $G$ with vertex set $\mathcal{V}=\left\{v_{1}, \ldots, v_{n}\right\}$ is the $n \times n$ matrix $A(G)=\left(a_{i, j}\right)_{i, j}$ such that $a_{i, j}=1$ if there is an edge between $v_{i}$ and $v_{j}$, and 0 otherwise. For undirected graphs, the adjacency matrix is symmetric; thus it has $n$ real eigenvalues $\lambda_{1} \geq \ldots \geq \lambda_{n}$. A $k$-regular graph $G$ has the property that $k \geq \lambda_{1} \geq \ldots \geq \lambda_{n} \geq-k$. We say that it is an expander graph if there exists $\epsilon>0$ such that $(1-\epsilon) k \geq \lambda_{2} \geq \ldots \lambda_{n} \geq-(1-\epsilon) k$. If we can further reduce the bound to $2 \sqrt{k-1}$, we say that the graphs has the Ramanujan property.

Expander graphs have small diameters (bounded by $O(\log (n))$ ) and random paths of generate any vertex with probability that becomes close to uniform as their length approaches the diameter.

Theorem 5.34. Let $p$ be a prime. If $\ell \neq p$ is a prime number, the $\ell$-isogeny graph of supersingular curves over $\mathbb{F}_{p^{2}}$ is connected, $(\ell+1)$-regular, and has the Ramanujan property.

Proof. See [Piz3, Th. 1].

Special $j$-invariants. Looking at Figure 5.7 we notice some curious behavior. We have already explained what causes a different number of incoming and outgoing isogenies; we may therefore ask ourselves what determines loops or multiple edges between two nodes. Cycles corresponds to endomorphisms of degree $\ell$ and they happen at $j$ invariants that satisfy the modular polynomial $\Phi_{\ell}(X, X)$; hence, they are bounded in number by deg $\left(\Phi_{\ell}(X, X)\right)$ On the other hand a $j$-invariants $j_{1}$ admits two isogenies to some $j_{2}$ if it is a root of the resultant in $Y$ of $\Phi_{\ell}$ and $\partial_{Y} \Phi_{\ell}$ [Arp+, Lemma 2.4]:

$$
\operatorname{Res}_{Y}\left(\Phi_{\ell}, \frac{\partial}{\partial Y} \Phi_{\ell}\right)
$$

Arpin [Arp1] resumes conditions on the prime $p$ which produce supersingular graphs with no loops or multiple edges for 2 and 3 isogeny graphs.

The isogeny graph over $\mathbb{F}_{p}$. Supersingular isogeny graphs do not have very regular shapes, however one can find more rigid structures if focusing on subgraphs; in turns, the study of these smaller graphs may provide information about the whole picture. Delfs and Galbraith [DG] studied the subgraph consisting of $j$ invariants and isogenies all defined over $\mathbb{F}_{p}$; Adj, Ahmadi and Menezes [AAM], instead work with the whole set of $j$ invariants but only consider isogenies defined over $\mathbb{F}_{p^{2}}$. In $[\operatorname{Arp}+]$, the authors consider the set of $\mathbb{F}_{p}$-rational $j$ invariants but allow all isogenies between them and they call the resulting graph the spine.

Remark. We point out here that the restriction to a category of $k$-isogenies is equivalent to imposing an orientation by $\mathbb{Z}[\pi]$ in the sense of Section 5.3.1.

The main reason to restrict set of edges to those isogenies defined over $\mathbb{F}_{p}$ comes from the following result which is a direct consequence of Theorems 1.19 and 1.17 .

Theorem 5.35 ([DG, Th. 2.1]). Let $p>5$ be a prime and $q=p^{e}$. There exist an isogeny class of supersingular elliptic curves defined over $\mathbb{F}_{q}$ with trace of Frobenius $t$ if and only if one of the following holds:
(a) $e$ is even and either
(i) $t= \pm 2 \sqrt{q}$
(ii) $p \not \equiv 1 \bmod 3$ and $t= \pm \sqrt{q}$;
(iii) $p \not \equiv 1 \bmod 4$ and $t=0$.
(b) $e$ is odd and $t=0$.

In the case $a(i), \operatorname{End}_{\mathbb{F}_{q}}^{0}(E)$ is the quaternion algebra $\mathfrak{A}_{p, \infty}$ over $\mathbb{Q}, \pi$ is a rational integer and $\operatorname{End}_{\mathbb{F}_{q}}(E)$ is a maximal order in $\mathfrak{A}_{p, \infty}$. In the other three cases $\operatorname{End}_{\mathbb{F}_{q}}^{0}(E) \simeq K=\mathbb{Q}(\pi)$ is an imaginary quadratic field and $\operatorname{End}_{\mathbb{F}_{q}}(E)$ is an order in it with conductor prime to $p$.

In particular, the restriction of the endomorphism ring to $\mathbb{F}_{p}$ is an order in a quadratic imaginary field. Since $\pi^{2}+p=0$ we must have $K=\mathbb{Q}(\sqrt{-p})$. Since

$$
\mathbb{Z}[\pi]=\mathbb{Z}[\sqrt{-p}] \subseteq \operatorname{End}_{\mathbb{F}_{q}}(E) \subseteq \mathcal{O}_{K}
$$

and $\mathbb{Z}[\sqrt{-p}]$ has conductor either $1($ if $p \equiv 1 \bmod 4)$ or $2($ if $p \equiv 3 \bmod 4)$ in $\mathcal{O}_{K}$, then End $_{\mathbb{F}_{q}}(E)$ can only be

- $\mathbb{Z}[\sqrt{-p}]=\mathcal{O}_{K}$ if $p \equiv 1 \bmod 4$.
- $\mathbb{Z}[\sqrt{-p}]=Z Z+2 \mathcal{O}_{K}$ or $\mathcal{O}_{K}=\mathbb{Z}[(1+\sqrt{-p}) / 2]$ if $p \equiv 3 \bmod 4$.

The resulting graph $G_{\ell}\left(\mathbb{F}_{p}\right)$ is a cordillera (of volcanoes) of height 1 or 2 depending on $p$ modulo 4 [DG].

### 5.2.3 Supersingular isogeny graphs with level structure

We recall that an isogeny graph $G=G_{S}(E)$, of an elliptic curve $E / k$ is a graph whose vertices are elliptic curves $\bar{k}$-isogenous to $E$, and whose directed edges are isogenies of prime degree $\ell \in S$.

If $\Gamma \subset S L_{2}(\mathbb{Z})$ is a congruence subgroup of level $N$, then we define $G_{S}(E, \Gamma)$ as the graph whose vertices are pairs $(E, \Gamma(P, Q))$ where $\Gamma(P, Q)$ is the orbit of an ordered basis $(P, Q)$ of $E[N]$ such that the Weil pairing $e_{n}(P, Q)=\zeta_{N}$ is a fixed root of unity in $\bar{k}$, and whose edges are isogenies of prime degree $\ell \in S$. The orbit is defined with respect to the left action of $\Gamma$, given by

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)(P, Q)=(a P+b Q, c P+d Q)
$$

We identify $G_{S}(E)$ with $G_{S}\left(E, S L_{2}(\mathbb{Z})\right)$ and for each inclusion $\Gamma_{1} \subset \Gamma_{2}$ we obtain a morphism of graphs

$$
G_{S}\left(E, \Gamma_{1}\right) \rightarrow G_{S}\left(E, \Gamma_{2}\right)
$$

We can identify the vertices of $G_{S}(E, \Gamma)$ with points on the modular curve $X(\Gamma)$ and edges with points on the modular curve $X\left(\Gamma \cap \Gamma_{0}(\ell)\right)$ for $\ell$ in $S$ different from the level of $\Gamma$, and otherwise $X\left(\Gamma \cap \Gamma_{0}\left(\ell^{i}\right)\right)$, where $i$ is the smallest exponent such that $\Gamma$ is not contained in $\Gamma_{0}\left(\ell^{i}\right)$. When $S=\ell$, we will write simply $G_{\ell}(E)$ and $G_{\ell}(E, \Gamma)$. We stress the fact that adding level structure gives a covering graph, which maps surjectively down to the $\Gamma$ (1)-structure one.

Supersingular fields of definition. We will now study the field of definition of supersingular invariants on modular curves with particular focus on Weber modular curves, see Section 3.3.5.

Theorem 5.36. For any positive integer $N$, then the supersingular invariants on the modular curve $X_{0}(N)$ are defined over $\mathbb{F}_{p^{2}}$, and if $p \equiv \pm 1$ mod $N$, then the supersingular invariants also split over $\mathbb{F}_{p^{2}}$ on $X_{1}(N)$.

Proof. For any elliptic curve $E$ in the isogeny class of a curve over $\mathbb{F}_{p}$, the full endomorphism ring $\mathfrak{O}$ is defined over $\mathbb{F}_{p^{2}}$. Since the action of $\mathfrak{O} / N \mathfrak{O} \cong \mathbb{M}_{2}(\mathbb{Z} / N \mathbb{Z})$ on the $E[N]$ is defined over $\mathbb{F}_{p^{2}}$, it follows that the Galois action on $E[N]$, which commutes with $\mathfrak{O} / N \mathfrak{O}$, acts through the center $(\mathbb{Z} / N \mathbb{Z})^{*}$ of $\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z})$, and more precisely, Frobenius acts as $-p$ on $E[N]$. Consequently, the lines are Galois stable and every cyclic $N$-isogeny is defined over $\mathbb{F}_{p^{2}}$. In view of the action of Frobenius, if $p \equiv \pm 1 \bmod N$, the Galois action on the $N$-torsion of $E$ or its twist is trivial, so the supersingular moduli are defined in $\mathbb{F}_{p^{2}}$.

Remark. Equivalently, for $X_{0}(N)$ we can state that every supersingular $j$-invariant $j_{0}$ splits completely under the map $X_{0}(N) \rightarrow X(1)$, or that the polynomial $\Phi_{N}\left(x, j_{0}\right)$ splits completely, where $\Phi_{N}(x, y)$ is the classical modular polynomial. For $X_{1}(N)$, the splitting of the supersingular points is recognized by the factorization of the $N$-division polynomial $\psi_{N}$.

As a consequence, the split Cartan modular curve $X_{s}(N)$, defined by the congruence subgroup

$$
\Gamma_{s}(N)=\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \right\rvert\, b \equiv c \equiv 0 \bmod N\right\},
$$

parametrizing elliptic curves with a disjoint pair of cyclic $N$-isogenies, also splits the supersingular moduli.
Corollary 5.37. For any positive integer $N$, then the supersingular invariants on the split Cartan modular curve $X_{s}(N)$ are defined over $\mathbb{F}_{p^{2}}$. In particular, if $p \equiv \pm 1 \bmod N$, then the supersingular invariants on the modular curve $X(N)$ are defined over $\mathbb{F}_{p^{2}}$.

Proof. The first statement follows from the splitting of $N$-isogenies over $\mathbb{F}_{p^{2}}$. In addition if $p \equiv \pm 1 \bmod N$, the points of each kernel are fixed, hence a basis is defined over $\mathbb{F}_{p^{2}}$ (up to twist).

Remark. For the levels $N$ in $\{1,2,3,4,6\}$, the unit group $(\mathbb{Z} / N \mathbb{Z})^{*} /\{ \pm 1\}$ is trivial so the supersingular points split for all $p$. This corresponds to the geometric equalities $X_{1}(N)=X_{0}(N)$ and $X(N)=X_{s}(N)$.

The Weber moduli are functions on $X(48)$ which map through $\mathcal{W}_{24}$. To show the splitting of supersingular points on $\mathcal{W}_{24}$ is suffices to prove it for $\mathcal{W}_{3}$ and $\mathcal{W}_{8}$. However, $X(6)$ covers $\mathcal{W}_{3}$, so the supersingular moduli on $\mathcal{W}_{3}$ split over $\mathbb{F}_{p^{2}}$ by the previous theorem. To prove that they split on $\mathcal{W}_{8}$ it is necessary to consider the factorization

where $X(16,8,16)$ is the quotient of $X(16)$ by the diagonal matrix group $\left\langle \pm 9 /_{2}\right\rangle \subset \mathrm{SL}_{2}(\mathbb{Z} / 16 \mathbb{Z}) /\{ \pm 1\}$.
The supersingular points split in $X_{s}(8)$ by the previous theorem. On the other hand, for the classes $p \bmod 8$ in the coset $\{ \pm 5\} \subset(\mathbb{Z} / 8 \mathbb{Z})^{*} /\{ \pm 1\}$ form an obstruction to lifting supersingular points to $X(8)$ over $\mathbb{F}_{p^{2}}$. Clearly, since $\left\langle 9 I_{2}\right\rangle \subset \Gamma(16,8,16) / \Gamma(16)$, for the primes $p$ such that $p$ mod 16 lie in the kernel

$$
\langle-1,9\rangle=\{ \pm 1, \pm 9\} \subset(\mathbb{Z} / 16)^{*} /\{ \pm 1\} \longrightarrow(\mathbb{Z} / 8)^{*} /\{ \pm 1\}
$$

the supersingular invariants in $X(16,8,16)$ split over $\mathbb{F}_{p^{2}}$. It remains to show that the obstruction vanishes also on the coset $\{ \pm 3, \pm 5\}$. However, this follows since the subgroup of $\Gamma_{8} / \Gamma(16)$ surjects on the diagonal subgroup of $\Gamma_{s}(8) / \Gamma(8)$ :

$$
\left\langle\left(\begin{array}{cc}
13 & 8 \\
8 & 5
\end{array}\right)\right\rangle \rightarrow\left\langle\left(\begin{array}{ll}
5 & 0 \\
0 & 5
\end{array}\right)\right\rangle
$$

under $\mathrm{SL}_{2}(\mathbb{Z} / 16 \mathbb{Z}) \rightarrow \mathrm{SL}_{2}(\mathbb{Z} / 8 \mathbb{Z})$, corresponding to the fact that $\mathcal{W}_{8}$ does not factor through $X(8)$. This establishes the following theorem.
Theorem 5.38. The supersingular Weber invariants on $\mathcal{W}_{24}$ are defined over $\mathbb{F}_{p^{2}}$.
Remark. A point $\left(u_{0}, u_{1}, u_{2}\right)$ on $\mathcal{W}_{24}$ over the $j$-invariant $j_{0}$ consists of a triple of common roots of the polynomial $\left(x^{24}-16\right)^{3}-j_{0} x^{24}$, and the set roots is precisely $\left\{\zeta_{24}^{i} u_{j} \mid 0 \leq i<24,0 \leq j<3\right\}$. The property that $j_{0}$ splits completely under $\mathcal{W}_{24} \rightarrow X(1)$ over $\mathbb{F}_{p^{2}}$ is equivalent to this polynomial splitting completely over $\mathbb{F}_{p^{2}}$.

Endomorphism rings. Let $\Gamma$ be a congruence subgroup. We define the endomorphism ring of the pair $(E, \Gamma(P, Q))$ as the subring of $\operatorname{End}(E)$

$$
\operatorname{End}(E, \Gamma(P, Q))=\{\alpha \in \operatorname{End}(E) \mid \alpha(\Gamma(P, Q)) \subseteq \Gamma(P, Q)\}
$$

In case $\Gamma=\Gamma_{0}(N)$, it is well known that the $\operatorname{End}(E, \Gamma(P, Q))$ is an Eichler order of level $N$; in fact, on the quaternion side, an Eichler order is an equivalent data to two maximal orders with a connecting ideal of norm $N$, see [KLPT] and [Arp2].


Figure 5.8 - Adding level 3 structure to the supersingular isogeny graph over $\mathbb{F}_{11^{2}}=\mathbb{F}_{11}[i]$ for $i$ a root of $x^{2}+1$. We use the Hesse invariant on $X(3)$, the classical $\eta$ quotient $\left(\eta_{1} / \eta_{3}\right)^{12}$ on $X_{0}(3)$ and the cube root of the $j$ invariant on $X_{n s}^{+}(3)$.
The cover $X(3) \longrightarrow X_{0}(3)$ has the following description: $\{0\} \mapsto 6,\{5,3+4 \omega, 3+7 \omega\} \mapsto 10,\{10,6+$ $3 \omega, 6+8 \omega\} \mapsto 5$ and $\{7,2+\omega, 2+10 \omega\} \mapsto 8$.
$\ln X(3) \rightarrow X_{n s}^{+}(3)$ we find $\{0,5,3+4 \omega, 3+7 \omega\} \mapsto 0,\{6+8 \omega, 2+10 \omega\} \mapsto 5+3 \omega,\{6+3 \omega, 2+\omega\} \mapsto 5+8 \omega$ and $\{7,10 \omega\} \mapsto 1$.
Concerning $X_{0}(3), X_{n s}^{+}(3) \rightarrow X(1)$, the coverings have to be read column by column.
The change of the endomorphism ring results in a rigidification of the isogeny graph. In Figure 5.8 we observe how adding level structure progressively eliminates loops and multiple edges.

### 5.3 Orientations, isogeny chains, and ladders

We introduce now a category of supersingular elliptic curves oriented by an imaginary quadratic order $\mathcal{O}$, and derive properties of the associated oriented and non-oriented supersingular $\ell$-isogeny graphs. In other words we enhance the category of supersingular curves with an extra piece of information that come in the form of an embedding $\mathcal{O} \hookrightarrow \operatorname{End}(E)$. This permits one to derive a faithful group action on a subset of oriented supersingular curves, equipped with a forgetful map to the set of non-oriented supersingular curves. Further, it allows to impose compatible actions of the class groups of the suborders of this quadratic order on the descending isogeny chains and therefore on the isogeny volcano of oriented curves.

### 5.3.1 Orientations

Suppose that $E$ is a supersingular elliptic curve over a finite field $k$ of characteristic $p$, and denote by End $(E)$ the full endomorphism ring. We assume moreover that $k$ contains $\mathbb{F}_{p^{2}}$ and $E$ is in an isogeny class such that $\operatorname{End}_{k}(E)=\operatorname{End}(E)$. We denote by $\operatorname{End}^{0}(E)$ the $\mathbb{Q}$-algebra $\operatorname{End}(E) \otimes_{\mathbb{Z}} \mathbb{Q}=\mathfrak{A}_{p, \infty}$. Let $K$ be a quadratic imaginary field of discriminant $\Delta_{K}$ with maximal order $\mathcal{O}_{K}$. Then there exists an embedding $\iota: K \rightarrow \operatorname{End}^{0}(E)$ if and only if $p$ is inert or ramified in $\mathcal{O}_{K}$, and there exists an order $\mathcal{O} \subseteq \mathcal{O}_{K}$ such that $\iota(\mathcal{O})=\iota(K) \cap$ End $(E)$.

Definition. A K-orientation on a supersingular elliptic curve $E / K$ is a homomorphism $\iota: K \hookrightarrow E^{0}{ }^{0}(E)$. An $\mathcal{O}$-orientation on $E$ is a $K$-orientation such that the image of the restriction of $\iota$ to $\mathcal{O}$ is contained in $\operatorname{End}(E)$. We write $\operatorname{End}((E, \iota))$ for the order $\operatorname{End}(E) \cap \iota(K)$ in $\iota(K)$. An $\mathcal{O}$-orientation is primitive if $\iota$ induces an isomorphism of $\mathcal{O}$ with End $((E, \iota))$.

Let $\phi: E \rightarrow F$ be an isogeny of degree $\ell$. A $K$-orientation $\iota: K \hookrightarrow \operatorname{End}^{0}(E)$ determines a $K$-orientation $\phi_{*}(\iota): K \hookrightarrow \operatorname{End}^{0}(F)$ on $F$, defined by

$$
\phi_{*}(\iota)(\alpha)=\frac{1}{\ell} \phi \circ \iota(\alpha) \circ \hat{\phi}
$$

Conversely, given $K$-oriented elliptic curves $\left(E, \iota_{E}\right)$ and $\left(F, \iota_{F}\right)$ we say that an isogeny $\phi: E \rightarrow F$ is $K$-oriented if $\phi_{*}\left(\iota_{E}\right)=\iota_{F}$, i.e. if the orientation on $F$ is induced by $\phi$. The restriction to $K$-oriented isogenies determines a category of $K$-oriented elliptic curves, hence of $K$-oriented isomorphism classes, and a subcategory of $\mathcal{O}$-oriented elliptic curves.

If $E$ admits a primitive $\mathcal{O}$-orientation by an order $\mathcal{O}$ in $K, \phi: E \rightarrow F$ is an isogeny then $F$ admits an induced primitive $\mathcal{O}^{\prime}$-orientation for an order $\mathcal{O}^{\prime}$ satisfying

$$
\mathbb{Z}+\ell \mathcal{O} \subseteq \mathcal{O}^{\prime} \text { and } \mathbb{Z}+\ell \mathcal{O}^{\prime} \subseteq \mathcal{O}
$$

We say that an isogeny $\phi: E \rightarrow F$ is an $\mathcal{O}$-oriented isogeny if $\mathcal{O}=\mathcal{O}^{\prime}$.
The introduction of an orientation permits one to recover the terminology and the approach used in the ordinary case, see 5.2.1. If $\ell$ is prime, as direct analogue of [Koh1, Prop. 4.2.23], one of the following holds:

- $\mathcal{O}=\mathcal{O}^{\prime}$ and we say that $\phi$ is horizontal,
- $\mathcal{O} \subset \mathcal{O}^{\prime}$ with index $\ell$ and we say that $\phi$ is ascending,
- $\mathcal{O}^{\prime} \subset \mathcal{O}$ with index $\ell$ and we say that $\phi$ is descending.

Moreover if the discriminant of $\mathcal{O}$ is $\Delta$, then there are exactly $\ell-\left(\frac{\Delta}{\ell}\right)$ descending isogenies. If $\mathcal{O}$ is maximal at $\ell$, then there are $\left(\frac{\Delta}{\ell}\right)+1$ horizontal isogenies, and if $\mathcal{O}$ is non-maximal at $\ell$, then there is exactly one ascending $\ell$-isogeny and no horizontal isogenies.

For an oriented class $(E, \iota)$ with endomorphism ring $\mathcal{O}=\operatorname{End}((E, \iota))$, we define $(E, \iota)$ to be at the surface (or depth 0 ) if $\mathcal{O}$ is $\ell$-maximal, and to be at depth $n$ if the valuation at $\ell$ of $\left[\mathcal{O}_{K}: \mathcal{O}\right]$ is $n$. In the next section we introduce $\ell$-isogeny chains linking oriented curves at the surface to oriented curves at depth $n$.

The oriented graph $G_{S}(E, \iota)$ is the graph whose vertices are $K$-oriented isomorphism classes, with fixed base vertex $(E, \iota)$, and whose edges are $K$-oriented $\ell$-isogenies for $\ell$ in $S$.

### 5.3.2 Isogeny chains and ladders

Let $E_{0} / k$ be a fixed supersingular elliptic curve, equipped with an $\mathcal{O}$-orientation, and let $\ell \neq p$ be a prime.

Definition. We define an $\ell$-isogeny chain of length $n$ from $E_{0}$ to $E$ to be a sequence of $\ell$-isogenies:

$$
E_{0} \xrightarrow{\phi_{0}} E_{1} \xrightarrow{\phi_{1}} E_{2} \xrightarrow{\phi_{2}} \ldots \xrightarrow{\phi_{n-1}} E_{n}=E .
$$

We say that the $\ell$-isogeny chain is without backtracking if $\operatorname{ker}\left(\phi_{i+1} \circ \phi_{i}\right) \neq E_{i}[\ell]$ for each $i=0, \ldots, n-1$, and say that the isogeny chain is descending (or ascending, or horizontal) if each $\phi_{i}$ is descending (or ascending, or horizontal, respectively).

Since the dual isogeny of $\phi_{i}$, up to isomorphism, is the only isogeny $\phi_{i+1}$ satisfying $\operatorname{ker}\left(\phi_{i+1} \circ \phi_{i}\right)=E_{i}[\ell]$, an isogeny chain is without backtracking if and only if the composition of two consecutive isogenies is cyclic. Moreover, we can extend this characterization in terms of cyclicity to the entire $\ell$-isogeny chain.

Lemma 5.39. The composition of the isogenies in an $\ell$-isogeny chain is cyclic if and only if the $\ell$-isogeny chain is without backtracking.

Remark. If an isogeny $\phi$ is descending, then the unique ascending isogeny from $\phi(E)$, up to isomorphism, is the dual isogeny $\hat{\phi}$, satisfying $\hat{\phi} \phi=[\ell]$. As an immediate consequence, a descending $\ell$-isogeny chain is automatically without backtracking, and an $\ell$-isogeny chain without backtracking is descending if and only if $\phi_{0}$ is descending.

Remark. An $\ell$-isogeny chain corresponds to a path in the underlying $\ell$-isogeny graph $G_{\ell}(E)$. The concept of backtracking, however, is more subtle in the $\ell$-isogeny graph with level structure $\Gamma$. In particular, an $\ell$-isogeny chain with $\phi_{i+1} \circ \phi_{i}=E_{i}[\ell]$ to $E_{i+2}=E_{i}$ may induce a nontrivial automorphism of $\Gamma$-orbits in $E_{i}[N]$. One of the interests of introducing level structure on graphs is to avoid backtracking, loops and cycles of order 2 in an $\ell$-isogeny graphs.

Suppose that $\left(E_{i}, \phi_{i}\right)$ is an $\ell$-isogeny chain, with $E_{0}$ equipped with an $\mathcal{O}_{K}$-orientation $\iota_{0}: \mathcal{O}_{K} \rightarrow \operatorname{End}\left(E_{0}\right)$. For each $i$, let $\iota_{i}: K \rightarrow \operatorname{End}^{0}\left(E_{i}\right)$ be the induced $K$-orientation on $E_{i}$; we note $\mathcal{O}_{i}=\operatorname{End}\left(E_{i}\right) \cap \iota_{i}(K)$ with $\mathcal{O}_{0}=\mathcal{O}_{K}$ and $\Delta_{i}=\operatorname{discr}\left(\mathcal{O}_{i}\right)$ with $\Delta_{0}=\Delta_{K}$. In particular, if $\left(E_{i}, \phi_{i}\right)$ is a descending $\ell$-chain, then $\iota_{i}$ induces an isomorphism

$$
\iota_{i}: \mathbb{Z}+\ell^{i} \mathcal{O}_{K} \longrightarrow \mathcal{O}_{i}
$$

Let $q$ be a prime different from $p$ and $\ell$ that splits in $\mathcal{O}_{K}$, let $\mathfrak{q}$ be a fixed prime over $q$. For each $i$ we set $\mathfrak{q}_{(i)}=\iota_{i}(\mathfrak{q}) \cap \mathcal{O}_{i}$, and define

$$
C_{i}=E_{i}\left[\mathfrak{q}_{(i)}\right]=\left\{P \in E_{i}[q] \mid \psi(P)=0 \text { for all } \psi \in \mathfrak{q}_{(i)}\right\}
$$

We define $F_{i}=E_{i} / C_{i}$, and let $\psi_{i}: E_{i} \rightarrow F_{i}$, an isogeny of degree $q$. By construction, it follows that $\phi_{i}\left(C_{i}\right)=C_{i+1}$ for all $i=0, \ldots, n-1$. In particular, if $\left(E_{i}, \phi_{i}\right)$ is a descending $\ell$-ladder, then $\iota_{i}$ induces an isomorphism

$$
\iota_{i}: \mathbb{Z}+\ell^{i} \mathcal{O}_{K} \longrightarrow \mathcal{O}_{i}
$$

The isogeny $\psi_{0}: E_{0} \rightarrow F_{0}=E / C_{0}$ gives the following diagram of isogenies:

and for each $i=0, \ldots, n-1$ there exists a unique $\phi_{i}^{\prime}: F_{i} \rightarrow F_{i+1}$ with kernel $\psi_{i}\left(\operatorname{ker}\left(\phi_{i}\right)\right)$ such that the following diagram commutes:


The isogenies $\psi_{i}: E_{i} \rightarrow F_{i}$ induce orientations $\iota_{i}^{\prime}: \mathcal{O}_{i}^{\prime} \rightarrow \operatorname{End}\left(F_{i}\right)$. This construction motivates the following definition.

Definition. An $\ell$-ladder of length $n$ and degree $q$ is a commutative diagram of $\ell$-isogeny chains $\left(E_{i}, \phi_{i}\right)$ and $\left(F_{i}, \phi_{i}^{\prime}\right)$ of length $n$ connected by $q$-isogenies $\left(\psi_{i}: E_{i} \rightarrow F_{i}\right)$ :


We also refer to an $\ell$-ladder of degree $q$ as a $q$-isogeny of $\ell$-isogeny chains, which we express as $\psi:\left(E_{i}, \phi_{i}\right) \rightarrow$ $\left(F_{i}, \phi_{i}^{\prime}\right)$.

We say that an $\ell$-ladder is ascending (or descending, or horizontal) if the $\ell$-isogeny chain ( $E_{i}, \phi_{i}$ ) is ascending (or descending, or horizontal, respectively). We say that the $\ell$-ladder is level if $\psi_{0}$ is a horizontal $q$-isogeny. If the $\ell$-ladder is descending (or ascending), then we refer to the length of the ladder as its depth (or, respectively, as its height).

Lemma 5.40. An $\ell$-ladder $\psi:\left(E_{i}, \phi_{i}\right) \rightarrow\left(F_{i}, \phi_{i}^{\prime}\right)$ of oriented elliptic curves is level if and only if End $\left(\left(E_{i}, \iota_{i}\right)\right)$ is isomorphic to $\operatorname{End}\left(\left(F_{i}, \iota_{i}^{\prime}\right)\right)$ for all $0 \leq i \leq n$. In particular, if the $\ell$-ladder is level, then $\left(E_{i}, \phi_{i}\right)$ is descending (or ascending, or horizontal) if and only if $\left(F_{i}, \phi_{i}^{\prime}\right)$ is descending (or ascending, or horizontal).

Remark. In the sequel we will assume that $E_{0}$ is oriented by a maximal order $\mathcal{O}_{K}$. In Section 5.3.3 we investigate using the effective horizontal isogenies of $E_{0}$ to derive an effective class group action, and introduce a modular version of this action in Section 5.3.4. Walking down a descending isogeny chain, each elliptic curve will be oriented by an order of decreasing size and the final elliptic curve, which will be our final object of study, will have an orientation by an order of large index in $\mathcal{O}_{K}$ with action by a large class group.

Since the supersingular $\ell$-isogeny graph is connected, every supersingular elliptic curve admits an $\ell$ isogeny chain back to a curve oriented by any given maximal order $\mathcal{O}_{K}$, so such a construction exists for any supersingular elliptic curve.

### 5.3.3 Oriented curves and class group action

As before, we let $K$ be an imaginary quadratic field, $\mathcal{O}_{K}$ its maximal order and $\mathcal{O} \subseteq \mathcal{O}_{K}$ an arbitrary order. Let $\mathfrak{A}$ denote a quaternion algebra in which $K$ embeds and $\mathfrak{O}$ an arbitrary maximal order. By the hypothesis that $K$ embeds in $\mathfrak{A}$, there exist unique primes $\mathfrak{p} \subset \mathcal{O}$ and $\mathfrak{P} \subset \mathfrak{O}$ over $p$. We recall that $\mathfrak{O}$ is locally at $p$ a non-commutative discrete valuation ring with residue field $\mathfrak{O} / \mathfrak{P}$ isomorphic to $\mathbb{F}_{p^{2}}$. In what follows we assume that $E$ is a supersingular elliptic curve over $\overline{\mathbb{F}}_{p}$, and suppose that $\mathfrak{O}=E \operatorname{nd}(E)$ and $\mathfrak{A}=\mathfrak{A}_{p, \infty}=\operatorname{End}^{0}(E)=\operatorname{End}(E) \otimes \mathbb{Q}$, and that $E$ admits a primitive orientation by $\mathcal{O}$ (which is consequently $p$-maximal). We denote by $\sigma$ the arithmetic Frobenius map on $\overline{\mathbb{F}}_{p}$, and its induced map on $\mathbb{F}_{p^{2}}$ :

and the Frobenius $p$-isogeny $\pi_{p}: E \longrightarrow E^{\sigma}$, where $E^{\sigma}$ is sometimes denoted $E^{(p)}$.

## Class group action

Let $\operatorname{SS}(p)$ denote the set of supersingular elliptic curves over $\overline{\mathbb{F}}_{p}$ up to isomorphism, and let $\mathrm{SS}_{\mathcal{O}}(p)$ be the set of $\mathcal{O}$-oriented supersingular elliptic curves up to $K$-isomorphism over $\overline{\mathbb{F}}_{p}$, and denote the subset of primitive $\mathcal{O}$-oriented curves by $\mathrm{SS}_{\mathcal{O}}^{p r}(p)$.

$$
\mathrm{SS}_{\mathcal{O}}^{p r}(p)=\left\{\text { primitive oriented supersingular elliptic curve } / \overline{\mathbb{F}}_{p}\right\} / \simeq
$$

An element of $\mathrm{SS}_{\mathcal{O}}^{p r}(p)$ consists of the data of

- a supersingular elliptic curve $E / \overline{\mathbb{F}}_{p}$,
- a primitive orientation $\iota: \mathcal{O} \hookrightarrow \operatorname{End}(E)$.

The additional structure of a p-orientation is a homomorphism $\rho: \mathcal{O} \longrightarrow \overline{\mathbb{F}}_{p}$. We note that End $(E)$ is equipped with a $p$-orientation $\rho: \operatorname{End}(E) \hookrightarrow \overline{\mathbb{F}}_{p}$ given by its action on the 1-dimensional vector space of invariant differentials, with kernel $\mathfrak{P}$ :

$$
\alpha^{*} \omega_{E}=\rho(\alpha) \omega_{E} \text { for all } \alpha \in \operatorname{End}(E)
$$

For this fixed $\operatorname{End}(E) / \mathfrak{P} \hookrightarrow \mathbb{F}_{p^{2}} \subseteq \overline{\mathbb{F}}_{p}$, a p-orientation on $\mathcal{O}$ is determined by $\iota$, as it is the unique choice of reduction such that $\omega_{E} \circ \iota(\alpha)=\rho(\alpha) \omega$ for all $\alpha \in \mathcal{O}$. :


Remark. On the quaternion algebra side these are called normalized optimal embeddings, see [Bel]. We are distinguishing between the two optimal embedding which are one the complex conjugate of the other. Indeed, there are two conjugate choices for $\rho$ and they correspond to primitive orientations on a curve $E$ and its twist $E^{\sigma}: \rho$ and $\bar{\rho}$ determine two points $(E, \iota)$ and $\left(E^{(\sigma)}, \iota^{(\sigma)}\right)$ in $\mathrm{SS}_{\mathcal{O}}^{p r}$ where $\iota^{(\sigma)}$ is the Frobenius conjugate of $\iota$.

If we look at it the other way around, once we fix a choice for $\rho$ then we get a choice for $\iota$ : out of the two embeddings with the same image (conjugate to one another) we pick the one which is normalized by the choice of $\rho$.

Remark. What Onuki [Onu], and others following him, do is to start from the set $\mathcal{E} \ell \ell(\mathcal{O})$ of isomorphism classes of elliptic curves over $H_{\mathcal{O}}$-the ring class field of $\mathcal{O}$ - with CM by $\mathcal{O}$, and eventually take their reduction modulo $p$

$$
\begin{aligned}
\rho: \mathcal{E} \ell \ell(\mathcal{O}) & \longrightarrow \mathrm{SS}_{\mathcal{O}}^{p r}(p) \\
E & \longrightarrow\left(\tilde{E}, \iota_{E}\right)=(E \bmod p,[\cdot] \bmod p)
\end{aligned}
$$

where [.] is the isomorphism $\mathcal{O} \rightarrow \operatorname{End}(E)$. Here lies the choice of the reduction in the sense that this isomorphism can be chosen so to be normalized or not.

We denote by $\mathrm{SS}_{\mathcal{O}}(\rho)$ the set of oriented supersingular elliptic curves with $\rho$ induced by $\iota$ and $\operatorname{End}(E) / \mathfrak{P} \hookrightarrow$ $\overline{\mathbb{F}}_{p}$, and $\mathrm{SS}_{\mathcal{O}}(\bar{\rho})$ the opposite $p$-orientation class. In the notation of Belding [Bel, § 2.3.2], the set $\mathrm{SS}_{\mathcal{O}}^{p r}(\rho)$ consists of normalized optimal embeddings.

Remark. The $p$-orientation $\rho$ restricts to the same subset $\mathrm{SS}_{\mathcal{O}}^{p r}(\rho)$ of $\mathrm{SS}_{\mathcal{O}}^{p r}(p)$ as the image of the canonical lift:

$$
\rho: \mathcal{E} \ell \ell(\mathcal{O}) \longrightarrow \operatorname{SS}_{\mathcal{O}}^{p r}(p)
$$

in the notation of Onuki [Onu].
Remark. The Frobenius automorphism $\sigma$ induces an isomorphism $\mathrm{SS}_{\mathcal{O}}(\rho) \rightarrow \mathrm{SS}_{\mathcal{O}}(\bar{\rho})$ taking $(E, \iota)$ to ( $E^{\sigma}, \iota^{\sigma}$ ), noting that $\bar{\rho}=\sigma \circ \rho$.
Remark. Since $K$ embeds in $\mathfrak{A}$, the prime $p$ is either ramified or inert (if $p$ splits in $K$, then $\mathrm{SS}_{\mathcal{O}}^{p r}(p)$ is empty, [Onu, Th 3.2] and [ACL+2, Prop. 2.19]). In the former case, $\rho=\bar{\rho}$, hence

$$
\mathrm{SS}_{\mathcal{O}}(p)=\mathrm{SS}_{\mathcal{O}}(\rho)=\mathrm{SS}_{\mathcal{O}}(\bar{\rho})
$$

This follows since the image of $\rho$ lies in $\mathbb{F}_{p}$ :


In the latter case, $\mathrm{SS}_{\mathcal{O}}(p)$ decomposes into the disjoint union of the set of normalized oriented curves and its conjugate:

$$
\mathrm{SS}_{\mathcal{O}}(p)=\mathrm{SS}_{\mathcal{O}}(\rho) \cup \mathrm{SS}_{\mathcal{O}}(\bar{\rho})=\mathrm{SS}_{\mathcal{O}}(\rho) \cup \mathrm{SS}_{\mathcal{O}}(\rho)^{\sigma}
$$

With this notation for $\mathrm{SS}_{\mathcal{O}}(\rho)$, distinguished from $\mathrm{SS}_{\mathcal{O}}(p)$, we restate the theorem from [CK1]
Theorem 5.41. $\mathrm{SS}_{\mathcal{O}}^{p r}(\rho)$ is a torsor for $\mathrm{Cl}(\mathcal{O})$.
N.B. ${ }^{1}$ This result is restated as [Onu, Th. 3.4] and follows from [Bel]; theorem 3.3 in [Onu] implies the equality

$$
\mathrm{SS}_{\mathcal{O}}^{p r}(p)=\mathrm{SS}_{\mathcal{O}}^{p r}(\rho) \cup \mathrm{SS}_{\mathcal{O}}^{p r}(\bar{\rho}) .
$$

In [ACL+2, Prop. 4.2], the fact that these two orbits are disjoint when $p$ is inert in $\mathcal{O}$ is proved.
In this context the class group action is given by

$$
(\mathcal{C l}(\mathcal{O}) \rtimes\langle\sigma\rangle) \times \mathrm{SS}_{\mathcal{O}}^{p r}(p) \longrightarrow \mathrm{SS}_{\mathcal{O}}^{p r}(p)
$$

By lifting $\sigma$ to complex conjugation, the dihedral group $\mathcal{C l}(\mathcal{O}) \rtimes\langle\sigma\rangle$, can be identified with the Galois group $\mathcal{G} \operatorname{a} \ell\left(H_{\mathcal{O}} / \mathbb{Q}\right)$ acting on the set of canonical lifts $\mathcal{E} \ell \ell(\mathcal{O})$.

Remark. We note that $\mathcal{C l}(\mathcal{O})$ acts on $\mathrm{SS}_{\mathcal{O}}(\bar{\rho})$ via the conjugate action (with respect to that on $\mathrm{SS}_{\mathcal{O}}(\rho)$ ), giving a dihedral group action.

The action of the class group is given as in the ordinary case

where $\mathfrak{a}$ is any representative ideal coprime to the index $\left[\mathcal{O}_{K}: \mathcal{O}\right]$ so that the isogeny $E \rightarrow E / E[\mathfrak{a}]$ is horizontal. In particular, for fixed primitive $\mathcal{O}$-oriented $E$, we hence obtain a bijection of sets:

$$
\begin{aligned}
\mathrm{Cl}(\mathcal{O}) & \longrightarrow \mathrm{SS}_{\mathcal{O}}^{p r}(\rho) \\
{[\mathfrak{a}] \longmapsto } & \longrightarrow \mathfrak{a}] \cdot E
\end{aligned}
$$

For any ideal class [a] and generating set $\left\{\mathfrak{q}_{1}, \ldots, \mathfrak{q}_{r}\right\}$ of small primes, coprime to $\left[\mathcal{O}_{K}: \mathcal{O}\right]$, we can find an identity $[\mathfrak{a}]=\left[\mathfrak{q}_{1}^{e_{1}} \cdot \ldots \cdot \mathfrak{q}_{r}^{e_{r}}\right]$, in order to compute the action via a sequence of low-degree isogenies.

## Oriented supersingular isogeny graphs

For an ordinary $\ell$-isogeny isogeny graph $G_{\ell}(E)$, the points defined over $\mathbb{F}_{p^{n}}$ are determined by the condition $\mathbb{Z}\left[\pi^{n}\right] \subseteq \operatorname{End}(E)$. Since the class numbers of orders $\mathcal{O}$ in $K$ are unbounded, the previous theorem implies that the oriented supersingular graphs are infinite. While all supersingular curves and isogenies can be defined over $\mathbb{F}_{p^{2}}$, we can use the inclusion of an order $\mathcal{O} \subset \operatorname{End}(E)$ to restrict to a finite subgraph.

Corollary 5.42. Let $(E, \iota)$ be a K-oriented elliptic curve. The $\ell$-isogeny graph $G_{\ell}(E, \iota)$ is an infinite graph which is the union of the finite subgraphs whose vertices are restricted to $\mathrm{SS}_{\mathcal{O}}(p)$ for an order $\mathcal{O}$ in $K$.

The subrings $\mathcal{O}_{n}=\mathbb{Z}+\ell^{n} \mathcal{O}$ are a linearly ordered family which serve to bound the depth of $K$-oriented curves relative to a curve at the surface with orientation by an $\ell$-maximal order $\mathcal{O}$.

Example. Let $E_{0} / \overline{\mathbb{F}}_{71}$ be the supersingular elliptic curve with $j(E)=0$, oriented by the order $\mathcal{O}_{K}=\mathbb{Z}[\omega]$, where $\omega^{2}+\omega+1=0$. The unoriented 2-isogeny graph is the finite graph:

[^0]

The orientation by $K=\mathbb{Q}[\omega]$ differentiates vertices in the descending paths from $E_{0}$, determining a lift to an infinite graph shown here to depth 4:


Consider the descending path along vertex $j$-invariants ( $0,40,17,41,66$ ), and let $\mathfrak{p}_{7}$ be a prime over the split prime 7 . Since $\Delta_{K}=-3$ and $\Delta_{1}=\operatorname{disc}\left(\mathcal{O}_{1}\right)=-12$ are of class number one, $\mathfrak{p}_{7} \sim 1$, and the 7 -isogenous chain is likewise of the form $(0,40, \ldots)$.

At depth 2 , the class number of $\mathcal{O}_{2}$ of discriminant -48 is 2 , and a Minkowski reduction of $\mathfrak{p}_{7}$ is equivalent to a prime $\mathfrak{p}_{3}$ over 3. In particular, this prime is non-principal of order 2 , so the image chain extends $(0,40,48, \ldots)$.

At depth 3 , the class number of $\mathcal{O}_{3}$ is 4 , and $\mathfrak{p}_{7} \sim \overline{\mathfrak{p}}_{7}$ are primes of order 2 in the class group, hence the two 7 -isogenies are to the same chain $(0,40,48,48, \ldots)$. Finally at depth 4 we differentiate the two primes $\mathfrak{p}_{7}$ and $\overline{\mathfrak{p}}_{7}$ in $\mathcal{O}_{4}$ each of order 4 . The two extensions $(0,40,48,48,66)$ and $(0,40,48,48,40)$, each of which corresponds to one of the primes over 7 . For a choice of prime $\mathfrak{p}_{7}$ we have thus determined the following ladder inducing the action of $\mathfrak{p}_{7}$ on the $\ell$-isogeny chain.


## The forgetful map to unoriented isogeny graphs

In this section we address the extent of non-injectivity of the forgetful map from oriented curves in the infinite oriented supersingular $\ell$-isogeny graphs to the finite supersingular graph.

By Theorem 5.41, we have a bijection (isomorphism of sets with $\mathcal{C l}(\mathcal{O})$-action):

$$
\mathcal{C l}(\mathcal{O}) \cong \mathrm{SS}_{\mathcal{O}}^{p r}(\rho) \subseteq \mathrm{SS}_{\mathcal{O}}(\rho)
$$

determined by any choice of base point. On the other hand, for a descending chain of imaginary quadratic orders of index $\ell$,

$$
\mathcal{O}_{K}=\mathcal{O}_{0} \supset \mathcal{O}_{1} \supset \cdots \supset \mathcal{O}_{i} \supset \cdots
$$

determined by a descending $\ell$-isogeny chain, the class numbers satisfy the geometric growth $h\left(\mathcal{O}_{i+1}\right)=$ $\ell h\left(\mathcal{O}_{i}\right)$ for all $i \geq 1$. In particular, the inclusion $\mathcal{O}_{i+1} \subset \mathcal{O}_{i}$ determines an inclusion $\mathrm{SS}_{\mathcal{O}_{i}}(\rho) \subset \mathrm{SS}_{\mathcal{O}_{i+1}}(\rho)=$ $\mathrm{SS}_{\mathcal{O}_{i}}(\rho) \cup \mathrm{SS}_{\mathcal{O}_{i+1}}^{p r}(\rho)$. Consequently we have an unbounded chain of sets

$$
\mathrm{SS}_{\mathcal{O}_{K}}(\rho) \subset \mathrm{SS}_{\mathcal{O}_{1}}(\rho) \subset \cdots \subset \mathrm{SS}_{\mathcal{O}_{i}}(\rho) \subset \cdots
$$

equipped with forgetful maps $\mathrm{SS}_{\mathcal{O}_{i}}(\rho) \rightarrow \mathrm{SS}(p)$ sending the $\mathcal{O}_{i}$-isomorphism class $\left[\left(E, \mathcal{O}_{i}\right)\right]$ to the isomorphism class $[E]$ determined by the $j$-invariant $j(E)$.

This motivates the questions of when the map $\mathrm{SS}_{\mathcal{O}_{i}}(\rho) \rightarrow \mathrm{SS}(p)$ and its restriction to $\mathrm{SS}_{\mathcal{O}_{i}}^{p r}(\rho)$ are injective, and when these maps are surjective. We adopt the notation $H(p)$ for the cardinality $|S S(p)|$ of supersingular curves, denote by $X_{i}$ the image of $\mathrm{SS}_{\mathcal{O}_{i}}(\rho)$ in $\mathrm{SS}(p)$ and write $Y_{i}$ for the image of $\mathrm{SS}_{\mathcal{O}_{i}}^{p r}(\rho)$. Moreover we write $\lambda_{i}=\log _{p}\left(\left|\Delta_{i}\right|\right)$ where $\Delta_{i}=\ell^{2 i} \Delta_{K}=\Delta\left(\mathcal{O}_{i}\right)$. With this notation, Tables 5.3-5.6 give tables of values for $\left|Y_{i}\right|,\left|X_{i}\right|$, and $\lambda_{i}$, for primes of $10,11,12$ and 13 bits respectively, depicting the boundary line for injectivity at $\lambda_{i}=1$ and the critical line for surjectivity at $\lambda_{i}=2$. We conclude this section with a general proposition, which follows from the following algebraic lemma, in order to justify the injectivity bound.

Lemma 5.43. Let $\alpha_{1}$ and $\alpha_{2}$ be elements of a maximal quaternion order in a quaternion algebra over $\mathbb{Q}$ ramified at a prime $p$. Set $\Delta_{i}=\operatorname{disc}\left(\mathbb{Z}\left[\alpha_{i}\right]\right)$ for $i \in\{1,2\}$, and define $\omega$ to be the commutator $\left[\alpha_{1}, \alpha_{2}\right]=$ $\alpha_{1} \alpha_{2}-\alpha_{2} \alpha_{1}$. Then $\omega$ satisfies $\operatorname{Tr}(\omega)=0, N(\omega)=\left(\Delta_{1} \Delta_{2}-T^{2}\right) / 4$ where $T=2 \operatorname{Tr}\left(\alpha_{1} \alpha_{2}\right)-\operatorname{Tr}\left(\alpha_{1}\right) \operatorname{Tr}\left(\alpha_{2}\right)$, and $N(\omega) \equiv 0 \bmod p$.

Proof. The equality $\operatorname{Tr}(\omega)=0$ follows from the relation $\operatorname{Tr}\left(\alpha_{1} \alpha_{2}\right)=\operatorname{Tr}\left(\alpha_{2} \alpha_{1}\right)$ and linearity of the reduced trace. The expression for the reduced norm $N(\omega)$ is an elementary calculation. The congruence $N(\omega)=$ $0 \bmod p$ holds since the unique maximal ideal $\mathfrak{P}$ over $p$ in the quaternion order is the subset of elements $\alpha$ with $N(\alpha) \equiv 0 \bmod p$, and the quotient by $\mathfrak{P}$ is isomorphic to the (commutative) finite field $\mathbb{F}_{p^{2}}$. Hence $\alpha_{1} \alpha_{2} \equiv \alpha_{2} \alpha_{1} \bmod \mathfrak{P}$ which implies $\omega \bmod \mathfrak{P}=0$, from which $N(\omega) \equiv 0 \bmod p$ holds.

Proposition 5.44. Let $\mathcal{O}$ be an imaginary quadratic order of discriminant $\Delta$ and $p$ a prime which is inert in $\mathcal{O}$. If $|\Delta|<p$, then the $\operatorname{map} \mathrm{SS}_{\mathcal{O}}(\rho) \rightarrow \mathrm{SS}(p)$ is injective.

Proof. If the map is not injective, there exists a supersingular elliptic curve $E / \overline{\mathbb{F}}_{p}$, such that End $(E)$ admits distinct embeddings $\iota_{i}: \mathcal{O}=\mathbb{Z}[\alpha] \rightarrow \operatorname{End}(E)$, for $i \in\{1,2\}$. Let $\alpha_{i}=\iota_{i}(\alpha)$ and set $\omega=\left[\alpha_{1}, \alpha_{2}\right]$. By the previous lemma, we have

$$
\mathrm{N}(\omega)=\frac{\Delta^{2}-T^{2}}{4} \equiv 0 \bmod p
$$

Since $p$ is prime, and $T \equiv \Delta \bmod 2$, we have either $|\Delta|-|T| \equiv 0 \bmod 2 p$ or $|\Delta|+|T| \equiv 0 \bmod 2 p$. Moreover, since $\operatorname{End}(E)$ is an order in a definite quaternion algebra, we have $N(\omega)>0$, hence $|T|<|\Delta|$. It follows that $2 p \leq|\Delta|+|T| \leq 2|\Delta|$, and hence $p \leq|\Delta|$. As a consequence, we conclude that if the map is injective, then $|\Delta|<p$.

Remark. See also [Kan, Th. 2'] for a similar result on the quaternion side.

| $p=1013$ |  |  |  |  |  | $p=1019$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| i | \|h( $\left.O_{i}\right)$ | $\left\|Y_{i}\right\|$ | $\left\|X_{i}\right\|$ | $H(p)$ | $\lambda_{i}$ | $i$ | $h\left(O_{i}\right)$ | $Y_{i} \mid$ | $\left\|X_{i}\right\|$ | $H(p)$ | $\lambda_{i}$ |
| 1 | 1 | 1 | 1 | 85 | 0.3590 | 1 | 1 | 1 | 1 | 86 | 0.3587 |
| 2 | 2 | 2 | 3 | 85 | 0.5593 | 2 | 2 | 2 | 3 | 86 | 0.5588 |
| 3 | 4 | 4 | 7 | 85 | 0.7596 | 3 | 4 | 4 | 7 | 86 | 0.7590 |
| 4 | 8 | 8 | 15 | 85 | 0.9599 | 4 | 8 | 8 | 15 | 86 | 0.9591 |
| 5 | 16 | 16 | 29 | 85 | 1.1603 | 5 | 16 | 15 | 30 | 86 | 1.1593 |
| 6 | 32 | 26 | 47 | 85 | 1.3606 | 6 | 32 | 29 | 49 | 86 | 1.3594 |
| 7 | 64 | 43 | 66 | 85 | 1.5609 | 7 | 64 | 46 | 69 | 86 | 1.5595 |
| 8 | 128 | 70 | 82 | 85 | 1.7612 | 8 | 128 | 64 | 81 | 86 | 1.7597 |
| 9 | 256 | 79 | 85 | 85 | 1.9615 | 9 | 256 | 83 | 84 | 86 | 1.9598 |
| 10 | 512 | 83 | 85 | 85 | 2.1618 | 10 | 512 | 86 | 86 | 86 | 2.1600 |

Table 5.3 - Sizes of images of oriented classes mapping to supersingular curves for primes of 10 bits

| $p=2027$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $i$ | $h\left(O_{i}\right)$ | $\left\|Y_{i}\right\|$ | $\left\|X_{i}\right\| \mid H(p)$ | $\lambda_{i}$ |  |
| 1 | 1 | 1 | 1 | 170 | 0.3263 |
| 2 | 2 | 2 | 3 | 170 | 0.5084 |
| 3 | 4 | 4 | 7 | 170 | 0.6904 |
| 4 | 8 | 8 | 15 | 170 | 0.8725 |
| 5 | 16 | 16 | 31 | 170 | 1.0546 |
| 6 | 32 | 30 | 57 | 170 | 1.2366 |
| 7 | 64 | 55 | 98 | 170 | 1.4187 |
| 8 | 128 | 92 | 144 | 170 | 1.6007 |
| 9 | 256 | 136 | 166 | 170 | 1.7828 |
| 10 | 512 | 165 | 169 | 170 | 1.9649 |
| 11 | 1024 | 166 | 170 | 170 | 2.1469 |


| $p=2039$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $i$ | $h\left(O_{i}\right)$ | $\left\|Y_{i}\right\|$ | $\left\|X_{i}\right\|$ | $H(p)$ | $\lambda_{i}$ |
| 1 | 1 | 1 | 1 | 171 | 0.3260 |
| 2 | 2 | 2 | 3 | 171 | 0.5080 |
| 3 | 4 | 4 | 7 | 171 | 0.6899 |
| 4 | 8 | 8 | 15 | 171 | 0.8718 |
| 5 | 16 | 15 | 30 | 171 | 1.0537 |
| 6 | 32 | 29 | 56 | 171 | 1.2357 |
| 7 | 64 | 54 | 94 | 171 | 1.4176 |
| 8 | 128 | 87 | 130 | 171 | 1.5995 |
| 9 | 256 | 132 | 157 | 171 | 1.7814 |
| 10 | 512 | 155 | 169 | 171 | 1.9634 |
| 11 | 1024 | 169 | 171 | 171 | 2.1453 |

Table 5.4 - Sizes of images of oriented classes mapping to supersingular curves for primes of 11 bits

| $p=4079$ |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $i$ | $h\left(O_{i}\right)$ | $\left\|Y_{i}\right\|$ | $\left\|X_{i}\right\| \mid$ | $H(p)$ | $\lambda_{i}$ |  | $h\left(O_{i}\right)$ | $\left\|Y_{i}\right\|$ | $\left\|X_{i}\right\|$ | $H(p)$ | $\lambda_{i}$ |  |
| 1 | 1 | 1 | 1 | 341 | 0.2988 |  | 1 | 1 | 1 | 1 | 342 | 0.2987 |
| 2 | 2 | 2 | 3 | 341 | 0.4656 |  | 2 | 2 | 2 | 3 | 342 | 0.4654 |
| 3 | 4 | 4 | 7 | 341 | 0.6323 |  | 3 | 4 | 4 | 7 | 342 | 0.6321 |
| 4 | 8 | 8 | 15 | 341 | 0.7991 |  | 4 | 8 | 8 | 15 | 342 | 0.7988 |
| 5 | 16 | 16 | 31 | 341 | 0.9658 | 5 | 16 | 16 | 31 | 342 | 0.9655 |  |
| 6 | 32 | 31 | 62 | 341 | 1.1326 |  | 6 | 32 | 30 | 59 | 342 | 1.1322 |
| 7 | 64 | 61 | 113 | 341 | 1.2993 | 7 | 64 | 59 | 110 | 342 | 1.2989 |  |
| 8 | 128 | 111 | 196 | 341 | 1.4661 | 8 | 128 | 107 | 182 | 342 | 1.4656 |  |
| 9 | 256 | 180 | 276 | 341 | 1.6328 | 9 | 256 | 186 | 263 | 342 | 1.6323 |  |
| 10 | 512 | 258 | 326 | 341 | 1.7996 | 10 | 512 | 266 | 326 | 342 | 1.7990 |  |
| 11 | 1024 | 318 | 340 | 341 | 1.9663 | 11 | 1024 | 314 | 341 | 342 | 1.9657 |  |
| 12 | 2048 | 340 | 341 | 341 | 2.1331 |  | 12 | 2048 | 339 | 342 | 342 | 2.1323 |

Table 5.5 - Sizes of images of oriented classes mapping to supersingular curves for primes of 12 bits

| $p=8147$ |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $i$ | $h\left(O_{i}\right)$ | $\left\|Y_{i}\right\|$ | $\left\|X_{i}\right\|$ | $H(p)$ | $\lambda_{i}$ |  | $h\left(O_{i}\right)$ | $\left\|Y_{i}\right\|$ | $\left\|X_{i}\right\|$ | $H(p)$ | $\lambda_{i}$ |  |
| 1 | 1 | 1 | 1 | 680 | 0.2759 | 1 | 1 | 1 | 1 | 682 | 0.2758 |  |
| 2 | 2 | 2 | 3 | 680 | 0.4298 | 2 | 2 | 2 | 3 | 682 | 0.4297 |  |
| 3 | 4 | 4 | 7 | 680 | 0.5838 | 3 | 4 | 4 | 7 | 682 | 0.5836 |  |
| 4 | 8 | 8 | 15 | 680 | 0.7377 | 4 | 8 | 8 | 15 | 682 | 0.7375 |  |
| 5 | 16 | 16 | 31 | 680 | 0.8916 | 5 | 16 | 16 | 31 | 682 | 0.8914 |  |
| 6 | 32 | 32 | 63 | 680 | 1.0456 |  | 6 | 32 | 32 | 63 | 682 | 1.0452 |
| 7 | 64 | 64 | 123 | 680 | 1.1995 | 7 | 64 | 64 | 123 | 682 | 1.1991 |  |
| 8 | 128 | 118 | 225 | 680 | 1.3535 | 8 | 128 | 121 | 236 | 682 | 1.3530 |  |
| 9 | 256 | 218 | 369 | 680 | 1.5074 | 9 | 256 | 223 | 399 | 682 | 1.5069 |  |
| 10 | 512 | 364 | 533 | 680 | 1.6613 | 10 | 512 | 385 | 582 | 682 | 1.6608 |  |
| 11 | 1024 | 530 | 650 | 680 | 1.8153 | 11 | 1024 | 527 | 662 | 682 | 1.8147 |  |
| 12 | 2048 | 644 | 675 | 680 | 1.9692 | 12 | 2048 | 631 | 678 | 682 | 1.9686 |  |
| 13 | 4096 | 677 | 680 | 680 | 2.1232 |  | 13 | 4096 | 680 | 681 | 682 | 2.1225 |

Table 5.6 - Sizes of images of oriented classes mapping to supersingular curves for primes of 13 bits

### 5.3.4 Modular isogenies

In this section we consider the way in which we effectively represent and compute isogenies. With the view to oriented isogenies, we focus on horizontal isogenies with kernel $E[\mathfrak{q}]$, where $E$ is a primitive $\mathcal{O}$-oriented elliptic curve and $\mathfrak{q}$ a prime ideal of $\iota(\mathcal{O})$. In what follows we suppress $\iota$ and identify $\mathcal{O}$ with $\iota(\mathcal{O})$.

## Effective endomorphism rings and isogenies

We say a subring of $\operatorname{End}(E)$ is effective if we have explicit polynomial or rational functions which represent its generators. The subring $\mathbb{Z}$ in $\operatorname{End}(E)$ is thus effective. Examples of effective imaginary quadratic subrings $\mathcal{O} \subset \operatorname{End}(E)$, are the subring $\mathcal{O}=\mathbb{Z}[\pi]$ generated by Frobenius, for either an ordinary elliptic curve, or a supersingular elliptic curve defined over $\mathbb{F}_{p}$, or an elliptic curve obtained by CM construction for an order $\mathcal{O}$ of small discriminant (in absolute value).

In the Couveignes [Cou] or the Rostovtsev-Stolbunov [RS] constructions, or in the CSIDH protocol [Cas + ], one works with the ring $\mathcal{O}=\mathbb{Z}[\pi]$. The disadvantage is that for large finite fields, the class group of $\mathcal{O}$ is large and the primes $\mathfrak{q}$ in $\mathcal{O}$ have no small degree elements. For large $p$ and small $q$, the smallest degree element of a prime $\mathfrak{q}$ of norm $q$ is the endomorphism [q], of degree $q^{2}$. The division polynomial $\psi_{q}(x)$, which cuts out the torsion group $E[q]$, is of degree $\left(q^{2}-1\right) / 2$. Consequently factoring $\psi_{q}(x)$ to find the kernel polynomial (see Kohel [Koh1, Chapter 2]) of degree $(q-1) / 2$ for $E[q]$ is relatively expensive. As a result, in the SIDH protocol [DJP], the ordinary protocol of De Feo, Smith, and Kieffer [DKS], or the CSIDH protocol [Cas+], the curves are chosen such that the points of $E[q]$ are defined over a small degree extension $\kappa / k$, particularly $[\kappa / k] \in\{1,2\}$, and working with rational points in $E(\kappa)$.

In the OSIDH protocol outlined in Chapter 6 , we propose the use of an effective CM order $\mathcal{O}_{K}$ of class number 1. In particular every prime $\mathfrak{q}$ of norm $q$ is generated by an endomorphism of the minimal degree $q$. For example we may take $\mathcal{O}_{K}$ to be the Eisenstein or Gaussian integers of discriminant -3 or -4 , generated by an automorphism. The kernel polynomial of degree $(q-1) / 2$ can be computed directly without need for a splitting field for $E[\mathfrak{q}]$, and the computation of a generator isogeny is a one-time precomputation. Using an analog of the construction of division polynomials, the computation of the kernel polynomial requires $O(q)$ field operations.

## Push forward isogenies

The extension of an isogeny (or, as we will see in the next section, of an endomorphism) of $E_{0}$ to an $\ell$-isogeny chain ( $E_{i}, \phi_{i}$ ) reduces to the construction of a ladder. At each step we are given $\phi_{i}: E_{i} \rightarrow E_{i+1}$ and $\psi_{i}: E_{i} \rightarrow F_{i}$ of coprime degrees, and need to compute

$$
\psi_{i+1}: E_{i+1} \rightarrow F_{i+1} \text { and } \phi_{i}^{\prime}: F_{i} \rightarrow F_{i+1}
$$

Rather than working with elliptic curves and isogenies, we construct the oriented graphs directly as points on a modular curve linked by modular correspondences defined by modular polynomials.

## Modular curves and isogenies

The use of modular curves for efficient computation of isogenies has an established history (see Elkies [Elk2] and Chapter 2). For this purpose we represent isogeny chains and ladders as finite sequences of points on the modular curve $\mathcal{X}=X(1)$ preserving the relations given by a modular equation.

We recall that the modular curve $X(1) \cong \mathbb{P}^{1}$ classifies elliptic curves up to isomorphism, and the function $j$ generates its function field. The family of elliptic curves

$$
E: y^{2}+x y=x^{3}-\frac{36}{(j-1728)} x-\frac{1}{(j-1728)}
$$

covers all isomorphism classes $j \neq 0,12^{3}$ or $\infty$, such that the fiber over $j_{0} \in k$ is an elliptic curve of $j$-invariant $j_{0}$. The curves $y^{2}+y=x^{3}$ and $y^{2}=x^{3}+x$ deal with the cases $j=0$ and $j=1728$.

The modular polynomial $\Phi_{m}(X, Y)$ defines a correspondence in $X(1) \times X(1)$ such that $\Phi_{m}\left(j(E), j\left(E^{\prime}\right)\right)=$ 0 if and only if there exists a cyclic $m$-isogeny $\phi$ from $E$ to $E^{\prime}$, possibly over some extension field. The curve in $X(1) \times X(1)$ cut out by $\Phi_{m}(X, Y)=0$ is a singular image of the modular curve $X_{0}(m)$ parametrizing such pairs $(E, \phi)$.

Remark. The modular curve $X(1)$ can be replaced by any genus 0 modular curve $\mathcal{X}$ parametrizing elliptic curves with level structure. Lifting the modular polynomials back to $\mathcal{X}$ of higher level (but still genus 0 ) has an advantage of reducing the coefficient size of the corresponding modular polynomials $\Phi_{m}(X, Y)$, see chapter 3.

In the case of CSIDH, the authors use $\mathcal{X}=X_{0}(4)$, with a modular function $a \in k\left(X_{0}(4)\right)$ to parametrize the family of curves

$$
E: y^{2}=x\left(x^{2}+a x+1\right)
$$

together with a cyclic subgroup $C \subset E$ of order 4 , whose generators are cut out by $x=1$. The map $\mathcal{X} \rightarrow X(1)$ is given by

$$
j=\frac{2^{8}\left(a^{2}-3\right)^{3}}{(a-2)(a+2)}
$$

The approach via modular isogenies of this section can be adapted as well to the CSIDH protocol.
Definition. A modular $\ell$-isogeny chain of length $n$ over $k$ is a finite sequence $\left(j_{0}, j_{1}, \ldots, j_{n}\right)$ in $k$ such that $\Phi_{\ell}\left(j_{i}, j_{i+1}\right)=0$ for $0 \leq i<n$. A modular $\ell$-ladder of length $n$ and degree $q$ over $k$ is a pair of modular $\ell$-isogeny chains

$$
\left(j_{0}, j_{1}, \ldots, j_{n}\right) \text { and }\left(j_{0}^{\prime}, j_{1}^{\prime}, \ldots, j_{n}^{\prime}\right)
$$

such that $\Phi_{q}\left(j_{i}, j_{i}^{\prime}\right)=0$.
Clearly an $\ell$-isogeny chain $\left(E_{i}, \phi_{i}\right)$ determines the modular $\ell$-isogeny chain $\left(j_{i}=j\left(E_{i}\right)\right)$, but the converse is equally true.

Proposition 5.45. If $\left(j_{0}, \ldots, j_{n}\right)$ is a modular $\ell$-isogeny chain over $k$, and $E_{0} / k$ is an elliptic curve with $j\left(E_{0}\right)=j_{0}$, then there exists an $\ell$-isogeny chain $\left(E_{i}, \phi_{i}\right)$ such that $j_{i}=j\left(E_{i}\right)$ for all $0 \leq i \leq n$.

Given any modular $\ell$-isogeny chain $\left(j_{i}\right)$, elliptic curve $E_{0}$ with $j\left(E_{0}\right)=j_{0}$, and isogeny $\psi_{0}: E_{0} \rightarrow F_{0}$, it follows that we can construct an $\ell$-ladder $\psi:\left(E_{i}, \phi_{i}\right) \rightarrow\left(F_{i}, \phi_{i}^{\prime}\right)$ and hence a modular $\ell$-isogeny ladder. In fact the $\ell$-ladder can be efficiently constructed recursively from the modular $\ell$-isogeny chain $\left(j_{0}, \ldots, j_{n}\right)$ and $\left(j_{0}^{\prime}, \ldots, j_{n}^{\prime}\right)$, by solving the system of equations

$$
\Phi_{\ell}\left(j_{i}^{\prime}, Y\right)=\Phi_{q}\left(j_{i+1}, Y\right)=0 \quad \text { for } Y=j_{i+1}^{\prime}
$$

Remark. The modular polynomial $\Phi_{q}(X, Y)$ is degree $q+1$ in $X$ and $Y$. The evaluation at $X=j \in \mathbb{F}_{p^{2}}$ requires $O\left(q^{2}\right)$ field multiplications. The subsequent gcd requires $O(\ell q)$ operations, and these operations are repeated to depth $n$.

Now let $\Delta<0$ be the discriminant of $\mathcal{O} \stackrel{m}{\subseteq} \mathcal{O}_{K}$. We define $\mathrm{CM}(\Delta) \subseteq X(1)_{\mathbb{Q}}=j$-line, the subscheme of CM -points of discriminant discr$(\mathcal{O})=\Delta$.


Remark. In our situation $\Delta=\ell^{2 n} \Delta_{K}$ with $p \nmid m=\ell^{n}$.
On the divisors, this gives the following picture

$$
\begin{array}{cc}
\operatorname{Div}\left(\mathrm{CM}(\Delta)_{\mathbb{Q}}\right) \longrightarrow & \operatorname{Div}\left(\mathrm{SS}\left(\mathbb{F}_{p}\right)_{\mathbb{F}_{p}}\right) \\
\cap & \cap \\
\operatorname{Div}\left(X(1)_{\mathbb{Q}}\right) \longrightarrow \operatorname{Div}\left(X(1)_{\mathbb{F}_{p}}\right)
\end{array}
$$

For a prime $q$, we get a Hecke operator

$$
T_{q}: P \longrightarrow \underbrace{\sum_{q}(P, Q)=0}_{q+1 \text { elements }} Q
$$

associating to an elliptic curve all its neighboring curves in the isogeny graph.


Level structure. More in general, a modular $\ell$-isogeny chain is determined by a set of (supersingular) moduli points on a modular curve $\mathcal{X}=X(\Gamma) / \mathbb{F}_{p}$ for some $\Gamma \subset \Gamma(N)$, and edge relations given by points in the cover,

$$
\mathcal{X}\left(\Gamma_{0}(\ell)\right) \longrightarrow \mathcal{X} \times \mathcal{X}
$$

over a given pair of moduli points, or by $\mathcal{X}\left(\Gamma_{0}\left(\ell^{t+1}\right)\right) \rightarrow \mathcal{X} \times \mathcal{X}$ when $\Gamma \subset \Gamma_{0}\left(\ell^{t}\right)$. Here $\mathcal{X}\left(\Gamma_{0}(\ell)\right)$ is the modular curve

$$
\mathcal{X}\left(\Gamma_{0}(\ell)\right)=X\left(\Gamma_{0}(\ell) \cap \Gamma\right)
$$

Remark. When $\Gamma=\mathrm{PSL}_{2}(\mathbb{Z})$, the moduli points are the $j$-invariants of the supersingular points, and the image of $\mathcal{X}\left(\Gamma_{0}(\ell)\right.$ is given by the classical modular polynomial $\Phi_{\ell}(x, y)$.

When working with a level structure $\Gamma$, the oriented points are associated to a ray class group $\mathcal{C \ell}\left(\mathcal{O}_{K}, \Gamma\right)$ preserving the $\Gamma$-structure and $\ell$-isogeny chains with ray class groups $\mathcal{C \ell}\left(\mathcal{O}_{n}, \Gamma\right)$. When representing the ideal classes by binary quadratic forms (or lattices in $\mathbb{C}$ ), the equivalence class is determined by a form or lattice with basis up to equivalence by $\Gamma$ rather than by the full group $\mathrm{PSL}_{2}(\mathbb{Z})$, see Section 5.1.

### 5.4 Initialization of ladders

In what follows we characterize the initialization phase of a ladder construction, i.e., the construction of $q$-isogenies of $\ell$-chains, for level one $\left(\Gamma=\mathrm{PSL}_{2}(\mathbb{Z})\right)$. One could note, however, that an $\ell$-isogeny chain is essentially a level- $\Gamma_{0}\left(\ell^{n}\right)$ point (over a fixed on $X(1)$ ). The lift to a level- $\Gamma$ structure preserves the local structure, but we will be able to separate points sooner (i.e. the 2-torsion of $\mathcal{C l}\left(\mathcal{O}_{m}\right)$ may lift to non 2-torsion point in $\left.\mathcal{C l}\left(\mathcal{O}_{m}, \Gamma\right)\right)$.

We consider an elliptic curve $E_{0} / k\left(k=\mathbb{F}_{p^{2}}\right)$ with an $\mathcal{O}_{k}$-orientation by an effective ring $\mathcal{O}_{k}$; most of the times $\mathcal{O}_{K}$ will be of small class number or even of class number 1, e.g. $j=0$ or $j=12^{3}$ (for which $\mathcal{O}_{K}=\mathbb{Z}\left[\zeta_{3}\right]$ or $\mathbb{Z}[i]$ ), We also fix a small prime $\ell$, and a descending $\ell$-isogeny chain from $E_{0}$ to $E=E_{n}$. The $\mathcal{O}_{K}$-orientation on $E_{0}$ and $\ell$-isogeny chain induces isomorphisms

$$
\iota_{i}: \mathbb{Z}+\ell^{i} \mathcal{O}_{K} \rightarrow \mathcal{O}_{i} \subset \operatorname{End}\left(E_{i}\right)
$$

and we set $\mathcal{O}=\mathcal{O}_{n}$.
For a small prime $q$ which splits in $\mathcal{O}_{K}$, we push forward a horizontal $q$-isogeny $\phi_{0} \in \operatorname{End}\left(E_{0}\right)$, to a $q$-isogeny $\psi:\left(E_{i}, \phi_{i}\right) \rightarrow\left(F_{i}, \phi_{i}^{\prime}\right)$.

If the class number of $\mathcal{O}_{K}$ is small, then there is the non-negligible probability (which in fact is inversely proportional to the size of the class group by the Dirichlet density theorem) that the primes above $q$ are principal. Principal ideals lie in the identity class of $\mathcal{C l}\left(O_{K}\right)$ and correspond therefore to an endomorphism, giving a trivial action. This is even more evident if the class number of $\mathcal{O}_{K}$ is 1 in which case any horizontal $q$-isogeny $\psi_{0}: E_{0} \rightarrow F_{0}$ is, up to isomorphism $F_{0} \cong E_{0}$, an endomorphism.

By sending $\mathfrak{q} \subset \mathcal{O}_{K}$ to $\psi_{0}: E_{0} \rightarrow F_{0}=E_{0} / E_{0}[\mathfrak{q}] \cong E_{0}$, and pushing forward to $\psi_{n}: E_{n} \rightarrow F_{n}$, we obtain the effective action of $\mathcal{C l}(\mathcal{O})$ on $\ell$-isogeny chains of length $n$ from $E_{0}$.



Figure 5.9 - The general case is on the left and the class number 1 case on the right.

In order to realize the class group action, it suffices to replace the $\ell$-ladder of Figure 5.9 with its modular version below.


Figure 5.10 - Constructing a ladder.

At the first index for which $j_{i}^{\prime}=j\left(E_{i} / E_{i}\left[\mathfrak{q}_{i}\right]\right)$ is different from $j_{i}^{\prime \prime}=j\left(E_{i} / E_{i}\left[\overline{\mathfrak{q}}_{i}\right]\right)$, that is, $\left[\mathfrak{q}_{i}\right] \neq\left[\overline{\mathfrak{q}}_{i}\right]$ in $\mathcal{C l}\left(\mathcal{O}_{i}\right)$, we can solve iteratively for $j_{i+1}^{\prime}$ from $j_{i}^{\prime}$ and $j_{i+1}$ using the equations:

$$
\Phi_{\ell}\left(j_{i}^{\prime}, Y\right)=\Phi_{q}\left(j_{i+1}, Y\right)=0
$$

The action of primes $\mathfrak{q}$ through $\mathcal{C l}(\mathcal{O})$ can be precomputed by its action on these initial segments which permits us to separate the action of $\mathfrak{q}$ and $\overline{\mathfrak{q}}$, hence assures a unique solution to the above system.

### 5.4.1 Action of conjugate ideal classes

In this section, we give an answer to the question of which distance one should go before being able to separate the action of $\mathfrak{q}$ and $\overline{\mathfrak{q}}$.

Lemma 5.46. If $\ell^{2 i}\left|\Delta_{K}\right|>4 q$ then $\mathfrak{q}$ is not principal in $\mathcal{O}_{i}$, i.e., it acts non-trivially on $E$.
Proof. We know that the primes above $q$ are principal if and only if $q$ is represented by the definite quadratic forms in the trivial class $\left[\left(1,0,\left|\Delta_{K}\right| \ell^{2 i} / 4\right)\right]$ or $\left[\left(1, \ell^{i}, \ell^{2 i}\left(1+\left|\Delta_{K}\right|\right) / 4\right)\right]$ if $\Delta_{K}$ is odd.

Remark. Since $\left|\Delta_{K}\right|$ is minimal for 3 , we can further take $\ell^{2 i}>q$ in the previous lemma.
In the same way one can look at conjugate classes of ideals.


With reference to the previous picture, $E_{i}^{\prime} \neq E_{i}^{\prime \prime}$ if and only if $\mathfrak{q}^{2} \cap \mathcal{O}_{i}$ is not principal and the probability that a random ideal in $\mathcal{O}_{i}$ is principal is $1 / h\left(\mathcal{O}_{i}\right)$. In fact, we can do better:

Lemma 5.47. If $\ell^{2 i}>q^{2}$ then $\mathfrak{q}^{2}$ is not principal and therefore $\mathfrak{q}$ and $\overline{\mathfrak{q}}$ act differently on $E$.
Proof. We write $\mathcal{O}_{K}=\mathbb{Z}[\omega]$ and we observe that if $\mathfrak{q}^{2}$ was principal, then

$$
q^{2}=\mathrm{N}\left(\mathfrak{q}^{2}\right)=\mathrm{N}\left(a+b \ell^{i} \omega\right)
$$

since it would be generated by an element of $\mathcal{O}_{i}=\mathbb{Z}+\ell^{i} \mathcal{O}_{K}$. Now

$$
N\left(a+b \ell^{i}\right)=a^{2} \pm a b t \ell^{i}+b^{2} s \ell^{2 i} \quad \text { where } \quad \omega^{2}+t \omega+s=0
$$

Thus, as soon as $\ell^{2 i}>q^{2}$ we are guaranteed that $\mathfrak{q}^{2}$ is not principal.
Remark. More generally, if $\mathfrak{a}$ is a non-primitive ideal, i.e., it is not contained in $m \mathcal{O}_{i}$ for any integer $m$, with $\ell^{2 i}>\operatorname{Nr}(\mathfrak{a})$, then $\mathfrak{a}$ is non principal.

The structure of oriented isogeny graphs (of level one) depends only on the class groups $\mathcal{C l}\left(\mathcal{O}_{n}\right)$ (at level $n$ ) and the quotient maps $\mathcal{C l}\left(\mathcal{O}_{n}\right) \rightarrow \mathcal{C l}\left(\mathcal{O}_{n-1}\right)$. The quotient maps determine the edges of the $\ell$-isogeny graph (between level $n$ and $n-1$ ) and the class of the prime ideals over $q \neq \ell$ in $\mathcal{C l}\left(\mathcal{O}_{n}\right)$ determine edges between vertices at level $n$.

We assume we are given a descending modular $\ell$-isogeny chain, beginning with an initial moduli point associated to a CM point with CM order $\mathcal{O}_{K}$. In order to initialize a $q$-ladder, at small distance $m$ from the initial point, we can identify a reduced ideal class in $\operatorname{Cl}\left(\mathcal{O}_{m}\right)$ which gives the same

We illustrate the procedure with an example.
Example. For discriminant $\Delta_{K}=-3$, and $\ell=2$, we give in table form the first index $m$ for which a given split prime $q$ splits into classes outside of the 2-torsion subgroup of $\mathcal{C l}\left(\mathcal{O}_{m}\right)$. We note that for all $n \geq 3$, that

$$
\mathcal{C l}\left(\mathcal{O}_{n}\right) \cong \mathbb{Z} / 2 \mathbb{Z} \times \mathbb{Z} / 2^{n-2} \mathbb{Z}
$$

and in particular, $\mathcal{C e}\left(\mathcal{O}_{n}\right)$ [2] consist of the classes of binary quadratic forms

$$
\left\{\left(1,0,\left|\Delta_{K}\right| \ell^{2(n-1)}\right),\left(\left|\Delta_{K}\right|, 0, \ell^{2(n-1)}\right),\left(\ell^{2}, \ell^{2}, n_{1}\right),\left(\ell^{2}\left|\Delta_{K}\right|, \ell^{2}\left|\Delta_{K}\right|, n_{2}\right)\right\}
$$

where $\ell^{4}-4 \ell^{2} n_{1}=\ell^{4}\left|\Delta_{K}\right|^{2}-4 \ell^{2}\left|\Delta_{K}\right| n_{2}=-\ell^{2 n}\left|\Delta_{K}\right|$, whence

$$
n_{1}=1+\ell^{2(n-2)}\left|\Delta_{K}\right| \text { and } n_{2}=\left|\Delta_{K}\right|+\ell^{2(n-2)}
$$

For $n=3$, the form $(12,12,7)$ reduces to $(7,2,7)$ and the reduced representatives are:

$$
\{(1,0,48),(3,0,16),(4,4,13),(7,2,7)\} .
$$

but for $n \geq 4$, since $12<n_{2}$, the forms

$$
\left\{\left(1,0,3 \cdot 4^{n-1}\right),\left(3,0,4^{n-1}\right),\left(4,4, n_{1}\right),\left(12,12, n_{2}\right)\right\}
$$

are reduced.
The class group $C \ell\left(\ell^{2 n} \Delta_{K}\right)$ acts through its quotients to each level $m$ and we can represent the oriented volcano by reduced forms, see Figure 5.11.


Figure 5.11 - An oriented volcano for reduced quadratic forms. It is constructed in the following way: once a descending isogeny chain is fixed we represent its elements with the identity in the class group of the corresponding level (the left side). The remaining vertices encode the quotients $\mathrm{Cl}\left(\mathcal{O}_{n}\right) \rightarrow \ldots \rightarrow \mathrm{Cl}\left(\mathcal{O}_{2}\right) \rightarrow$ $\mathrm{Cl}\left(\mathcal{O}_{1}\right) \rightarrow \mathrm{Cl}\left(\mathcal{O}_{K}\right)$.

As we said, the initialization phase of a ladder is problematic at 2-torsion elements:


The class of $\left(3,0,2^{2(n-1)}\right)$ represents primes $q=3 x^{2}+4^{n-1} y^{2}$ that are either 3 or bigger than $4^{n-1}$. These are not problematic since any such prime lifts to a 2-torsion element, in the class of the unique 3-isogeny (they are the green arrows in Figure 5.11). On the other hand, the class of ( $4,4, c_{n}$ ) where $c_{n}=3 \cdot 4^{n-2}+1$ need to be resolved into the two 4 torsion classes in $\mathcal{O}_{n+1}$. Again, these primes are $q=4 x^{2}+4 x y+c_{n} y^{2} \geq 3 \cdot 4^{n-2}+1$ (magenta lines in Figure 5.11). Finally, the product class $\left(3,0,4^{n-1}\right) \cdot\left(4,4, c_{n}\right)=\left(12,12, d_{n}\right)$ represents primes bigger than $d_{n}=4^{n-2}+3$. These are still 2-torsion elements at level $n-1$ and therefore need to be lifted to the next level. If we are concerned with primes $q \leq 1024$, then $n=7$ should suffice to have non-representative in a 2-torsion class, see Table 5.7.

In the table that follows, for each split prime $q$ in $\mathcal{O}_{K}=\mathbb{Z}[\omega]$ we give the level $m_{1}$ at which the primes above $q$ are note principal, the first index $m_{2}$ such that the pair of primes over $q$ in $\mathcal{O}_{m}$ lie outside the 2-torsion subgroup, the associated binary quadratic form $f_{m}$ of this ideal, its reduced form $\left[f_{m}\right]$, and the 2-torsion class in $\mathrm{Cl}\left(\mathcal{O}_{m-1}\right)$ in which it lies.

| $q$ | $m_{1}$ | $m_{2}$ | $f_{m}$ | $\left[f_{m}\right]$ | $\left[f_{m-1}\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 7 | 2 | 4 | $(7,4,28)$ | $[(7,4,28)]$ | $[(7,2,7)]$ |
| 13 | 3 | 4 | $(13,8,16)$ | $[(13,8,16)]$ | $[(4,4,13)]$ |
| 19 | 2 | 5 | $(19,14,43)$ | $[(19,14,43)]$ | $[(12,12,19)]$ |
| 31 | 2 | 4 | $(31,10,7)$ | $[(7,4,28)]$ | $[(7,2,7)]$ |
| 37 | 3 | 4 | $(37,34,13)$ | $[(13,-8,16)]$ | $[(4,4,13)]$ |
| 43 | 2 | 5 | $(43,14,19)$ | $[(19,-14,43)]$ | $[(12,12,19)]$ |
| 61 | 3 | 4 | $(61,56,16)$ | $[(13,-8,16)]$ | $[(4,4,13)]$ |
| 67 | 2 | 6 | $(67,24,48)$ | $[(48,-24,67)]$ | $[(12,12,67)]$ |
| 73 | 4 | 5 | $(73,40,16)$ | $[(16,-8,49)]$ | $[(4,4,49)]$ |
| 79 | 2 | 4 | $(79,38,7)$ | $[(7,4,28)]$ | $[(7,2,7)]$ |
| 97 | 4 | 5 | $(97,56,16)$ | $[(16,8,49)]$ | $[(4,4,49)]$ |
| 103 | 2 | 4 | $(103,46,7)$ | $[(7,-4,28)]$ | $[(7,2,7)]$ |
| 109 | 3 | 4 | $(109,70,13)$ | $[(13,8,16)]$ | $[(4,4,13)]$ |
| 127 | 2 | 4 | $(127,116,28)$ | $[(7,4,28)]$ | $[(7,2,7)]$ |
| 139 | 2 | 6 | $(139,120,48)$ | $[(48,-24,67)]$ | $[(12,12,67)]$ |
| 151 | 2 | 4 | $(151,134,31)$ | $[(7,-4,28)]$ | $[(7,2,7)]$ |
| 157 | 3 | 4 | $(157,86,13)$ | $[(13,-8,16)]$ | $[(4,4,13)]$ |
| 163 | 2 | 5 | $(163,158,43)$ | $[(19,-14,43)]$ | $[(12,12,19)]$ |
| 181 | 3 | 4 | $(181,104,16)$ | $[(13,8,16)]$ | $[(4,4,13)]$ |
| 193 | 5 | 6 | $(193,8,16)$ | $[(16,-8,193)]$ | $[(4,4,193)]$ |
| 199 | 2 | 4 | $(199,174,39)$ | $[(7,4,28)]$ | $[(7,2,7)]$ |

Table 5.7 - The behavior of primes in $\Delta_{K}=-3$.

Tables 5.8-5.9 present some additional data for class number 1 cases.

| $q$ | $m_{1}$ | $m_{2}$ | $f_{m}$ | $\left[f_{m}\right]$ | $\left[f_{m-1}\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 7 | 2 | 2 | $(7,3,9)$ | $[(7,3,9)]$ | $[(1,1,7)]$ |
| 13 | 2 | 2 | $(13,11,7)$ | $[(7,3,9)]$ | $[(1,1,7)]$ |
| 19 | 2 | 2 | $(19,17,7)$ | $[(7,-3,9)]$ | $[(1,1,7)]$ |
| 31 | 2 | 2 | $(31,25,7)$ | $[(7,3,9)]$ | $[(1,1,7)]$ |
| 37 | 2 | 2 | $(37,33,9)$ | $[(7,-3,9)]$ | $[(1,1,7)]$ |
| 43 | 2 | 2 | $(43,31,7)$ | $[(7,-3,9)]$ | $[(1,1,7)]$ |
| 61 | 3 | 3 | $(61,3,9)$ | $[(9,-3,61)]$ | $[(1,1,61)]$ |
| 67 | 3 | 3 | $(67,15,9)$ | $[(9,3,61)]$ | $[(1,1,61)]$ |
| 73 | 3 | 3 | $(73,21,9)$ | $[(9,-3,61)]$ | $[(1,1,61)]$ |
| 79 | 2 | 2 | $(79,51,9)$ | $[(7,-3,9)]$ | $[(1,1,7)]$ |
| 97 | 2 | 2 | $(97,57,9)$ | $[(7,3,9)]$ | $[(1,1,7)]$ |
| 103 | 3 | 3 | $(103,39,9)$ | $[(9,-3,61)]$ | $[(1,1,61)]$ |
| 109 | 2 | 2 | $(109,53,7)$ | $[(7,3,9)]$ | $[(1,1,7)]$ |

Table 5.8 - The case $\Delta_{K}=-3$ and $\ell=3$.

### 5.4.2 Extending the ladder

After the initialization phase it only remains to extend an initial segment of a ladder to the full ladder. Ultimately, this is the same problem of completing a square (or a rectangle) of isogenies, see Section 2.3, and therefore we can use any of the methods described there. However, we present here a simplification we might have when working with small $\ell$. When working with small primes, the most efficient way of completing a ladder is by solving the system of modular equations

$$
\Phi_{\ell}\left(j^{\prime}, Y\right)=\Phi_{q}\left(j_{i+1}, Y\right)
$$

| 9 | $m_{1}$ | $m_{2}$ | $f_{m}$ | [ $f_{m}$ ] | $\left.f_{m-1}\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 2 | 3 | $(5,2,13)$ | $[(5,2,13)]$ | $[(4,4,5)]$ |
| 13 | 2 | 3 | $(13,2,5)$ | $[(5,-2,13)]$ | $[(4,4,5)]$ |
| 17 | 3 | 4 | $(17,8,16)$ | $[(16,-8,17)]$ | $[(4,4,17)]$ |
| 29 | 2 | 3 | $(29,18,5)$ | $[(5,2,13)]$ | $[(4,4,5)]$ |
| 37 | 2 | 3 | $(37,22,5)$ | $[(5,-2,13)]$ | $[(4,4,5)]$ |
| 41 | 3 | 4 | $(41,40,16)$ | $[(16,-8,17)]$ | $[(4,4,17)]$ |
| 53 | 2 | 3 | $(53,50,13)$ | $[(5,-2,13)]$ | $[(4,4,5)]$ |
| 61 | 2 | 3 | $(61,54,13)$ | $[(5,2,13)]$ | $[(4,4,5)]$ |
| 73 | 4 | 5 | $(73,24,16)$ | $[(16,8,65)]$ | $[(4,4,65)]$ |
| 89 | 4 | 5 | $(89,40,16)$ | $[(16,-8,65)]$ | $[(4,4,65)]$ |
| 97 | 3 | 4 | $(97,72,16)$ | $[(16,-8,17)]$ | $[(4,4,17)]$ |
| 101 | 2 | 3 | $(101,42,5)$ | $[(5,-2,13)]$ | $[(4,4,5)]$ |
| 109 | 2 | 3 | $(109,92,20)$ | $[(5,2,13)]$ | $[(4,4,5)]$ |
| 113 | 4 | 5 | $(113,56,16)$ | $[(16,8,65)]$ | $[(4,4,65)]$ |


| $q$ | $m_{1}$ | $m_{2}$ | $f_{m}$ | $\left[f_{m}\right]$ | $\left[f_{m-1}\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 1 | 2 | $(5,4,17)$ | $[(5,4,17)]$ | $[(2,2,5)]$ |
| 13 | 2 | 2 | $(13,12,9)$ | $[(9,6,10)]$ | $[(1,0,9)]$ |
| 17 | 1 | 2 | $(17,4,5)$ | $[(5,-4,17)]$ | $[(2,2,5)]$ |
| 29 | 1 | 2 | $(29,16,5)$ | $[(5,4,17)]$ | $[(2,2,5)]$ |
| 37 | 2 | 2 | $(37,34,10)$ | $[(9,-6,10)]$ | $[(1,0,9)]$ |
| 41 | 1 | 3 | $(41,6,18)$ | $[(18,-6,41)]$ | $[(2,2,41)]$ |
| 53 | 1 | 3 | $(53,30,18)$ | $[(18,6,41)]$ | $[(2,2,41)]$ |
| 61 | 2 | 2 | $(61,46,10)$ | $[(9,6,10)]$ | $[(1,0,9)]$ |
| 73 | 2 | 2 | $(73,48,9)$ | $[(9,6,10)]$ | $[(1,0,9)]$ |
| 89 | 1 | 2 | $(89,78,18)$ | $[(5,-4,17)]$ | $[(2,2,5)]$ |
| 97 | 3 | 3 | $(97,24,9)$ | $[(9,-6,82)]$ | $[(1,0,81)]$ |
| 101 | 1 | 3 | $(101,66,18)$ | $[(18,6,41)]$ | $[(2,2,41)]$ |
| 109 | 2 | 2 | $(109,60,9)$ | $[(9,-6,10)]$ | $[(1,0,9)]$ |
| 113 | 1 | 2 | $(113,44,5)$ | $[(5,-4,17)]$ | $[(2,2,5)]$ |

$$
\Delta_{K}=-7, \ell=2
$$

$$
\Delta_{K}=-7, \ell=3
$$

| $q$ | $m_{1}$ | $m_{2}$ | $f_{m}$ | $\left[f_{m}\right]$ | $\left[f_{m-1}\right]$ | $q$ | $m_{1}$ | $m_{2}$ | $f_{m}$ | $\left[f_{m}\right]$ | $\left[f_{m-1}\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 11 | 2 | 4 | $(11,10,43)$ | $[(11,10,43)]$ | $[(11,6,11)]$ | 11 | 1 | 1 | $(11,5,2)$ | $[(2,-1,8)]$ | $[(1,1,2)]$ |
| 23 | 2 | 5 | $(23,10,79)$ | $[(23,10,79)]$ | $[(23,18,23)]$ | 23 | 1 | 1 | $(23,11,2)$ | $[(2,1,8)]$ | $[(1,1,2)]$ |
| 29 | 3 | 4 | $(29,8,16)$ | $[(16,-8,29)]$ | $[(4,4,29)]$ | 29 | 1 | 1 | $(29,13,2)$ | $[(2,-1,8)]$ | $[(1,1,2)]$ |
| 37 | 3 | 4 | $(37,24,16)$ | $[(16,8,29)]$ | $[(4,4,29)]$ | 37 | 1 | 2 | $(37,5,4)$ | $[(4,3,36)]$ | $[(4,1,4)]$ |
| 43 | 2 | 4 | $(43,10,11)$ | $[(11,-10,43)]$ | $[(11,6,11)]$ | 43 | 1 | 2 | $(43,11,4)$ | $[(4,-3,36)]$ | $[(4,1,4)]$ |
| 53 | 3 | 4 | $(53,40,16)$ | $[(16,-8,29)]$ | $[(4,4,29)]$ | 53 | 1 | 1 | $(53,19,2)$ | $[(2,1,8)]$ | $[(1,1,2)]$ |
| 67 | 2 | 4 | $(67,34,11)$ | $[(11,10,43)]$ | $[(11,6,11)]$ | 67 | 2 | 2 | $(67,61,16)$ | $[(9,-3,16)]$ | $[(1,1,16)]$ |
| 71 | 2 | 6 | $(71,56,112)$ | $[(71,56,112)]$ | $[(28,28,71)]$ | 71 | 1 | 1 | $(71,47,8)$ | $[(2,-1,8)]$ | $[(1,1,2)]$ |
| 79 | 2 | 5 | $(79,10,23)$ | $[(23,-10,79)]$ | $[(23,18,23)]$ | 79 | 2 | 2 | $(79,67,16)$ | $[(9,3,16)]$ | $[(1,1,16)]$ |
| 107 | 2 | 4 | $(107,54,11)$ | $[(11,-10,43)]$ | $[(11,6,11)]$ | 107 | 1 | 1 | $(107,77,14)$ | $[(2,1,8)]$ | $[(1,1,2)]$ |
| 109 | 3 | 4 | $(109,72,16)$ | $[(16,-8,29)]$ | $[(4,4,29)]$ | 109 | 1 | 3 | $(109,67,22)$ | $[(22,21,63)]$ | $[(7,7,22)]$ |
| 113 | 4 | 5 | $(113,8,16)$ | $[(16,-8,113)]$ | $[(4,4,113)]$ | 113 | 1 | 1 | $(113,29,2)$ | $[(2,-1,8)]$ | $[(1,1,2)]$ |
| 127 | 2 | 6 | $(127,86,71)$ | $[(71,56,112)]$ | $[(28,28,71)]$ | 127 | 2 | 2 | $(127,103,22)$ | $[(9,-3,16)]$ | $[(1,1,16)]$ |


| $\Delta_{K}=-8, \quad \ell=2$ |  |  |  |  |  | $\Delta_{K}=-8, \ell=3$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $q$ | $m_{1}$ | $m_{2}$ | $f_{m}$ | [ $f_{m}$ ] | [ $f_{m-1}$ ] | $q$ | $m_{1}$ | $m_{2}$ | $f_{m}$ | [ m ] | [ m-1] |
| 11 | 1 | 2 | $(11,2,3)$ | $[(3,-2,11)]$ | $[(3,2,3)]$ | 11 | 1 | 2 | $(11,10,17)$ | [(11, 10, 17)] | $[(2,0,9)]$ |
| 17 | 2 | 3 | $(17,10,9)$ | [(9, 8, 16)] | $[(4,4,9)]$ | 17 | 1 | 2 | $(17,10,11)$ | $[(11,-10,17)]$ | $[(2,0,9)]$ |
| 19 | 1 | 2 | $(19,10,3)$ | $[(3,2,11)]$ | $[(3,2,3)]$ | 19 | 2 | 2 | $(19,6,9)$ | $[(9,-6,19)]$ | $[(1,0,18)]$ |
| 41 | 3 | 4 | $(41,24,16)$ | $[(16,8,33)]$ | $[(4,4,33)]$ | 41 | 1 | 2 | $(41,34,11)$ | $[(11,10,17)]$ | $[(2,0,9)]$ |
| 43 | 1 | 2 | $(43,42,11)$ | $[(3,-2,11)]$ | $[(3,2,3)]$ | 43 | 2 | 2 | $(43,30,9)$ | $[(9,6,19)]$ | $[(1,0,18)]$ |
| 59 | 1 | 2 | $(59,52,12)$ | $[(3,-2,11)]$ | $[(3,2,3)]$ | 59 | 1 | 2 | $(59,58,17)$ | $[(11,-10,17)]$ | $[(2,0,9)]$ |
| 67 | 1 | 2 | $(67,26,3)$ | $[(3,-2,11)]$ | $[(3,2,3)]$ | 67 | 2 | 2 | $(67,42,9)$ | $[(9,-6,19)]$ | $[(1,0,18)]$ |
| 73 | 2 | 3 | $(73,46,9)$ | $[(9,8,16)]$ | $[(4,4,9)]$ | 73 | 2 | 2 | $(73,70,19)$ | $[(9,-6,19)]$ | $[(1,0,18)]$ |
| 83 | 1 | 2 | $(83,72,16)$ | $[(3,2,11)]$ | $[(3,2,3)]$ | 83 | 1 | 3 | $(83,12,18)$ | $[(18,-12,83)]$ | $[(2,0,81)]$ |
| 89 | 2 | 3 | $(89,72,16)$ | $[(9,8,16)]$ | $[(4,4,9)]$ | 89 | 1 | 3 | $(89,24,18)$ | $[(18,12,83)]$ | $[(2,0,81)]$ |
| 97 | 2 | 3 | $(97,78,17)$ | $[(9,-8,16)]$ | $[(4,4,9)]$ | 97 | 2 | 2 | $(97,82,19)$ | [(9, 6, 19)] | $[(1,0,18)]$ |
| 107 | 1 | 2 | $(107,34,3)$ | $[(3,2,11)]$ | $[(3,2,3)]$ | 107 | 1 | 2 | $(107,84,18)$ | $[(11,-10,17)]$ | $[(2,0,9)]$ |
| 113 | 3 | 4 | $(113,72,16)$ | $[(16,-8,33)]$ | $[(4,4,33)]$ | 113 | 1 | 3 | $(113,48,18)$ | $[(18,-12,83)]$ | $[(2,0,81)]$ |
| 131 | 1 | 2 | $(131,38,3)$ | $[[(3,-2,11)]$ | $[(3,2,3)]$ | 131 | 1 | 3 | $(131,60,18)$ | $[(18,12,83)]$ | $[(2,0,81)]$ |

Table 5.9 - Additional cases.
which consists in the GCD of two modular polynomials, see Figure 5.10. These can be reduced in order to simplify the computation; we illustrate the idea with $\ell=2$.


Figure 5.12 - Extending a ladder

Given an initial segment of a ladder, the $i$-th step consist in a choice between two possible extensions determined by a quadratic polynomial $\phi_{\ell}(Y)$ with roots $j_{i-2}^{\prime}$ and $j_{i-1}^{\prime}$ (since we want to avoid backtracking), see Figure 5.12. The choice between one of them is determined by the horizontal isogenies and, therefore, by a degree $q+1$ equation $\phi_{q}(Y)=0$ which is determined by $j_{i}$. The simplification comes from the fact that we do not need to compute the whole $\phi_{q}$ but it suffices to work with $\phi_{q}(Y) \bmod \phi_{\ell}(Y)$. In fact,

$$
\Phi_{q}(X, Y) \equiv \phi_{q}(Y) \quad \bmod \left(X-j_{i}, \phi_{\ell}(Y)\right)
$$

By the Chinese Remainder Theorem this is the same as

$$
\left(\Phi_{q}\left(j_{i}, j_{i, 1}^{\prime}\right), \Phi_{q}\left(j_{i}, j_{i, 2}^{\prime}\right)\right) \quad \bmod \left(X-j_{i}, Y-j_{i, 1}^{\prime}\right) \times\left(X-j_{i}, Y-j_{i, 2}^{\prime}\right)
$$

since $\phi_{\ell}(Y)=\left(Y-j_{i, 1}^{\prime}\right)\left(Y-j_{i, 2}^{\prime}\right)$.


Assuming that one of $\Phi_{q}\left(j_{i}, j_{i, 1}^{\prime}\right)$ or $\Phi_{q}\left(j_{i}, j_{i, 2}^{\prime}\right)$ is non-zero, we have identified in the other the correct root $j_{i}^{\prime}$ for which $\Phi_{q}\left(j_{i}, j_{i}^{\prime}\right)=0$. This is what we would have found by

$$
\operatorname{gcd}\left(\Phi_{\ell}\left(j_{i-1}^{\prime}, Y\right) /\left(Y-j_{i-2}\right), \Phi_{q}\left(j_{i}, Y\right)\right)
$$

but we can avoid computing the polynomial $\Phi_{q}\left(j_{i}, Y\right)=\phi_{q}(Y)$.

### 5.4.3 Weber isogeny ladders

So far we have constructed ladders on $X(1)$, by means of representing the nodes by $j$-invariants. We now show how we can increase the level structure to obtain benefits in the construction of a ladder, both in the initialization and in the extension phase. First of all, with an $\ell$-level structure, the extension of $\ell$-isogenies by modular correspondences allows one to automatically remove the dual isogeny (backtracking): there are $\ell$ rather than $\ell+1$ extensions and we do not need to quotient out the last root. Secondly, adding level structure helps rigidifying the automorphism group of elliptic curves and this eliminates problems such
as problematic vertices with a different number of ingoing and outgoing edges. The rigidification of the automorphisms also shorten the distance to which we need to go in order to differentiate 2 points, namely two torsion elements of $\mathcal{C l}(\mathcal{O})$ may lift to non 2 -torsion point in $\mathcal{C l}(\mathcal{O}, \Gamma)$. Last but not least, $q$ modular polynomials of higher level are smaller in terms of numbers of monomials and coefficient size.

The best known reduction in coefficient size as well as in sparsity of coefficients is obtained for the Weber function $\mathfrak{f}$ of level 48, see Section 3.3.5,

$$
\mathfrak{f}(\tau)=\zeta_{48}^{-1} \frac{\eta\left(\frac{\tau+1}{2}\right)}{\eta(\tau)}
$$

which generates a degree- 72 cover of the $j$-line, given by

$$
j=\frac{\left(\mathfrak{f}^{24}-16\right)^{3}}{\mathfrak{f}^{24}}
$$

The modular polynomials with respect to $\mathfrak{f}$ are the integral polynomials $\Phi_{q}(x, y)$ such that

$$
\Phi_{q}(\mathfrak{f}(\tau), \mathfrak{f}(q \tau))=0
$$

Although the Weber function does not generate the full modular curve $X(48)$, which has genus 2689 , it still satisfies a transformation giving the following symmetry of its induced modular polynomials.

Lemma 5.48. The modular functions $\Phi_{q}(x, y)$ of prime level $q$ with respect to the Weber function satisfies the transformation:

$$
\Phi_{q}\left(\zeta_{24} x, \zeta_{24}^{q} y\right)=\zeta_{24}^{q+1} \Phi_{q}(x, y)
$$

with respect to a primitive 24 -th root of unity $\zeta_{24}$.
Asymptotically, modular polynomials have $q^{2}$ monomials, but in a practical range the sparseness is dictated by this transformation (on the order of $q^{2} / 24$ monomials) makes these polynomials attractive for constructing isogeny invariants.

$$
\begin{aligned}
& \Phi_{5}(x, y)=x^{6}-x^{5} y^{5}+4 x y+y^{6} \\
& \Phi_{7}(x, y)=x^{8}-x^{7} y^{7}+7 x^{4} y^{4}-8 x y+y^{8} \\
& \Phi_{11}(x, y)=x^{12}-x^{11} y^{11}+11 x^{9} y^{9}-44 x^{7} y^{7}+88 x^{5} y^{5}-88 x^{3} y^{3}+32 x y+y^{12}
\end{aligned}
$$

For example, the modular polynomial $\Phi_{71}(x, y)$ has exactly $3 \cdot 71=213$ nonzero coefficients, ignoring the symmetry $\Phi_{q}(x, y)=\Phi_{q}(y, x)$, which implies an even smaller number of distinct coefficients.

In the interest of constructing $\ell$-isogeny chains, especially for $\ell=2$ or $\ell=3$, we note that the 48 -level structure gives the modular polynomials $\Phi_{2}(x, y)$ and $\Phi_{3}(x, y)$ a particular form. We descend the 2-level structure by setting $t=-f^{8}$, so that

$$
j=\left(\frac{t^{3}+16}{t}\right)^{3}
$$

With respect to this function, we obtain the modular polynomial:

$$
\Psi_{2}(x, y)=\left(x^{2}-y\right) y+16 x
$$

and the Weber modular polynomial $\Phi_{2}(x, y)=-\Psi_{2}\left(-x^{8},-y^{8}\right)$ remains irreducible.
Remark. More correctly, the modular polynomial $\Psi_{2}(x, y)$ satisfies $\Psi_{2}\left(f_{1}^{8}(\tau), f_{1}^{8}(2 \tau)\right)=0$, where $f_{1}$ is the conjugate Weber function

$$
\mathfrak{f}_{1}^{8}(\tau)=-\mathfrak{f}(\tau+3)^{8}=\left(\frac{\eta\left(\frac{\tau}{2}\right)}{\eta(\tau)}\right)^{8}
$$

and hence $\Psi_{2}\left(f^{8}(\tau), f^{8}(2 \tau-3)\right)=0$. Nevertheless, this modular relation describes a 2-isogeny relation of the underlying curves, extending the parametrized 2-isogeny to a 4-isogeny, and will be used for defining our 2-isogeny chains.

A similar descent of the 3-level to the function $r=f^{3}$, gives the modular polynomial

$$
\Psi_{3}(x, y)=x^{4}-x^{3} y^{3}+8 x y+y^{4}
$$

such that $\Psi_{3}(r(\tau), r(3 \tau))=0$, for which $\Phi_{3}(x, y)=\Psi_{3}\left(x^{3}, y^{3}\right)$ is irreducible. For a given supersingular Weber invariant, these relations determine orbits under multiplication by $\zeta_{8}$ or $\zeta_{3}$, but in view of the global relation of Lemma 5.48, the lift to the orbit can be chosen to be compatible with isogeny relations of other prime degrees.

## Weber initialization

In what follows we denote by $u$ a supersingular value of the Weber function, $r=u^{3}, t=-u^{8}$ and $s=t^{3}$. This gives the following relations with the $j$-invariant:

$$
j=\frac{\left(u^{24}-16\right)^{3}}{u^{24}}=\frac{\left(r^{8}-16\right)^{3}}{r^{8}}=\left(\frac{t^{3}+16}{t}\right)^{3}=\frac{(s+16)^{3}}{s} .
$$

While we will only evoke the elliptic curves associated to Weber invariants, we note that such a curve can be viewed as a fiber in the family:

$$
y^{2}+x y=x^{3}-\frac{1}{u^{24}-64} x
$$

over $u$ on the Weber curve $\mathcal{X}$.
In the table below we give associated values for the CM $j$-invariants and $s$-invariants (where $s=-u^{24}$ ) for the discriminants of the first class number one CM orders, and their index 2 orders.

| $D$ | $j_{0}$ | $s_{0}$ | $t_{0}$ |
| :---: | :---: | :---: | :---: |
| -3 | 0 | $-2^{4}$ | $-(\sqrt[3]{2})^{4}$ |
| -4 | $12^{3}$ | $2^{3}$ | 2 |
| -7 | $-15^{3}$ | -1 | -1 |
| -8 | $20^{3}$ | $2^{6}$ | $2^{2}$ |
| -12 | $2^{4} 15^{3}$ | $-2^{8}$ | $-(\sqrt[3]{2})^{8}$ |
| -16 | $66^{3}$ | $2^{9}$ | $2^{3}$ |
| -28 | $255^{3}$ | $-2^{12}$ | $-2^{4}$ |
| -32 | $j_{1}$ | $t_{1}^{3}$ | $2^{3}(\sqrt{2}+1)$ |

In what follows we describe the initialization of a Weber $\ell$-isogeny chain for $\ell=2$. In view of the previous form of modular polynomials at 2 we use $t=-u^{8}$ and the modular polynomial

$$
\Psi_{2}(x, y)=\left(x^{2}-y\right) y+16 x
$$

to construct the 2-isogeny graph on $t$-values.
Remark. Associated to a $t$-value $t_{i}$ is a $u$-value $u_{i}$ satisfying $t_{i}=-u_{i}^{8}$, which was can obtain by extracting three square roots (making arbitrary choices of signs, the result is determined up to an 8 -th root of unity). It remains to be determined whether the sequence $\left(u_{i}\right)$ of Weber values is sufficient, or whether a sequence of points

$$
U_{i}=\left(u_{1}, u_{2}, u_{3}\right)_{i} \in \mathcal{W}_{24}\left(\mathbb{F}_{p^{2}}\right)
$$

should be computed such that $u_{1}^{8}+u_{2}^{8}+u_{3}^{8}=0$ and $u_{1} u_{2} u_{3}=\sqrt{2} \in \mathbb{F}_{p^{2}}$.

Discriminant -7 . The fundamental discriminant -7 is an interesting starting point as the endomorphism ring is small enough to be effective - generated by an endomorphism of degree 2 - while avoiding any pathologies associated with the extra automorphisms for $D=-3$ and $D=-4$. In fact, choosing $p=$ $1 \bmod 12$ we can assure that no supersingular point has extra automorphisms.

Let $t_{0}=-1$ and let $c$ be a root of $x^{2}-x+2$ in $\mathbb{F}_{p^{2}}=\mathbb{F}_{p}[c]$, with conjugate $\bar{c}=1-c=2 / c$. We note that $c^{4}$ and $\bar{c}^{4}$ are also $t$-values over $j=-15^{3}$, and since $\psi_{2}\left(-1, c^{4}\right)=\psi_{2}\left(-1, \bar{c}^{4}\right)=0$, the two extensions correspond to the horizontal 2-isogenies (endomorphisms of the underlying elliptic curve). Subsequently, we find

$$
\Psi_{2}\left(c^{4}, c^{4}\right)=\Psi_{2}\left(c^{4},-2^{4}\right)=0 .
$$

The former enters a cycle of degree-2 endomorphisms, while the latter induces a descending isogeny, as depicted in the 2-isogeny graph below.


This suggests the following initialization of the 2 -isogeny chain of $t$-values ( $t_{0}, t_{1}, t_{2}, \ldots$ ) beginning with $\left(-1, c^{4},-2^{4}, \ldots\right)$. Successive solutions to $\Psi_{2}\left(t_{i}, t_{i+1}\right)=0$ are necessarily descending with respect to the orientation by $\mathbb{Q}(\sqrt{-7})$. A random choice of root $t_{i+1}$ of $\Psi_{2}\left(t_{i}, x\right)$ completes this initialization of the 2-isogeny chain to any desired depth $n$.

The above discussion, applicable in any characteristic, leaves open the question of the field of definition of the $u$-values, in particular whether $u_{1}=\sqrt[8]{-c^{4}}$ is in $\mathbb{F}_{p^{2}}$. We give an affirmative response to this question in general in Theorem 5.38 which follows.

Discriminant -4 . The $t$-invariants over $j=12^{3}$ fall in two orbits of points, $\left\{2,2 \omega, 2 \omega^{2}\right\}$ of multiplicity 2 , and $\left\{-4,-4 \omega,-4 \omega^{2}\right\}$ of multiplicity 1 . These points at the surface are linked by a 2 -isogeny (the degree 2 endomorphism by $1+i$ ), since $\Psi_{2}(2,-4)=0$ and to 2 -depth 1 , to $t=8$ :

$$
\Psi_{2}(2,8)=\Psi_{2}(-4,8)=0
$$

Given that $\Psi_{2}\left(\omega x, \omega^{2} y\right)=\omega \Psi_{2}(x, y)$, the choice of representative in the orbit gives rise to one of three distinct components of the 2-isogeny graph, with the component of 2 depicted below.


This suggests the initialization $\left(t_{0}, t_{1}, t_{2}, \ldots\right)=(2,8,8 c, \ldots)$ of the 2 -isogeny chain, where $c$ is a root of $x^{2}-8 x-2$, extended by random selection of a root $t_{i+1}$ of $\Psi_{2}\left(t_{i}, x\right)$.

Remark. The full 2-isogeny graph has ascending edges from the depth one points $t_{1}^{\prime}=-4+3 \sqrt{2}$ and its conjugate $t_{1}^{\prime \prime}=-4-3 \sqrt{2}$ to $t_{0}=2$, as well as a descending isogeny from each of $t_{1}^{\prime}$ and $t_{1}^{\prime \prime}$ to depth 2 . In general, if an isogeny is descending its only extension to a 2-isogeny chain is descending (since this is a property of the underlying $j$-invariant chain).

Discriminant -3. In what follows we will give preference to the discriminant -3 , which we treat next. Let $t_{0}=-(\sqrt[3]{2})^{4}=-2 \sqrt[3]{2}$. Then $\left\{t_{0}, t_{0} \omega, t_{0} \omega^{2}\right\}$ is the set of $t$-values over $j=0$, each of multiplicity 3 , where as above $\omega^{2}+\omega+1=0$. Setting $t_{1}=-t_{0}^{2}$, we verify that

$$
\psi_{2}\left(t_{0}, t_{1} \omega\right)=\psi_{2}\left(t_{0}, t_{1} \omega^{2}\right)=0
$$

Since 2 is inert, every path from $t_{0}$ is descending, so we may initialize the 2 -isogeny chain with $\left(t_{0}, t_{1} \omega\right)$. The graph of descending isogenies from the surface vortex appears as follows.


As above there are additional $t$-invariants at each depth greater than 0 which admit ascending and descending isogenies. At depth 1 , we have $\left\{t_{1}^{\prime}, t_{1}^{\prime} \omega, t_{1}^{\prime} \omega^{2}\right\}$ and $\left\{t_{1}^{\prime \prime}, t_{1}^{\prime \prime} \omega, t_{1}^{\prime \prime} \omega^{2}\right\}$, which ascending to the surface points $\left\{t_{0}, t_{0} \omega, t_{0} \omega^{2}\right\}$ and descending (in bijection) with the points at depth 2 . Any descending isogenies must rejoin this graph of descending isogenies from the surface.

Lifting 2-isogeny chains from $t$-invariants to Weber points. The modular curve $\mathcal{W}_{3}$ has affine model

$$
x_{0}+x_{1}+x_{2}=0, \quad x_{0} x_{1} x_{2}=16,
$$

from which we derive $x_{0} x_{1}^{2}+x_{0}^{2} x_{1}+16=0$, and projects to the $t$-value $t=-x_{0}$. Let $\left(y_{0}, y_{1}, y_{2}\right)$ be an affine point 2 -isogenous to ( $x_{0}, x_{1}, x_{2}$ ). The two possible extensions, determined by the modular polynomial $\Psi_{2}(x, y)=\left(x^{2}-y\right) y+16 x$ on $\left(-x_{0},-y_{0}\right)$ are given by the solutions

$$
y_{0}=x_{0} x_{1} \text { or } y_{0}=x_{0} x_{2} .
$$

We may assume that $y_{0}=x_{0} x_{1}$, determined by the prior choice of point $\left(x_{0}, x_{1}, x_{2}\right)$, as opposed to $\left(x_{0}, x_{2}, x_{1}\right)$. The neighboring 2-isogenous point $\left(y_{0}, y_{1}, y_{2}\right)$ is determined by a choice of solution to the quadratic equation:

$$
y_{1}^{2}+y_{0} y_{1}+x_{2} .
$$

noting that the other root is $y_{2}=-y_{0}-y_{1}$. The third coordinate is redundant, given the dependence on $\left(y_{0}, y_{1}\right)$. The lifts to points of $\mathcal{W}_{24}$ are choices of points $\left(u_{0}, u_{1}, u_{2}\right)$ and $\left(v_{0}, v_{1}, v_{2}\right)$ such that

$$
\left(u_{0}^{8}, u_{1}^{8}, u_{2}^{8}\right)=\left(x_{0}, x_{1}, x_{2}\right), u_{0} u_{1} u_{2}=\sqrt{2},
$$

and

$$
\left(v_{0}^{8}, v_{1}^{8}, v_{2}^{8}\right)=\left(y_{0}, y_{1}, y_{2}\right), v_{0} v_{1} v_{2}=\sqrt{2}
$$

for a fixed element $\sqrt{2}$ of $\mathbb{F}_{p^{2}}$. The values of $\left(u_{0}, u_{1}\right)$ and $\left(v_{0}, v_{1}\right)$ can be arbitrarily chosen, up to a power of $\zeta_{8}$, after which the product relation determines $u_{2}$ and $v_{2}$.

## Chapter 6

## OSIDH

By imposing the data of an orientation by an imaginary quadratic ring $\mathcal{O}$, we obtain an augmented category of supersingular curves on which the class group $\mathcal{C l}(\mathcal{O})$ acts faithfully and transitively. This idea is already implicit in the CSIDH protocol [Cas+], in which supersingular curves over $\mathbb{F}_{p}$ are oriented by the Frobenius subring $\mathbb{Z}[\pi] \cong \mathbb{Z}[\sqrt{-p}]$. In contrast we consider an elliptic curve $E_{0}$ oriented by a CM order $\mathcal{O}_{K}$ of class number one. To obtain a nontrivial group action, we consider descending $\ell$-isogeny chains in the $\ell$-volcano, on which the class group of an order $\mathcal{O}$ of large index $\ell^{n}$ in $\mathcal{O}_{K}$ acts. The map from an $\ell$-isogeny chain to its terminal node forgets the structure of the orientation, giving rise to a generic curve in the supersingular isogeny graph. Within this general framework we define now a new oriented supersingular isogeny Diffie-Hellman (OSIDH) protocol, which has fewer restrictions on the proportion of supersingular curves covered and on the torsion group structure of the underlying curves. Moreover, the group action can be carried out effectively solely on the sequences of modular points (such as j-invariants) on a modular curve, thereby avoiding expensive isogeny computations, and is further amenable to speed-up by precomputations of endomorphisms on the base curve $E_{0}$.

The OSIDH protocol is an application of the ideas developed so far rather than an effective cryptographic protocol. In fact, while SIDH [DJP] or CSIDH [Cas+] have undergone specific refinement to practical cryptography, OSIDH is more of a framework in which we do not propose specific parameters.

### 6.1 Isogeny based cryptographic protocols

Secure public key cryptography is based on the existence of a trapdoor one-way public function $f: X \rightarrow Y$, such that the secret trapdoor permits efficient inversion of the function. The determination of the trapdoor, or more generally of a preimage for the function, is supposed to be computationally difficult, i.e., the computational cost to find $x$ from $y=f(x)$ is assumed to be prohibitively expensive compared to the cost of evaluating $f(x)$. Typical cryptosystems are RSA [RSA] and EIGamal [EIG], based on arithmetic in the unit groups of the finite rings $\mathbb{Z} / n \mathbb{Z}$ or $\mathbb{F}_{p}=\mathbb{Z} / p \mathbb{Z}$. The security of these cryptosystems relies on the difficulty of the problem of factoring integers and of the discrete logarithm problem. Due to the existence of special subexponential algorithms for these problems, the unit group of $\mathbb{F}_{p}$ in ElGamal can be replaced by the group of points $E\left(\mathbb{F}_{p}\right)$ of an elliptic curve over a finite field $\mathbb{F}_{p}$, for which no such subexponential algorithm is known. As such, one can exploit the differential between polynomial time group operations (for encryption), and exponential algorithms (for cryptanalytic attacks).

The advent of a quantum computer permits polynomial time quantum algorithms for factorization and discrete logarithms, including on elliptic curves, eliminating the (sub)exponential differential between encryption and cryptanalytic attacks, see Shor's algorithm [Sho]. Suitable replacements for the classical (pre-quantum) hard problems have been proposed, to address the new post-quantum axioms for computing. These include lattice-based problems (the closest vector problem) and problems from coding theory (the decoding problem - finding the nearest codeword). The latest member of these candidates for quantum hard problems is a supersingular isogeny path problem on elliptic curves. This problem had previously served as a basis for a new hash function, and was recently exploited as the basis of a key exchange algorithm, the supersingular elliptic curve isogeny Diffie-Hellman protocol [DJP].

The supersingular isogeny path problem takes place in the geometric category of supersingular elliptic curves. In the equivalent category of left ideals for a quaternion order, the analogous path problem has
been shown to be polynomial time in practice [KLPT]. An analogous situation holds between the discrete logarithms problem (DLP) in finite fields (for which the best known algorithms are subexponential) and the DLP in an additive abelian group (which is trivial). Rather than rendering the supersingular isogeny path problem polynomial time, this result identifies the supersingular endomorphism ring problem (see Kohel [Koh1]) as a (potentially hard) computational problem. A solution can be used to pull back the quaternion ideal isogeny path problem to the supersingular isogeny path problem. Nevertheless, the best known solution to this problem remains exponential.

In this section we give a very brief overview of the most known cryptographic protocols based on supersingular isogeny graphs isogeny graphs. As we said above, these are based on the following hard problem

Problem 1 (Path finding problem). Given two supersingular elliptic curves $E_{1}$ and $E_{2}$ in a supersingular isogeny graph $G_{\ell}(p)$, find a path from $E_{1}$ to $E_{2}$, namely a chain of $\ell$-isogenies.

We stress the fact that this path exists because of Theorem 5.34. Further, this path is clearly not unique. If we can construct two such paths, the composition of one with the dual of the other gives an endomorphisms of $E_{1}$ and by repeating the process multiple times we end up with enough linearly independent endomorphisms to have a $\mathbb{Z}$-basis of $\operatorname{End}(E)$.

Problem 2 (Endomorphism ring computation). Given a prime $p$ and a supersingular $j$-invariant in $\mathbb{F}_{p^{2}}$, compute its endomorphism ring.

Mathematically, these two problems are equivalent under Deuring correspondence but, as already stated, its constructive version is still exponential in practice, $[P L]$.

### 6.1.1 Couveignes-Rostovtsev-Stolbunov

We start by describing the (historically) first key exchange protocol based on isogeny graphs. This works in the ordinary realm but we include it here because, besides being the first one, it is very neat and, therefore, it permits one to better understand all the others.

This protocol first appeared in a preprint by Couveignes [Cou] in 1997 but was later rediscovered, turned into practice and publicized by Rostovtsev and Stolbunov [RS] in 2006. The protocol consists in constructing horizontal isogeny paths in an ordinary isogeny graph.

Definition. Given a group $G$ acting freely on a set $X$ and a subset $S \subseteq G$ closed under inversion and not containing the identity, the Schreier graph $(S, X)$ is the graph whose set of vertices is $X$ and edges are determined by the action of elements of $S$, i.e., there is an edge connecting $x_{1}$ and $x_{2}$ in $X$ if and only if $s \cdot x_{1}=x_{2}$ for some $s \in S$.

We have a well established free and transitive action of the class group of a quadratic imaginary order $\mathcal{O}$ on the set of ordinary elliptic curves with endomorphism ring isomorphic to $\mathcal{O}$, see Section 5.2.1. We can thus consider a subset $S$ of $\mathcal{C l}(\mathcal{O})$ closed under inversion and construct the Schreier graph $\left(S, E \|_{k}(\mathcal{O})\right)$. For example, if $\mathfrak{l}$ is a prime above a split prime $\ell \in \mathbb{Z}$, we can construct $\left(\{\mathfrak{l}, \overline{\mathfrak{l}}\}, E \|_{k}(\mathcal{O})\right)$ consisting of the horizontal $\ell$-isogenies between the curves in $\mathrm{Ell}_{k}(\mathcal{O})$. If $S$ contains a set of generators of the class group, then the graph $\left(S, \mathrm{El}_{k}(\mathcal{O})\right)$ is expander and has the right properties to construct a cryptographic protocol.

The public parameters consist of a large prime power $q=p^{r}$ and an elliptic curve $E$ defined over $\mathbb{F}_{q}$. The Discriminant $\Delta_{\pi}$ of the Frobenius endomorphism $\pi$ of $E$ is computed and a set of primes $S=\left\{\ell_{1}, \ldots, \ell_{n}\right\}$ splitting in $\mathbb{Z}[\pi]$ is chosen. Each prime determines two directions $\mathfrak{l}$ and $\overline{\mathfrak{l}}$ associated to the roots of

$$
x^{2}-t_{\pi} x+q=\left(x-\lambda_{i}\right)\left(x-\mu_{i}\right) \bmod \ell_{i}
$$

One of the two is chosen to be the positive direction relative to $\ell_{i}$.
At this point both parties pick a random path in the form of an ideal $I_{A}$ (respectively $I_{B}$ ) which correspond to an isogeny $\phi_{A}$ (respectively $\phi_{B}$ ). They apply it to the shared curve $E$ and exchange the ending vertices. Finally, both reapply their secret path to the elliptic curve received from the other party. Because of the commutativity of the class group, the following diagram commutes


Therefore, they each end up computing the same elliptic curve which plays the role of shared secret.
Remark. The action of an ideal is computed by solving the explicit isogeny problem, see [Bos+], [BCL] and [Gal4].


SHARED SECRET: Final elliptic curve $E_{A B}=E_{B A}$

### 6.1.2 SIDH

The nice structure of the Couveignes-Rostovtsev-Stolbunov protocol is due to the existence of an abelian group acting on the set of elliptic curves. However, the same action makes it vulnerable to a subexponential attack on a quantum computer under the approach of Childs, Jao and Soukharev [CJS] who adapted quantum algorithms by Regev [Reg] and Kuperberg [Kup1]. Further, the Couveignes-Rostovtsev-Stolbunov scheme is very slow even considering the speed-ups proposed by De Feo, Kieffer, and Smith [DKS]. For these reasons, the supersingular isogeny graphs seems a promising direction of investigation since they lack a commutative torsor. Supersingular isogeny graphs also have another nice feature: one prime suffices to make $G_{\ell}$ an expander graph, see Theorem 5.34.

In 2011, in response to the NIST call for applications for post-quantum cryptographic candidates, De Feo, Jao and Plût [DJP] proposed a cryptographic key-exchange protocol based on supersingular isogeny graphs which is believed to be quantum resistant. Although it might look as an attempt to mimic Couveignes-Rostovtsev-Stolbunov protocol, the resulting scheme is closer to the Hash function proposed by Charles, Goren, and Lauter [CGL] in 2006. In fact, the lack of a commutative group action on the set $S S(p)$ prevents one form obtaining a commutative diagram as before, see Section 6.1.1. The solution they proposed was to share an extra piece of information along with the data about the ending vertex. This extra structure comes in the form of the action of the secret isogeny on some torsion point. We refer to the original article [DJP] for the details and we simply highlight here the main strategy.

The setting is the following: Alice and Bob choose one small prime each, say $\ell_{A}$ and $\ell_{B}$, and they agree on a prime $p$ of the form $p=\ell_{A}^{e_{A}} \ell_{B}^{e_{B}} f \pm 1$. Note that in general the two small primes can be chosen to be 2 and 3 and the correction factor $f$ to be 1 . The particular shape of $p$ permits them to pick a supersingular curve $E$ over $\mathbb{F}_{p^{2}}$ with cardinality $(p \pm 1)^{2}$ (see Theorem 1.17 ) and with two subgroups $E\left[\ell_{A}^{e_{A}}\right]$ and $E\left[\ell_{B}^{e_{B}}\right]$ of coprime order. Basis $\left\{P_{A}, Q_{A}\right\}$ and $\left\{P_{B}, Q_{B}\right\}$ for $E\left[\ell_{A}^{e_{A}}\right]$ and $E\left[\ell_{B}^{e_{B}}\right]$ are fixed.

The key idea is that Alice and Bob choose random path in the $\ell_{A}$-isogeny graph (respectively $\ell_{B}$-isogeny graph) by picking random secret subgroups

$$
\langle A\rangle=\left\langle\left[m_{A}\right] P_{A}+\left[n_{A}\right] Q_{A}\right\rangle \quad \text { and } \quad\langle B\rangle=\left\langle\left[m_{B}\right] P_{B}+\left[n_{B}\right] Q_{B}\right\rangle
$$

of respective orders $\ell_{A}^{e_{A}}$ and $\ell_{B}^{e_{B}}$, and compute the secret isogeny paths

$$
\phi_{A}: E \longrightarrow E_{A}=E /\langle A\rangle \quad \text { and } \quad \phi_{B}: E \longrightarrow E_{B}=E /\langle B\rangle
$$

At this point they would like to share $E_{A}$ and $E_{B}$ and to repeat the procedure as in Couveignes-RostovtsevStolbunov Protocol. As already said, however, they need to pass along the action of their secret path on the basis of the torsion group used by the other, namely Alice has to compute $\left\{\phi_{A}\left(P_{B}\right), \phi_{A}\left(Q_{B}\right)\right\}$ and transmit the information to Bob who, in turn, needs to compute $\left\{\phi_{B}\left(P_{A}\right), \phi_{B}\left(Q_{A}\right)\right\}$ and share the result. Alice can now compute

$$
\phi_{A}^{\prime}: E_{B} \longrightarrow E_{B A}=E_{B} /\left\langle\phi_{B}(A)\right\rangle
$$



## Alice



Figure 6.1 - Graphic representation of the Couveignes-Rostovtsev-Stolbunov protocol.
and Bob computes

$$
\phi_{B}^{\prime}: E_{A} \longrightarrow E_{A B}=E_{A} /\left\langle\phi_{A}(B)\right\rangle
$$

Because of $\langle A, B\rangle=\langle B, A\rangle$ we now have the following commutative diagram which guarantees that the two parties end up sharing the same elliptic curve:


Remark. The need for some extra public information is due to the fact that the lack of an abelian torsor on the set of supersingular elliptic curves translates to the loss of a canonical way of labeling the edges of the supersingular isogeny graph, i.e., finding a positive and a negative direction. However, as noted in the introduction, sharing torsion points opens the doors to the attacks of Petit [Pet], Castryck and Decru [CD], Maino and Martindale [MM] and Robert [Rob] which have wrecked the security of SIDH.

One can consult at [DeF2] for more details or [Cos] for a toy example.

## SIDH protocol

|  | SIDH protocol |  |
| :--- | :---: | :---: |
|  | Two small primes $\ell_{A}$ and $\ell_{B}$ and a large prime $p=\ell_{A}^{e_{A}} \ell_{B}^{e_{B}} f \mp 1$. |  |
| PUBLIC DATA: | A supersingular elliptic curve $E$ over $\mathbb{F}_{p^{2}}$ of cardinality $(p \pm 1)^{2}$. |  |
|  | A basis $\left\{P_{A}, Q_{A}\right\}$ for $E\left[\ell_{A}^{e_{A}}\right]$ |  |
|  | A basis $\left\{P_{B}, Q_{B}\right\}$ for $E\left[\ell_{B}^{e_{B}}\right]$ | BOB |
| Choose a random secret | $\langle A\rangle=\left\langle\left[m_{A}\right] P_{A}+\left[n_{A}\right] Q_{A}\right\rangle$ | $\langle B\rangle=\left\langle\left[m_{B}\right] P_{B}+\left[n_{B}\right] Q_{B}\right\rangle$ |
| Compute secret path | $\phi_{A}: E \rightarrow E_{A}=E /\langle A\rangle$ | $\phi_{B}: E \rightarrow E_{B}=E /\langle B\rangle$ |
| Compute the image | $\left\{\phi_{A}\left(P_{B}\right), \phi_{A}\left(Q_{B}\right)\right\}$ | $\left\{\phi_{B}\left(P_{A}\right), \phi_{B}\left(Q_{A}\right)\right\}$ |
| Exchange data | $E_{B}, \phi_{B}\left(P_{A}\right), \phi_{B}\left(Q_{A}\right)$ | $E_{A}, \phi_{A}\left(P_{B}\right), \phi_{A}\left(Q_{B}\right)$ |
|  |  | $\phi_{A}^{\prime}: E_{B} \rightarrow E_{B} /\left\langle\phi_{B}(A)\right\rangle$ |
| Compute shared secret | $\phi_{B}^{\prime}: E_{A} \rightarrow E_{A} /\left\langle\phi_{A}(B)\right\rangle$ |  |
| SHARED SECRET: Final elliptic curve $E /\langle A, B\rangle$ |  |  |

### 6.1.3 CSIDH

In 2018, Castryck, Lange, Martindale, Panny and Renes [Cas+] proposed another approach to supersingular isogeny based cryptography. They idea is to directly adapt the Couveignes-Rostovtsev-Stolbunov protocol to supersingular curves. In order to overcome the lack of rigid structure in the supersingular realm they propose to restrict the attention to supersingular elliptic curves that are defined over a prime field $\mathbb{F}_{p}$ instead of the whole set $\mathrm{SS}(p)$. Further, instead of the full endomorphism ring, they only consider the subring of $\mathbb{F}_{p}$-rational endomorphisms, which is a quadratic imaginary order $\mathcal{O}$, see Section 5.2.2 and Theorem 5.35.

We will not discuss here the technical details and all the improvements proposed in [Cas+] but we will limit ourselves to describing the protocol. The global parameters are a large prime $p$ of the form $p=4 \cdot \ell_{1} \cdot \ell_{2} \cdot \ldots \cdot \ell_{n}-1$ where the $\ell_{i}$ 's are small distinct odd primes, and the supersingular elliptic curve $E_{0}: y^{2}=x^{3}+x$ over $\mathbb{F}_{p}$. The subring of End $(E)$ consisting of those endomorphisms which are defined over $\mathbb{F}_{p}$ is $\mathcal{O}=\mathbb{Z}[\pi]$. Because of the shape of $p$, the primes $\ell_{i}$ split in $\mathcal{O}$ as $\ell_{i} \mathcal{O}=\mathfrak{l}_{i} \overline{\mathfrak{l}}_{i}$ where $\mathfrak{l}_{i}=\left(\ell_{i}, \pi-1\right)$ and $\overline{\mathfrak{l}}_{i}=\left(\ell_{i}, \pi+1\right)$ since $\pi^{2}-1 \equiv 0 \bmod \ell_{i}$. The private key consist of an $n$-tuple $\left(e_{1}, \ldots, e_{n}\right)$ of integers in a range $[-m, \ldots, m]$ which corresponds to the ideal class $[\mathfrak{a}]=\left[\mathfrak{l}_{1}^{e_{1}} \cdot \ldots \cdot \mathfrak{l}_{n}^{e_{n}}\right]$ where $\mathfrak{l}_{i}=\left(\ell_{i}, \pi-1\right)$. Both parties apply their secret key to the elliptic curve $E_{0}$ and obtain an elliptic curve in Montgomery form $[\mathfrak{a}] E_{0}: y^{2}=x^{3}+A x^{2}+x$; they share the coefficient $A$ of the final elliptic curve and re-apply their secret ideal action on the elliptic curve received from the other. The secret key is the coefficient of the Montgomery form of the shared curve obtained by acting on $E_{0}$ via the two secret ideals. This is the same for both parties since $\mathrm{Cl}(\mathcal{O})$ is commutative.

| CSIDH protocol |  |
| :---: | :---: |
| PUBLIC DATA: | A large prime $p=4 \ell_{1} \cdot \ldots \cdot \ell_{n}-1$ for small distinct odd primes $\ell_{i}$. The supersingular elliptic curve $E_{0}: y^{2}=x^{3}+x$ over $\mathbb{F}_{p}$. <br> The endomorphism ring of $E_{0}$ over $\mathbb{F}_{p}$ is $\mathcal{O}=\mathbb{Z}[\pi]$. <br> The prime $\ell_{i}$ splits in $\mathcal{O}$ as $\ell_{i} \mathcal{O}=\mathfrak{l}_{i} \bar{l}_{i}=\left(\ell_{i}, \pi-1\right)\left(\ell_{i}, \pi+1\right)$ |
| Key generation | ALICE BOB <br> $\left(e_{1}, \ldots, e_{n}\right) \in$ $\left(f_{1}, \ldots, f_{n}\right) \in[-m, \ldots, m]^{n}$ <br> $[-m, \ldots, m]^{n}$  |
| Compute secret path Compute the image Exchange data | $\begin{array}{cc} \mathfrak{a}=\left[\mathfrak{l}_{1}^{e_{1}}, \ldots, \mathfrak{l}_{n}^{e_{n}}\right] & \mathfrak{b}=\left[l_{1}^{f_{1}}, \ldots, \mathfrak{l}_{n}^{f_{n}}\right] \\ \phi_{A}: E \rightarrow[\mathfrak{a}] \cdot E=E / \mathfrak{a} \end{array} \phi_{B}: E \xrightarrow{\rightarrow}[\mathfrak{b}] \cdot E \stackrel{( }{=}=E / \mathfrak{b}$ |
| Compute shared secret | $\phi_{A}: E_{B} \rightarrow[\mathfrak{a}] \cdot E_{B}=E_{B} / \mathfrak{a} \quad \phi_{B}: E_{A} \rightarrow[\mathfrak{b}] \cdot E_{A}=E_{A} / \mathfrak{b}$ |

SHARED SECRET: Final elliptic curve $[\mathfrak{a}][\mathfrak{b}] \cdot E$

### 6.2 The OSIDH protocol

The choice of considering curves over $\mathbb{F}_{p}$ and not $\mathbb{F}_{p^{2}}$ in CSIDH was motivated by the need of recovering a class group action. By imposing the data of an orientation we can obtain the same goal without limiting the size of the vertex space. However, we point out once again that while SIDH and CSIDH have well established choices of parameters and have been adapted to other cryptographic purposes besides key-exchange schemes, OSIDH remains a general framework of mainly theoretical interest. The motivation behind it is multifold; on one hand it represents a direct application of the idea of orienting a supersingular elliptic curve; In fact, we recall that the main difficulty in using supersingular isogeny graphs for cryptographic schemes is the lack of a canonical way of distinguishing between its edges. Further, OSIDH provides a general way of approaching the study of supersingular isogeny graphs; as we will see it is a generalization of CSIDH which takes place at a different level of an isogeny volcano (CSIDH happen at the crater). Finally, it permits to overcome some of the restriction imposed by prior protocols.

The idea of SIDH is to fix a large prime number $p$ of the form $p=\ell_{A}^{e_{A}} \ell_{B}^{e_{B}} f \pm 1$ for a small cofactor $f$ and to let the two parties Alice and Bob take random walks (i.e., isogenies chains) of length $e_{A}$ (or $e_{B}$ ) in the $\ell_{A}$-isogeny graph (or the $\ell_{B}$-isogeny graph, respectively) on the set of supersingular $j$-invariants defined over $\mathbb{F}_{p^{2}}$, see Section 6.1.2. In order to have the two key spaces of similar size $\ell_{A}^{e_{A}} \approx \ell_{B}^{e_{B}}$, we need to take $\ell_{A}^{e_{A}} \approx \ell_{B}^{e_{B}} \approx \sqrt{p}$. Since the total number of supersingular $j$-invariants is around $p / 12$, this implies that, for each party, the space of choices for the secret key is limited to $1 / \sqrt{p}$ of the whole set of supersingular $j$-invariants over $\mathbb{F}_{p^{2}}$. In other words, in choosing their secrets, Alice and Bob can go only "halfway" around the graph from the starting vertex $j_{0}$.

On the other hand, the peculiarity of CSIDH is that it works with curves defined over $\mathbb{F}_{p}$ and restricts the endomorphism rings of such curves to the commutative subring consisting of $\mathbb{F}_{p}$-rational endomorphisms. Starting from this setup, the scheme is an adaptation of the Couveignes and Rostovtsev-Stolbunov idea. Observe that the choice of looking at curves defined over $\mathbb{F}_{p}$, instead of $\mathbb{F}_{p^{2}}$, limits the key spaces for Alice and Bob to $\# C \ell(\mathbb{Z}[\sqrt{-p}])$ supersingular points. For a given $p$, this is the same order of magnitude, $O(\sqrt{p} \log (p))$, as for SIDH, but the class group is transitive on this subset.

The new cryptographic protocol we are about to introduce, OSIDH, is defined over an arbitrarily large subset of oriented supersingular elliptic curves over $\mathbb{F}_{p^{2}}$, which combines features of SIDH and CSIDH, and permits one to cover an arbitrary proportion of all isomorphism classes of supersingular elliptic curves.

Finally, a feature shared by SIDH and CSIDH is that the isogenies are constructed as quotients of rational torsion subgroups: the secret path of length $e_{A}$ in the $\ell_{A}$-isogeny graph corresponds to a secret cyclic subgroup $\langle A\rangle \subseteq E\left[\ell^{e_{A}}\right]$ where $A$ is a rational $\ell_{A}^{e_{A}}$-torsion point on $E$. The need for rational points imposes limits on the choice of the prime $p$ and, thus, of the finite field we work on. In contrast OSIDH relies on constructions that can be carried out only with the use of modular polynomials hence avoiding conditions on the rational torsion subgroup.

In summary, an orientation provides a class group action on lifts of an arbitrarily large subset of supersingular points. Exploiting an effective subring $\mathcal{O}$ of the full endomorphism ring we obtain an effective action by the class group of this subring on the isogeny volcano (whirlpool). This approach generalizes the class group action of CSIDH where supersingular elliptic curves are oriented by the commutative subring $\mathbb{Z}[\pi]$ generated by Frobenius $\pi=\sqrt{-p}$. To avoid subexponential (or polynomial) time reductions, in the OSIDH protocol, as detailed in Section 6.2.3, the orientation and associated class group action is hidden in the intermediate data exchanged by Alice and Bob. This gives a protocol for which the best known attacks at present are fully exponential.

### 6.2.1 Some geometric definitions

We start by introducing some geometric definitions that will help in understanding the general construction. Instead of considering the union of different isogeny graphs as in Couveignes-Rostovtsev-Stolbunov, we focus on a fixed prime $\ell$ and we think of the other primes as acting on the $\ell$-isogeny graph. The resulting object is the union of $\ell$-isogeny volcanoes mixing under the action of $\mathcal{C \ell}(\mathcal{O})$. This action stabilizes the subgraph at the surface (the craters) and preserves descending paths. This view is consistent with the construction of orientations by $\ell$-isogeny chains (paths in the $\ell$-isogeny graph) anchored at the surface, with action of the class group determined by ladders.

Definition. A vortex is defined to be an $\ell$-isogeny subgraph whose vertices are isomorphism classes of $\mathcal{O}$ oriented elliptic curves with $\ell$-maximal endomorphism ring, equipped with the action of $\mathcal{C l}(\mathcal{O})$. A whirlpool
is defined to be a complete $\ell$-isogeny graph of $K$-oriented elliptic curves whose subgraphs of $\mathcal{O}$-oriented classes are acted on by $\mathcal{C l}(\mathcal{O})$. More precisely, if $\mathcal{O}$ is an $\ell$-maximal order and $E$ an $\mathcal{O}$-oriented elliptic curve, a vortex at $\ell$ is the $\ell$-isogeny subgraph $G_{\ell}(E, \mathcal{O})$ of $G_{\ell}(E, K)$ equipped with the action by $\mathcal{C \ell}(\mathcal{O})$. A whirlpool the union of the subgraphs $G_{\ell}\left(E, \mathcal{O}_{n}\right)$ in $G_{\ell}(E, K)$ equipped with the compatible actions of $\mathcal{C l}\left(\mathcal{O}_{n}\right)$.


Figure 6.2 - A vortex consists of $\ell$-isogeny cycles at the surface acted on by the class group $\mathcal{C l}(\mathcal{O})$ of an $\ell$-maximal order $\mathcal{O}$.


Figure 6.3 - A whirlpool is an $\ell$-isogeny graph equipped with compatible actions on its subgraphs by $\mathcal{C l}(\mathcal{O})$. The depicted 4-regular graph arises from $\ell=3$, and the cycle length is the order of a prime over $\ell$ in the $\ell$-maximal order.

The underlying graph of a whirlpool is composed of multiple connected components, with the class group acting transitively on components with the same $\ell$-maximal order of its vortex. The existence of multiple components of $\ell$-volcanoes is studied in [Mir+] and [FM], where the set of $\ell$-volcanoes is called an $\ell$-cordillera. A general whirlpool can be depicted as in Figure 6.4, as an $\ell$-cordillera (black lines) acted on by the class group, as represented by colored arrows.


Figure 6.4 - An $\ell$-isogeny graph of a whirlpool may have multiple components. The action depicts the subgraph acted on by a class group $\mathcal{C \ell}(\mathcal{O})$ of order 18 , in which $\ell=3$ has order six, such as for discriminants -1691, -2291, and -2747.

Whirlpool examples. We give examples of both ordinary and supersingular whirlpool structures of $\ell$-isogeny graphs with induced class group actions.

Let $E / \mathbb{F}_{353}$ be an ordinary elliptic curve with 344 rational points, and consider the subgraph of $\Gamma_{2}(E)$ of curves defined over $\mathbb{F}_{353}$. The ring $\mathbb{Z}[\pi]$ generated by Frobenius $\pi$ has index 2 in the maximal order $\mathcal{O}_{K} \simeq$ $\mathbb{Z}[\sqrt{-82}]$ of class number 4 . The set of $j$-invariants of such curves at the surface is $\{160,230,270,298\}$, and the $j$-invariants of curves at depth 1 are $\{66,182,197,236,253,264,304,330\}$.

This graph, depicted in Figure 6.5, consists of two 2-volcanoes, and hence the whirlpool consists of two components permuted by the transitive action of $\mathcal{C l}(\mathbb{Z}[\pi])$.


Figure 6.5 - A 2-cordillera.
Figure 6.6 represents the whirlpool, with blue lines indicating the 7 -isogenies and red lines corresponding to the 13-isogenies.


Figure 6.6 - A whirlpool with two components.
In the remaining part of this section we describe the local structure of oriented isogeny graphs and their associated class group actions. Given an order $\mathcal{O}$ in an imaginary quadratic field $K$, for simplicity of notation we write $\mathcal{O}(M)$ for the order $\mathbb{Z}+M \mathcal{O}$ of index $M$, and for fixed prime $\ell$ we write $\mathcal{O}_{n}$ for $\mathcal{O}\left(\ell^{n}\right)$. Moreover we denote the kernel

$$
U(\mathcal{O}, M)=\operatorname{ker}(\mathcal{C l}(\mathcal{O}(M)) \rightarrow \mathcal{C l}(\mathcal{O}))
$$

which will be identified with the stabilizer subgroup of an isomorphism class of a curve oriented by $\mathcal{O}$.
Remark. We recall that

$$
1 \longrightarrow \frac{\mathcal{O}_{K} / M \mathcal{O}_{K}}{\mathcal{O}_{K}^{\times}(\mathbb{Z} / M \mathbb{Z})^{\times}} \longrightarrow \mathcal{C l}(\mathcal{O}(M)) \longrightarrow \mathcal{C \ell}\left(\mathcal{O}_{K}\right) \longrightarrow 1
$$

In order to discuss the local neighborhood of a graph, and conduct a breadth-first searches, we introduce the notion of an $\ell$-isogeny cloud around $E$.

Definition. An $\ell$-isogeny cloud of radius $r$ at $E$ is a subgraph of $G_{\ell}(E)$, whose paths from $E$ extend to length $r$.

Suppose that $\ell$ is a prime, $\mathcal{O}$ an $\ell$-maximal order in $K$, and $E$ an $\mathcal{O}$-oriented elliptic curve. Set $\mathcal{O}_{r}=\mathcal{O}\left(\ell^{r}\right)$ for all positive integers $r$. The subgraph of descending $\ell$-isogenies in the $\ell$-isogeny cloud of radius $r$ at $E$ in $G_{\ell}(E, K)$ admits an action of $U\left(\mathcal{O}, \ell^{r}\right)$. In view of the exact sequence of class groups,

$$
1 \rightarrow U\left(\mathcal{O}, \ell^{r}\right) \rightarrow \mathrm{Cl}\left(\mathcal{O}_{r}\right) \rightarrow \mathrm{Cl}(\mathcal{O}) \rightarrow 1
$$

we consider the corresponding decomposition into subgraphs
Definition. As before, let $\mathcal{O}$ be an $\ell$-maximal order and $E$ an $\mathcal{O}$-oriented elliptic curve. An eddy at $E$ is the subgroup of $\ell$-isogenies descending from $E$, equipped with the compatible actions of $U\left(\mathcal{O}, \ell^{n}\right)$. The restriction of the whirlpool (or eddy) to $G_{\ell}\left(E, \mathcal{O}_{r}\right)$ is called the whirlpool (or eddy) of depth $r$.


Figure 6.7 - A cloud in an oriented isogeny volcano.


Figure 6.8 - An eddie in an oriented isogeny volcano.

Even at a non-split prime $\ell$, in which every $\ell$-isogeny is descending, the distinction between cloud and eddy, a set and $G$-set, respectively, is nontrivial. The structure of a cloud can be constructed from $\ell$-isogeny relations, on which the $G$-set structure can be enumerated, but an effective $G$-set structure on the eddy is entirely determined by its transitive action on one descending path. An effective action of $U\left(\mathcal{O}, \ell^{r}\right)$ yields a compression from an $\ell$-cloud of order $\ell^{r}$ elements to a $\ell$-isogeny chain of length $r$.

### 6.2.2 A first naive protocol

We first describe a simplified version of OSIDH as intermediate step. The reason for doing that is twofold. On one hand it permits us to observe how the notions introduced so far lead to a cryptographic protocol, and on the other hand it highlights the critical security considerations and identifies the computationally hard problems on which the security is based.

As described at the beginning of the section, we fix a maximal order $\mathcal{O}_{K}$ in a quadratic imaginary field $K$ of small discriminant $\Delta_{K}$ and a large prime $p$ such that $\left(\frac{\Delta_{K}}{p}\right) \neq 1$. Further, the two parties agree on an elliptic curve $E_{0}$ with effective maximal order $\mathcal{O}_{K}$ embedded in the endomorphism ring and a descending $\ell$-isogeny chain:

$$
E_{0} \longrightarrow E_{1} \longrightarrow E_{2} \longrightarrow \cdots \longrightarrow E_{n} .
$$

Each constructs a power smooth horizontal endomorphism $\psi$ of $E_{0}$ as the product of generators of small principal ideals in $\mathcal{O}_{K}$. A power smooth isogeny, for which the prime divisors and exponents of its degree are bounded, ensures that $\psi$ can be efficiently extended to a ladder.

Remark. In practice, we will fix $\mathcal{O}_{K}$ to be either the Eisenstein integers $\mathbb{Z}\left[\zeta_{3}\right]$ or the Gaussian integers $\mathbb{Z}\left[\zeta_{4}\right](=\mathbb{Z}[i])$. Since the ladder is descending, we have that $\operatorname{End}\left(\left(E_{i}, \iota_{i}\right)\right) \simeq \mathbb{Z}+\ell^{i} \mathcal{O}_{K}$ for all $i=0, \ldots, n$.

Alice privately chooses a horizontal power smooth endomorphism $\psi_{A}=\psi_{0}: E_{0} \rightarrow F_{0}=E_{0}$, and pushes it forward to an $\ell$-ladder of length $n$ :


By Lemma 5.40, this $\ell$-ladder is level, hence $\operatorname{End}\left(\left(E_{i}, \iota_{i}\right)\right)=\operatorname{End}\left(\left(F_{i}, \iota_{i}^{\prime}\right)\right)$.
The $\ell$-isogeny chain $\left(F_{i}\right)$ is sent to Bob, who chooses a horizontal smooth endomorphism $\psi_{B}$, and sends the resulting $\ell$-isogeny chain $\left(G_{i}\right)$ to Alice. Each applies (and, eventually, push forward) the private endomorphism to obtain $\left(H_{i}\right)=\psi_{B} \cdot\left(F_{i}\right)=\psi_{A} \cdot\left(G_{i}\right)$, and $H=H_{n}$ is the shared secret.

In the following picture the blue arrows correspond to the orientation chosen throughout by Alice while the red ones represent the choice made by Bob.


## Naive OSIDH protocol

| A prime $p$ and a supersingular elliptic curve $E_{0}$ over $\mathbb{F}_{p^{2} .}$ |  |
| :--- | :--- |
| PUBLIC DATA: | An order $\mathcal{O}$ of class number 1 orienting $E_{0}$ |
|  | A descending $\ell$-isogeny chain $E_{0} \rightarrow E_{1} \rightarrow \cdots \rightarrow E_{n}$ |



Choose a smooth endomorphism of $E_{0}$ in $\mathcal{O}_{K}$

Push it forward to depth $n$
Exchange data


Compute shared secret
Compute $\psi_{A} \cdot\left(G_{i}\right)$
Compute $\psi_{B} \cdot\left(F_{i}\right)$
SHARED SECRET: Final elliptic curve $H_{n}$ of the shared chain $E_{0} \rightarrow H_{1} \rightarrow \cdots \rightarrow H_{n}$
This naive protocol reveals too much information and is susceptible to attack by computing the endomorphism rings of the end curves $\operatorname{End}\left(E_{n}\right)$, $\operatorname{End}\left(F_{n}\right)$, and $\operatorname{End}\left(G_{n}\right)$. In general, the problem of computing an isogeny between two supersingular elliptic curves $E$ and $F$ knowing $\operatorname{End}(E)$ is broadly equivalent to the task of computing End $(F)$ [Gal+; Eis+]. Kohel's algorithm [Koh1], and the refinement of Galbraith [Gal2], compute several paths in the isogeny graph to find isogenies $F \rightarrow F$. Thus, as noted in [Gal+], computing End $(F)$ can be reduced to finding an endomorphism $\phi: F \rightarrow F$ that is not in $\mathbb{Z}[\pi]$.

Remark. Observe that in SIDH and CSIDH the endomorphism ring of the starting elliptic curve is known since the shared initial curve is chosen to have special form. In OSIDH the situation changes: we need to find an isogeny starting from $E_{n}$, and not the curve $E_{0}$ for which we have an explicit description of the endomorphism ring. However, knowing End $\left(E_{0}\right)$, we can deduce at each step

$$
\mathbb{Z}+\ell E n d\left(E_{i}\right) \simeq \mathbb{Z}+\phi_{i} \operatorname{End}\left(E_{i}\right) \hat{\phi}_{i} \subset \operatorname{End}\left(E_{i+1}\right)
$$

and thus we obtain the inclusion $\mathbb{Z}+\ell^{n} \operatorname{End}\left(E_{0}\right) \hookrightarrow \operatorname{End}\left(E_{n}\right)$.
Note that, in general, knowing the existence of a copy of an imaginary quadratic order inside the maximal order of a quaternion algebra does not guarantee the knowledge of the embedding as there might be many [Eic2, p. II.5]. In this case, from the knowledge of a subring $\mathbb{Z}+\ell E n d\left(E_{i}\right)$ of finite index $\ell^{3}$ we can reconstruct $\operatorname{End}\left(E_{i+1}\right)$ step-by-step from the $\ell$-isogeny chain $E_{0} \rightarrow E_{1} \rightarrow \ldots \rightarrow E_{n}$, and hence compute $\operatorname{End}\left(E_{n}\right)$.

In the naive protocol we also share the full isogeny chain $\left(F_{i}\right)$ (or their $j$-invariant sequence), which allows an adversary to deduce the oriented endomorphism ring

$$
\mathbb{Z}+\ell^{n} \mathcal{O}_{K} \hookrightarrow \operatorname{End}\left(F_{n}\right)
$$

of the terminal elliptic curve $F=F_{n}$. This gives enough information to deduce $\operatorname{Hom}(E, F)$ and construct a representative smooth ideal in $\operatorname{Cl}(\mathcal{O})$ sending $E$ to $F$.

We observe that there is another approach to this problem which uses only properties of the ideal class group. Suppose we have a $K$-descending $\ell$-isogeny chain $E_{0} \longrightarrow E_{1} \longrightarrow \ldots \longrightarrow E_{n}$ with

$$
\operatorname{End}\left(E_{0}\right) \supsetneq \mathcal{O}_{K}=\mathcal{O}_{0} \supset \mathcal{O}_{1} \supset \ldots \supset \mathcal{O}_{n} \simeq \mathbb{Z}+\ell^{n} \mathcal{O}_{K}
$$

This induces a sequence at the level of class groups

$$
\mathrm{Cl}\left(\mathcal{O}_{n}\right) \longrightarrow \cdots \longrightarrow \mathrm{Cl}\left(\mathcal{O}_{i}\right) \longrightarrow \cdots \longrightarrow \mathrm{Cl}\left(\mathcal{O}_{K}\right) \simeq\{1\}
$$

In particular, there exists a surjection

$$
\mathcal{C l}\left(\mathcal{O}_{i+1}\right) \simeq \frac{\left(\mathcal{O}_{K} / l^{i+1} \mathcal{O}_{K}\right)^{\times}}{\overline{\mathcal{O}}_{K}^{\times}\left(\mathbb{Z} / \ell^{i+1} \mathbb{Z}\right)^{\times}} \longrightarrow \frac{\left(\mathcal{O}_{K} / \ell^{i} \mathcal{O}_{K}\right)^{\times}}{\overline{\mathcal{O}}_{K}^{\times}\left(\mathbb{Z} / \ell^{i} \mathbb{Z}\right)^{\times}} \simeq \mathcal{C l}\left(\mathcal{O}_{i}\right)
$$

whose kernel is easily described. First, the map $\psi: \operatorname{Cl}\left(\mathcal{O}_{1}\right) \rightarrow \mathcal{C l}\left(\mathcal{O}_{K}\right)$ has kernel

$$
\left\{\begin{array}{lll}
\mathbb{F}_{\ell^{2}}^{\times} / \mathbb{F}_{\ell}^{\times} & \text {of order } \ell+1 & \text { if } \ell \text { is inert } \\
\left(\mathbb{F}_{\ell}^{\times} \times \mathbb{F}_{\ell}^{\times}\right) / \mathbb{F}_{\ell}^{\times} & \text {of order } \ell-1 & \text { if } \ell \text { splits } \\
\left(\mathbb{F}_{\ell}[\xi]\right)^{\times} / \mathbb{F}_{\ell}^{\times} & \text {of order } \ell & \text { if } \ell \text { is ramified }
\end{array}\right.
$$

where $\xi^{2}=0$ (see [Cox, §7.D] and [Neu, §12]). Thereafter, for each $i>1$, the surjection $\mathcal{C l}\left(\mathcal{O}_{i+1}\right) \rightarrow \mathcal{C l}\left(\mathcal{O}_{i}\right)$ has cyclic kernel of order $\ell$ by virtue of the class number formula, and hence we have a short exact sequence

$$
1 \rightarrow \mathbb{Z} / \ell \mathbb{Z} \rightarrow \mathcal{C l}\left(\mathcal{O}_{i+1}\right) \rightarrow \mathcal{C l}\left(\mathcal{O}_{i}\right) \rightarrow 1
$$

If we have already constructed some representative for $\psi_{A}$ modulo $\ell^{i} \mathcal{O}_{K}$, we can lift it to find $\psi_{A} \bmod \ell^{i+1} \mathcal{O}_{K}$ from $\ell$ possible preimages. For each candidate lift $\psi_{A} \bmod \ell^{i+1} \mathcal{O}_{K}$, we search for an smooth representative

$$
\psi_{A} \equiv \psi_{1}^{e_{1}} \psi_{2}^{e_{2}} \cdot \ldots \cdot \psi_{t}^{e_{t}} \bmod \ell^{i+1} \mathcal{O}_{K}
$$

with $\operatorname{deg}\left(\psi_{j}\right)=q_{j}$ small. The candidate smooth lift can be applied to $E_{i+1}$ and the correct lift is that which sends $E_{i+1}$ to $F_{i+1}$ in the $\ell$-isogeny chain (see Figure 6.9). This yields an algorithm involving multiple instances of the discrete logarithm problem in a group of order $\ell$ as in Pohlig-Hellman algorithm [PH] and in the generalization of Teske [Tes].


Figure 6.9 - Reconstruction of Alice's secret key

We sketch here a constructive attack to this naïve protocol, see also [DD1, §3].

Algorithm 8. Attack to the naïve OSIDH protocol
Input: Two oriented isogeny chains $\left(E_{k}, \iota_{k}\right)_{0 \leq k \leq n}$ and $\left(F_{k}, \iota_{k}^{\prime}\right)_{0 \leq k \leq n}$
Output: An ideal class $[\mathfrak{a}] \in \mathcal{C l}\left(\mathcal{O}_{n}\right)$ such that $\mathfrak{a} \cdot\left(E_{k}, \iota_{k}\right)_{0 \leq k \leq n}=\left(F_{k}, \iota_{k}^{\prime}\right)_{0 \leq k \leq n}$

- Compute a basis $\left\{\mathfrak{q}_{1}, \ldots, \mathfrak{q}_{h\left(\mathcal{O}_{n}\right)}\right\}$ for $\mathrm{Cl}\left(\mathcal{O}_{n}\right)$, see [DD1, Alg. 1].
- At the first index $i_{0}$ where the chains diverge find an ideal $\mathfrak{a}_{i_{0}}$ such that $\mathfrak{a}_{i_{0}} \cdot\left(E_{k}, \iota_{k}\right)_{0 \leq k \leq i_{0}}=$ $\left(F_{k}, \iota_{k}^{\prime}\right)_{0 \leq k \leq i_{0}}$, i.e., an ideal $\mathfrak{a}_{i_{0}}$ such that $\mathfrak{a}_{i_{0}} \cdot\left(E_{i_{0}}, \iota_{i_{0}}\right)=\left(F_{i_{0}}, \iota_{i_{0}}^{\prime}\right)$ such that $a_{i_{0}} \cap \mathcal{O}_{i_{0}-1} \in P\left(\mathcal{O}_{i_{0}-1}\right)$ is principal.
- Express $\mathfrak{a}_{i_{0}}$ in terms of the basis of $\mathcal{C l}\left(\mathcal{O}_{n}\right): a_{i_{0}}=\prod_{j=1}^{h\left(\mathcal{O}_{n}\right)} \mathfrak{q}_{j}^{e_{j, j}}$
- For $i \in\left[i_{0}, \ldots, n-1\right]$ do
- Compute the kernel of the reduction surjective map $\mathrm{Cl}\left(\mathcal{O}_{i+1}\right) \rightarrow \mathrm{Cl}\left(\mathcal{O}_{i}\right)$, see [DD1, Alg. 2]. The ideal $\mathfrak{a}_{i+1}$ such that $\mathfrak{a}_{i+1} \cdot\left(E_{k}, \iota_{k}\right)_{0 \leq k \leq i+1}=\left(F_{k}, \iota_{k}^{\prime}\right)_{0 \leq k \leq i+1}$ will be written as

$$
a_{i+1}=\prod_{j=1}^{h\left(\mathcal{O}_{n}\right)} \mathfrak{q}_{j}^{e_{i+1, j}}
$$

since $\left[a_{i+1} \cap \mathcal{O}_{i}\right]=\left[a \cap \mathcal{O}_{i}\right]=\left[a_{i} \cap \mathcal{O}_{i}\right]$, then $\mathfrak{a}_{i+1}=\mathfrak{a}_{i} \cdot \mathfrak{b}_{i}$ for some $\mathfrak{b}_{i}=\prod \mathfrak{q}_{j}^{f_{j}}$ such that $\mathfrak{b}_{i} \cap \mathcal{O}_{i}$ is principal. Further $e_{i+1, j}=e_{i, j}+f_{j}$.

- Look for $\mathfrak{b}_{i}$ in the finite kernel of $\mathcal{C l}\left(\mathcal{O}_{i+1}\right) \rightarrow \mathcal{C l}\left(\mathcal{O}_{i}\right)$ described above.
- Reduce the exponents of $\mathfrak{a}_{i} \cdot \mathfrak{b}_{i}$ by reduction algorithms in the relation lattice, see [DD1, §3.3].


## An example

We present here a toy example with only one prime involved. We fix $q=p^{2}=10007^{2}$. Observe that $p \equiv 2$ $\bmod 3$ which tells us that the elliptic curve $E_{0}: y^{2}=x^{3}+1$ of $j$-invariant 0 is supersingular. We consider the embedding $\mathbb{Z}[\omega] \hookrightarrow \operatorname{End}\left(E_{0}\right)$ where $\omega^{2}+\omega+1=0$. We refer to the following picture:


Figure 6.10 - Key reconstruction for the naïve OSIDH protocol.
We observe that the first two steps after $E_{0}$ in the sequences $\left\{E_{i}\right\}_{i}$ and $\left\{F_{i}\right\}_{i}$ are equal: $E_{0}=F_{0}$,
$E_{1}=F_{1}$ and $E_{2}=F_{2}$. The first instance where the two isogeny chains differ occurs at the third step. Using modular polynomials, we immediately find that there exists a 13-isogeny between $E_{3}$ and $F_{3}$.

An easy computation shows that:

$$
\begin{array}{rlrl}
13 \mathbb{Z}[\omega] & =\mathfrak{q}_{0} \overline{\mathfrak{q}}_{0} & \text { where } & \\
\mathfrak{q}_{0}=(13, \omega+4) \text { and } \overline{\mathfrak{q}}_{0}=(13, \omega+10) \\
13 \mathbb{Z}[2 \omega] & =\mathfrak{q}_{1} \overline{\mathfrak{q}}_{1} & \text { where } & \\
\mathfrak{q}_{1}=(13,2 \omega+8) \text { and } \overline{\mathfrak{q}}_{1}=(13,2 \omega+7) \\
13 \mathbb{Z}[4 \omega] & =\mathfrak{q}_{2} \overline{\mathfrak{q}}_{2} & \text { where } & \\
\mathfrak{q}_{2}=(13,4 \omega+3) \text { and } \overline{\mathfrak{q}}_{2}=(13,4 \omega+1) \\
13 \mathbb{Z}[8 \omega] & =\mathfrak{q}_{3} \overline{\mathfrak{q}}_{3} & \text { where } & \\
\mathfrak{q}_{3}=(13,8 \omega+6) \text { and } \overline{\mathfrak{q}}_{3}=(13,8 \omega+2)
\end{array}
$$

Observe that $\mathfrak{q}_{3}$ and $\overline{\mathfrak{q}}_{3}$ acts in the same way since $\mathfrak{q}_{3}^{2}=(7+8 \omega)$ is principal (see the Remark immediately before Subsection 5.1). Following the same approach described in the Remark, it is already possible to see that in the next step $\mathfrak{q}_{4}$ and $\overline{\mathfrak{q}}_{4}$ will not act in the same way; indeed, $\ell^{2 i}=16^{2}>13^{2}$. Equivalently, this can be see using modular polynomials since a quick computation shows that there are two horizontal 13-isogenies from $E_{4}$.

$$
13 \mathbb{Z}[16 \omega]=\mathfrak{q}_{4} \overline{\mathfrak{q}}_{4} \quad \text { where } \quad \mathfrak{q}_{4}=(13,16 \omega+12) \text { and } \overline{\mathfrak{q}}_{4}=(13,16 \omega+4)
$$

Using the action of the class group on the set of $\mathcal{O}_{4}$-oriented elliptic curves, we see that the isogeny from $E_{4}$ to $F_{4}$ corresponds to the ideal $\mathfrak{q}_{4}$. Methods to compute such an action can be found in[Bos+], [BCL], [DKS] and [Gal4].

In this particular situation, we could use the following strategy:
Algorithm 9. Action of an ideal $\left[\left(m, a+b \ell^{i} w\right)\right] \in \mathcal{C}\left(\mathbb{Z}+\ell^{i} \mathcal{O}_{k}\right)$ lying over $m$ on the set of primitive ; $\mathcal{O}$-oriented elliptic curves $\mathrm{SS}_{\mathcal{O}}^{p r}(p)$.
Input: The $j$-invariants of two elliptic curves $E$ and $E^{\prime}$ over $\mathbb{F}_{p^{2}}$ known to be $m$-isogenous.
Output: The ideal $[\mathfrak{a}] \in\{[\mathfrak{m}],[\overline{\mathfrak{m}}]\}$ such that $[\mathfrak{a}] * j(E)=j\left(E^{\prime}\right)$.

1. Compute $m$-division polynomial $\psi_{m}(x)$.
2. Factor $\psi_{m}(x)$ and find the factor $f(x)$ corresponding to the desired isogeny $\phi: E \rightarrow E^{\prime}$.
3. Pick a root of $f$, i.e., a $m$-torsion point $P$ lying in the kernel of $\phi$.
4. Set $m \mathcal{O}=\mathfrak{m} \overline{\mathfrak{m}}=\left(m, a+b \ell^{i} w\right)\left(m, a^{\prime}+b^{\prime} \ell^{i} w\right)$.
5. If $[a] P+[b] \cdot\left[\ell^{i} w\right] P=O_{E}$

## Return $\mathfrak{m}$.

Else
Return $\overline{\mathfrak{m}}$.

Remark. Points 1. and 2. can be replaced by Elkies algorithm [Elk2].
Computing the action of $\omega$ on oriented curves. The only non-trivial part is to compute the action of $\omega$ on points of $E$. In our situation, however, there is an elegant solution. Suppose that our elliptic curves lie at depth $i$ in the 2-isogeny volcano; this implies that there is a sequence of $i$ 2-isogenies to the surface (crater), i.e., $j=0$. Such a sequence is the dual of the public path from $E_{0}$ to $E$ : if the public key is

$$
E_{0} \xrightarrow{\phi_{0}} E_{1} \xrightarrow{\phi_{1}} E_{2} \xrightarrow{\phi_{2}} \cdots \xrightarrow{\phi_{n-1}} E_{n}
$$

then the isogeny from $E=E_{i}$ to level 0 is given by $\hat{\phi}_{0} \circ \hat{\phi}_{1} \circ \hat{\phi}_{2} \circ \cdots \circ \hat{\phi}_{i-1}$.
Now the computation becomes easier because we know exactly how $\omega$ acts on the elliptic curve $y^{2}=x^{3}+1$ of $j$-invariant 0 ([Sil2, p. II.2.2.2]):

$$
[\omega](x, y)=(\tilde{\omega} x, y)
$$

Finally, the action of $\ell^{i} \omega$ on $E$ will be given by the composition

$$
\underbrace{\phi_{i-1 i} \circ \cdots \circ \phi_{2} \circ \phi_{1} \circ \phi_{0}}_{\begin{array}{c}
i \text { 2isogenies } \\
\text { going back to } E
\end{array}} \circ[\omega] \circ \underbrace{\hat{\phi}_{0} \circ \hat{\phi}_{1} \circ \hat{\phi}_{2} \circ \cdots \circ \hat{\phi}_{i-1}}_{\begin{array}{c}
i \text { 2-isogenies } \\
\text { going to the surface }
\end{array}}
$$

Remark. Observe that this is the exact definition of the $\mathcal{O}_{i}$-orientation induced on $E_{i}$ along the isogeny chain $E_{0} \rightarrow E_{1} \rightarrow \ldots \rightarrow E_{i}$.


Figure 6.11 - The action of $\omega$ on oriented curves.

Remark. There is a second way of exploiting the action of $[\omega]$ on $E_{0}$. It consists in computing the generalized division polynomial of $[\omega]_{E_{0}}$ and then push it forward through the chain of 2-isogenies from $E_{0}$ to $E$. In our situation this is not too hard since the 2-division polynomial describing isogenies has limited size.

Finally, we study the situation at depth 5 :

$$
13 \mathbb{Z}[32 \omega]=\mathfrak{q}_{5} \overline{\mathfrak{q}}_{5} \quad \text { where } \quad \mathfrak{q}_{5}=(13,32 \omega+11) \text { and } \overline{\mathfrak{q}}_{5}=(13,32 \omega+8)
$$

Modular polynomials show that there is no 13 -isogeny between $j_{E_{5}}$ and $j_{F_{5}}$ but we can construct a 13-isogeny chain:


Having found that $[\mathfrak{q}]^{5} \cdot E_{5}=F_{5}$ we study the order of $\mathfrak{q}_{i}$ in $\mathcal{C}\left(\mathcal{O}_{i}\right)$; clearly $\left[\mathfrak{p}_{0}\right]=[1]$ and $\left[\mathfrak{q}_{1}\right]=[1]$, i.e., $\mathfrak{q}_{0}$ and $\mathfrak{q}_{1}$ are principal, since the class number of $\mathcal{O}_{K}$ and $\mathcal{O}_{1}$ is one: $h\left(\mathcal{O}_{K}\right)=h\left(\mathcal{O}_{1}\right)=1$. In particular,

$$
\begin{gathered}
\mathfrak{q}_{0}=(13, \omega+4)=(\omega+4) \text { since }(\omega+4)(3-\omega)=13 \\
\mathfrak{q}_{1}=(13,2 \omega+8)=(-4 \omega-3) \quad \text { since }\left\{\begin{array}{l}
(-4 \omega-3)(4 \omega+1)=13 \\
(-4 \omega-3)(2 \omega)=(2 \omega+8)
\end{array}\right.
\end{gathered}
$$

We also observe that $\left[\mathfrak{q}_{2}\right]=[1] \in \mathcal{C l}\left(\mathcal{O}_{2}\right)$ :

$$
\mathfrak{q}_{2}=(13,4 \omega+3)=(4 \omega+3) \text { since }(4 \omega+3)(-4 \omega-1)=13
$$

This is confirmed by the fact that (13) acts trivially on $\mathrm{SS}_{\mathrm{O}_{2}}^{p r}(10007)$ and, in fact, $E_{2}=F_{2}$.
The situation changes when we approach the third step: the equation

$$
N(8 \beta \omega+\alpha)=\alpha^{2}-8 \alpha \beta+64 \beta^{2}=13
$$

does not have integral solutions. This implies that $\mathfrak{q}_{3}$ and its conjugate cannot be principal. On the other hand, we have already seen that $\left[\mathfrak{q}_{3}\right]^{2}=[1]$ in $\mathcal{C l}\left(\mathcal{O}_{3}\right)$ supported by the evidence that $\mathfrak{p}_{3}$ and $\overline{\mathfrak{q}}_{3}$ acts identically on $\mathrm{SS}_{\mathcal{O}_{3}}^{p r}(10007)$.

Finally, we get to the interesting part; a straightforward computation shows that [ $\mathfrak{q}_{4}$ ] has order 4 in $\mathrm{Cl}\left(\mathrm{O}_{4}\right)$ :

$$
\mathfrak{q}_{4}^{4}=(176 \omega+15)
$$

In the same way, $\left[\mathfrak{q}_{5}\right]$ has order 8 in $\mathcal{C l}\left(\mathcal{O}_{5}\right)$, which is reflected in the fact that there exist a chain of 13-isogenies of length 8 from $E_{5}$ to itself (and no shorter chain).

Having seen that [ $\mathfrak{q}_{5}$ ] has order 8 in $\mathcal{C l}\left(\mathcal{O}_{5}\right)$, we conclude that the secret key chosen to obtain the sequence $\left\{F_{i}\right\}_{i=0}^{5}$ is the $\mathcal{O}_{5}$-ideal $\mathfrak{q}_{5}^{5}$.


Note that we could also work with $\overline{\mathfrak{p}}$ :


In conclusion, this naïve protocol is insecure because two parties share the knowledge of the entire chains $\left(F_{i}\right)$ and $\left(G_{i}\right)$. The question becomes: how can we avoid sharing the $\ell$-isogeny chains while still giving the other party enough information to carry out their isogeny walk?

### 6.2.3 A more secure version

We now detail how to send enough public data to compute the isogenies $\psi_{A}$ and $\psi_{B}$ on $G=G_{n}$ and $F=F_{n}$, respectively, without revealing the $\ell$-isogeny chains $\left(F_{i}\right)$ and $\left(G_{i}\right)$. The setup remains the same with a public choice of $\mathcal{O}_{K}$-oriented elliptic curve $E_{0}$ and $\ell$-isogeny chain

$$
E_{0} \rightarrow E_{1} \rightarrow \cdots \rightarrow E_{n}
$$

Moreover, a set of primes $\mathfrak{q}_{1}, \ldots, \mathfrak{q}_{t}$ (above $q_{1}, \ldots, q_{t}$ ) splitting in $\mathcal{O}_{K}$ is fixed.
The first step consists of choosing the secret keys; these are represented by a sequence of integers $\left(e_{1}, \ldots, e_{t}\right)$ such that $\left|e_{i}\right| \leq r$. The bound $r$ is taken so that the number $(2 r+1)^{t}$ of curves that can be reached is sufficiently large. This choice of integers enables Alice to compute a new elliptic curve

$$
F_{n}=\frac{E_{n}}{E_{n}\left[\mathfrak{q}_{1}^{e_{1}} \cdots \mathfrak{q}_{t}^{e_{t}}\right]}
$$

by means of constructing the following commutative diagram


At this point the idea is to exchange curves $F_{n}$ and $G_{n}$ and to apply the same process again starting from the elliptic curve received from the other party. Unfortunately, this is not enough to get to the same final elliptic curve. Once Alice receives the unoriented curve $G_{n}$ computed by Bob she also needs additional information for each prime $\mathfrak{q}_{i}$ :

but she has no information as to which directions - out of $q_{i}+1$ total $q_{i}$-isogenies — to take as $\mathfrak{q}_{i}$ and $\overline{\mathfrak{q}}_{i}$. For this reason, once that they have constructed their elliptic curves $F_{n}$ and $G_{n}$, they precompute, for each prime $\mathfrak{q}_{i}$, the $q_{i}$-isogeny chains coming from $\overline{\mathfrak{q}}_{i}^{j}$ (denoted by the class $\mathfrak{q}_{i}^{-j}$ ) and $\mathfrak{q}_{i}^{j}$ :

$$
F_{n, i}^{(-r)} \leftarrow \cdots \leftarrow F_{n, i}^{(-1)} \leftarrow F_{n} \rightarrow F_{n, i}^{(1)} \rightarrow \cdots \rightarrow F_{n, i}^{(r-1)} \rightarrow F_{n, i}^{(r)}
$$

and

$$
G_{n, i}^{(-r)} \leftarrow \cdots \leftarrow G_{n, i}^{(-1)} \leftarrow G_{n} \rightarrow G_{n, i}^{(1)} \rightarrow \cdots \rightarrow G_{n, i}^{(r-1)} \rightarrow G_{n, i}^{(r)}
$$

Now Alice obtains from Bob the curve $G_{n}$ and, for each $i$, the horizontal $q_{i}$-isogeny chains determined by the isogenies with kernels $G_{n}\left[\mathfrak{q}_{i}^{j}\right]$. With this information Alice can take $e_{1}$ steps in the $\mathfrak{q}_{1}$-isogeny chain and push forward all the $\mathfrak{q}_{i}$-isogeny chains for $i>1$.

Remark. We recall that pushing forward means constructing a ladder which transmits all the information about the commutative action of $\mathfrak{q}_{i}^{e_{i}}$ in the class group.


Figure 6.12 - Ladder construction in OSIDH protocol.
Alice repeats the process for all the $\mathfrak{q}_{i}$ 's every time pushing forward the isogenies for the primes with index strictly bigger than i. Finally, she obtains a new elliptic curve

$$
H_{n}=\frac{E_{n}}{E_{n}\left[\mathfrak{q}_{1}^{e_{1}+d_{1}} \cdots \mathfrak{q}_{t}^{e_{t}+d_{t}}\right]}
$$

Bob follows the same process with the public data received from Alice, in order to compute the same curve $H_{n}$. Recall that, in the naive protocol, Alice and Bob compute the group action on the full $\ell$-isogeny chains:


In the refined OSIDH protocol, Alice and Bob share sufficient information to determine the curve $H_{n}$ without knowledge of the other party's $\ell$-isogeny chain $\left(G_{i}\right)$ and $\left(F_{i}\right)$, nor the full $\ell$-isogeny chain $\left(H_{i}\right)$ from the base curve $E_{0}$.


Remark. We can read this scheme using the terminology of Section 6.2.1. After the choice of the secret key, we observe a vortex: Alice (respectively Bob) acts on an isogeny crater (that in the case of $\mathcal{O}_{K}=\mathbb{Z}\left[\zeta_{3}\right]$ or $\mathbb{Z}[i]$ consists of a single point) with the primes $\mathfrak{q}_{1}^{e_{1}} \cdot \ldots \cdot \mathfrak{q}_{t}^{e_{t}}$ (respectively $\mathfrak{q}_{1}^{d_{1}} \cdot \ldots \cdot \mathfrak{q}_{t}^{d_{t}}$ ).

This action is eventually transmitted along the $\ell$-isogeny chain and we get a whirlpool. We can think of the isogeny volcano as rotating under the action of the secret keys and the initial $\ell$-isogeny path transforming into the two secret isogeny chains.

### 6.2.4 Security considerations

Let $\mathcal{O}$ be an order of the form $\mathcal{O}=\mathcal{O}_{n}(M)=\mathcal{O}_{K}\left(\ell^{n} M\right)=\mathbb{Z}+M \mathcal{O}_{n}$. In order to ensure security of the system, we have seen that the data giving the orientation must remain hidden. A second consideration is the proportion of curves attained by the action of the class group $\mathcal{C l}(\mathcal{O})$, and by the private walks $\psi_{A}$ and $\psi_{B}$ of Alice and Bob in that class group. The size of the orbit of $\operatorname{Cl}(\mathcal{O})$ is controlled by the chain length $n$ and conductor $M$, and the number of curves attained by the private walks is further limited by the prime power data, up to exponent bounds, which we allow ourselves to transmit.

We note that $\mathcal{C l}(\mathcal{O}) \simeq \mathrm{SS}_{\mathcal{O}}^{p r}(\rho)$ and define $I$ the exponents space $I_{1} \times \ldots \times I_{t} \subseteq \mathbb{Z}^{t}$ where $I_{j}=\left[-r_{j}, r_{j}\right]$. The security of OSIDH depends on the injectivity and surjectivity of the following maps

$$
I=\prod_{i=1}^{t}\left[-r_{i}, r_{i}\right] \longrightarrow \mathrm{SS}_{\mathcal{O}}^{p r}(\rho) \longrightarrow \mathrm{SS}(p)
$$



Figure 6.13 - Graphic representation of OSIDH

In order to analyze the security of the protocol we state the following bounds and study their related impact. We first consider the properties of the map $\mathrm{SS}_{\mathcal{O}}^{p r}(\rho) \rightarrow \mathrm{SS}(p)$.

Supersingular covering bound. We deal with the problem of covering a reasonable number of elliptic curves in $\operatorname{SS}(p)$. We say that the map $\mathcal{C l}(\mathcal{O}) \simeq \operatorname{SS}_{\mathcal{O}}^{p r}(\rho) \longrightarrow S S(p)$ is $\lambda$-surjective if $\# \mathcal{C l}(\mathcal{O}) \geq p^{\lambda}$ where $\lambda$ is the logarithmic covering radius. We get

$$
\begin{equation*}
\lambda \log _{\ell}(p) \leq n+\log _{\ell}(M)+\log _{\ell}\left(h\left(\mathcal{O}_{K}\right)\right) \tag{SCB}
\end{equation*}
$$

Remark. In SIDH the intermediate cloud covers $O(\sqrt{p})$ supersingular elliptic curves, so the logarithmic covering radius is $1 / 2$. By varying the conductor $M \ell^{n}$, we determine the proportion of curves covered.

Supersingular injectivity bound. How can one insure the injectivity of the map $\mathrm{SS}_{\mathcal{O}}^{p r}(\rho) \rightarrow \mathrm{SS}(p)$ ? We set

$$
\begin{equation*}
n+\log _{\ell}(M)+\frac{1}{2} \log _{\ell}\left(\left|\Delta_{K}\right|\right) \leq \frac{1}{2} \log _{\ell}(p) \tag{SIB}
\end{equation*}
$$

Lemma 6.1. If $(S I B)$ holds, then the map $\mathrm{SS}_{\mathcal{O}}^{p r}(\rho) \rightarrow \mathrm{SS}(p)$ is injective.
Proof. As in Proposition 5.44, the failure of the injectivity implies the existence of two embeddings of $\mathcal{O}$ in the endomorphism ring End $(E)$. This implies the existence of $T$ such that $\left(\Delta^{2}-T^{2}\right) / 4=m p$, see Lemma 5.43. Hence $2|\Delta| \geq|\Delta|+T \geq p$ and, therefore, if injectivity fails we must have $p \leq|\Delta|$.

Remark. Comparing bounds (SCB) and (SIB), one sees that the transition from injectivity to non-injectivity happens around the logarithmic covering radius $\lambda=\frac{1}{2}$ while surjectivity is only possible for $\lambda \geq 1$. Further, (SCB) does not guarantee surjectivity but only provides an upper bound on the number of classes covered. This incompatibility however, is not problematic as injectivity is not really necessary for security.

We will now focus on the first map $I \rightarrow C \ell(\mathcal{O})$.
Minkowski norm bound. The set of elements obtained by random walks should contain no cycle; thus,

$$
\begin{equation*}
\sum_{i=1}^{t} r_{i} \log _{\ell}\left(q_{i}\right) \leq n+\log _{\ell}(M)+\frac{1}{2} \log _{\ell}\left(\left|\Delta_{K}\right| / 4\right) \tag{MNB}
\end{equation*}
$$

Lemma 6.2. If $(M N B)$ holds, then the map $I \rightarrow \mathrm{SS}_{\mathcal{O}}^{p r}(\rho)$ is injective.
Proof. A collision in the map $I \rightarrow \mathcal{C l}(\mathcal{O})$ implies the relation

$$
\prod_{j=1}^{t} \mathfrak{q}_{j}^{c_{j}} \sim \prod_{j=1}^{t} \mathfrak{q}_{j}^{d_{j}} \text { hence }(\alpha)=\prod_{j=1}^{t} \mathfrak{q}_{j}^{s_{j}}
$$

where $c_{j}, d_{j} \in\left[-r_{j}, r_{j}\right]$ with $s_{j}=c_{j}-d_{j}$, implying $\left|s_{j}\right| \leq 2 r_{j}$, hence

$$
\log _{\ell}(N r(\alpha))=\sum_{j=1}^{t}\left|s_{j}\right| \log _{\ell}\left(q_{j}\right) \geq \log _{\ell}(|\Delta| / 4)=2 n+2 \log _{\ell}(M)+\log _{\ell}\left(\left|\Delta_{K}\right| / 4\right)
$$

Class group covering bound. We now consider $\lambda$-surjectivity of the map $I \rightarrow \mathrm{SS}_{\mathcal{O}}^{p r}(\rho)$. In order to have a uniform element of $\operatorname{Cl}(\mathcal{O})$ it is desirable to be able to reach all elements of $\mathcal{C l}(\mathcal{O})$. A necessary condition for surjectivity is that the cardinality of walks ending points is at least the class number of $\mathcal{O}$. Adding a parameter $\lambda$, we say that $I \rightarrow \mathcal{C l}(\mathcal{O})$ is $\lambda$-surjective if $\# I \geq h(\mathcal{O})^{\lambda}$. Taking the logarithm, this gives

$$
\begin{equation*}
\sum_{i=1}^{t} \log _{\ell}\left(2 r_{i}+1\right) \geq \lambda\left(n+\log _{\ell}(M)+\log _{\ell}\left(h\left(\mathcal{O}_{K}\right)\right)\right) \tag{CGCB}
\end{equation*}
$$

Remark. In adaptations of the OSIDH protocol, see Section 6.4.1, the class group surjectivity for $\mathrm{Cl}\left(\mathcal{O}_{n}\right)$ is achieved with the weaker bound

$$
\sum_{i=1}^{t} \log _{\ell}\left(2 r_{i}+1\right) \geq n+\log _{\ell}\left(h\left(\mathcal{O}_{K}\right)\right)
$$

and surjectivity for $\mathcal{C l}(\mathcal{O})$ is achieved by a random walk at conductor $M$, giving a random element of the kernel $\mathrm{Cl}(\mathcal{O}) \rightarrow \mathrm{Cl}\left(\mathcal{O}_{n}\right)$.

### 6.2.5 Parameter selection

Taking into account the above bounds and their security implications, we describe optimal choices for the parameters of OSIDH: the chain length, the degree of the walks and the exponents of the private walks.
Chain length. Suppose that $\left(E_{i}\right)$ is an isogeny chain of length $n$, from a supersingular elliptic curve $E_{0}$ oriented by $\mathcal{O}_{K}$ of class number one, and consider

$$
\operatorname{Hom}\left(E_{0}, E_{n}\right)=\phi \mathcal{O}_{K}+\psi \mathcal{O}_{K}
$$

As a quadratic module with respect to the degree map, its determinant is $p^{2}$. If the chain is of sufficient length $n$ such that $E_{n}$ represents a general curve in $\operatorname{SS}(p)$, then a set of reduced basis elements $\phi$ and $\psi$ satisfies

$$
\operatorname{deg}(\phi) \approx \operatorname{deg}(\psi) \approx \sqrt{p}
$$

Now suppose that $\phi: E_{0} \rightarrow E_{n}$ is the isogeny giving the $\ell$-isogeny chain. If $\operatorname{deg}(\phi)=\ell^{n}$ is less than $\sqrt{p}$, then $\phi \mathcal{O}_{K}$ is a submodule generated by short isogenies, and $E_{n}$ is special. We conclude that we must choose $n$ to be at least $\log _{\ell}(p) / 2$ in order to avoid an attack which seeks to determine $\phi \mathcal{O}_{K}$ as a distinguished submodule of low degree isogenies. Using the supersingular covering bound, we extend this argument to consider the logarithmic proportion $\lambda$ of supersingular elliptic curves we can reach. In order to cover $p^{\lambda}$ supersingular curves, out of $|\mathrm{SS}(p)|=p / 12+\varepsilon_{p}$, $\operatorname{deg}(\phi)$ must be such that

$$
|\mathcal{C}(\mathcal{O})|=\left|\frac{\left(\mathcal{O}_{K} / \ell^{n} \mathcal{O}_{K}\right)^{*}}{\mathcal{O}_{K}^{*}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right)^{*}}\right| \approx \ell^{n}=\operatorname{deg}(\phi) \approx p^{\lambda}
$$

In particular, choosing $\lambda=1$, we find that $n=\log _{\ell}(p)$ is the critical length for reaching all supersingular curves, which is a rather mild lower bound on $n$.

Degree of private walks. Suppose now that $E=E_{n}$ is a generic supersingular curve and $F$ another. Without an $\mathcal{O}_{K}$-module structure, we have a basis $\left\{\psi_{1}, \psi_{2}, \psi_{3}, \psi_{4}\right\}$ such that

$$
\operatorname{Hom}(E, F)=\mathbb{Z} \psi_{1}+\mathbb{Z} \psi_{2}+\mathbb{Z} \psi_{3}+\mathbb{Z} \psi_{4}
$$

Assuming that $E$ and $F$ are generic relative to one another, a reduced basis satisfies $\operatorname{deg}\left(\psi_{i}\right) \approx \sqrt{p}$, as above. Thus the private walk $\psi_{A}$ should satisfy

$$
\log _{p}\left(\operatorname{deg}\left(\psi_{A}\right)\right) \geq \frac{1}{2}
$$

in order that $\mathbb{Z} \psi_{A}$ is not a distinguished submodule of $\operatorname{Hom}(E, F)$. This critical distance is the maximal that can be attained by the SIDH protocol.

As above, another measure of the generality of $\psi_{A}$ is the number of curves that can be reached by different choices of the isogeny $\psi_{A}$. For a fixed degree $m$, the number of curves which can be attained is

$$
|\mathbb{P}(E[m])|=\left|P P^{1}(\mathbb{Z} / m \mathbb{Z})\right| \approx m
$$

For the SIDH protocol, on has $\ell_{A}^{n_{A}} \approx \ell_{B}^{n_{B}} \approx \sqrt{p}$, and only $\sqrt{p}$ curves out of $p / 12$ can be reached.
In the CSIDH or OSIDH protocols, the degree of the isogeny is not fixed. The total number of isogenies of any degree $d$ up to $m$ is

$$
\sum_{d=1}^{m}|\mathbb{P}(E[d])| \approx m^{2}
$$

but the choice of $\psi_{A}$ is restricted to a subset of $\mathcal{O}$-oriented isogenies in $\mathcal{C l}(\mathcal{O})$. Such isogenies are restricted to a class proportional to $m$. Specifically, in the OSIDH construction, if we let $S_{m} \subset \mathcal{O}_{k}$ be the set of endomorphisms of degree up to $m$, and consider the map

$$
S_{m} \subset \mathcal{O}_{K} \longrightarrow \frac{\left(\mathcal{O}_{K} / \ell^{n} \mathcal{O}_{K}\right)^{*}}{\mathcal{O}_{K}^{*}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right)^{*}} \simeq \mathcal{C}(\mathcal{O})
$$

Since $\left|S_{m}\right| \approx m$, to cover a subset of $p^{\lambda}$ classes, we need $\log _{p}\left(\operatorname{deg}\left(\psi_{A}\right)\right) \geq \lambda$.
Private walk exponents. In practice, rather than bounding the degree, for efficient evaluation one fixes a subset of small split primes, and the space of exponent vectors is bounded. The instantiation CSIDH-512 (see [Cas+]) uses a prime of 512 bits such that for each of 74 primes one has a choice of 11 exponents in $[-5,5]$. This gives 256 bits of freedom which is of the order of magnitude to cover $h(-p) \approx \sqrt{p}$ classes (up to logarithmic factors). In this instance the class number $h(-p)$ was computed in [BKV]

For the general OSIDH construction, we choose exponent vectors $\left(e_{1}, \ldots, e_{t}\right)$ in the space $I_{1} \times \cdots \times I_{t} \subset$ $\mathbb{Z}^{t}$, where $I_{j}=\left[-r_{j}, r_{j}\right]$, defining $\psi_{A}$ with kernel

$$
\operatorname{ker}\left(\psi_{A}\right)=E\left[\mathfrak{q}_{1}^{e_{1}} \cdots \mathfrak{q}_{t}^{e_{t}}\right]
$$

In order to avoid revealing any cycles we want to respect the Minkowski norm bound while, in order to cover as many classes as possible, we need the Supersingular surjective hypothesis to be verified. This second condition yields $p^{\lambda}<\prod_{j=1}^{t}\left(2 r_{j}+1\right)<|\mathcal{C l}(\mathcal{O})| \approx \ell^{n}$. For fixed $r=r_{j}$, this gives

$$
n>t \log _{\ell}(2 r+1)>\lambda \log _{\ell}(p)
$$

Setting $\lambda=1, \ell=2$ and $\log _{\ell}(p)=256$, the parameters $t=74$ and $r=5$ give critical values as in CSIDH-512, with group action mapping to the full set of supersingular points $\mathrm{SS}(p)$.

### 6.3 Attacks on OSIDH

In proposing OSIDH [CK1] the authors had two main security concerns: avoiding sharing too much information and the length of the initial chain (and, by consequence, the number of attained elliptic curves). The second problem has been immediately recognized as the main key in the protocol. If, on one hand, one would like to be able to reach all possible oriented curve at a certain depth, the progressive loss of injectivity of the projection map $\mathrm{SS}_{\mathcal{O}_{n}}^{p r}(\rho) \rightarrow \mathrm{SS}(p)$ poses a serious issue. This subtle clash between the ideal situation and the practical solution was solved by relaxing expectations on the forgetful map above which, in the first instance of OSIDH, needed to be only effectively injective, meaning that one could expect to be computationally hard to find cycles. Indeed, it is well known that the possibility of constructing endomorphisms of an elliptic curve is equivalent to the construction of an isogeny path form said elliptic curve [Wes2].
In the specific case of OSIDH, the protocol requires Alice and Bob to share information about the $\mathfrak{q}_{j}$ horizontal chains on $F_{n}$ and $G_{n}$. Onuki [Onu] claimed that the knowledge of such actions would give enough information to recover the secret chains $\left(F_{i}, \iota_{i}^{(A)}\right)_{0 \leq i \leq n}$ and $\left(G_{i}, \iota_{i}^{(B)}\right)_{0 \leq i \leq n}$ and therefore expose the secret keys, see Algorithm 8.

### 6.3.1 The attack of Onuki

The idea in [Onu, §6.3] is an adaptation of Petit's attack on SIDH [Pet] and consists in showing that the knowledge of a $K$-oriented endomorphism $\iota_{n}^{(A)}(\beta)$ (respectively $\iota_{n}^{(B)}(\beta)$ ) with $\beta \in \mathcal{O}_{n} \backslash \mathcal{O}_{n+1}$ permits one to recover the curve $F_{n-1}$ (respectively $G_{n-1}$ ) and by recursion the whole chain $\left(F_{i}, \iota_{i}^{(A)}\right)_{0 \leq i \leq n}$ (respectively $\left.\left(G_{i}, \iota_{i}^{(B)}\right)_{0 \leq i \leq n}\right)$. We will sketch here the idea, taking the point of view of an attacker trying to recover Alice's secret key; in particular we will write $\iota_{i}$ instead of $\iota_{i}^{(A)}$.

Let us fix a generator $\omega$ for $\mathcal{O}_{K}=\mathbb{Z}[\omega]$. Then $\ell^{n} \omega$ generates $\mathcal{O}_{n}=\mathbb{Z}+\ell^{n} \mathcal{O}_{K}$. We then write $\beta=a+b \ell^{n} \omega$ for $a, b \in \mathbb{Z}$ and $(\ell, b)=1$ since $\beta \notin \mathcal{O}_{n+1}$. Knowing $\iota_{n}(\beta)$ permits one to recover $\iota_{n}\left(b \ell^{n} \omega\right)$ since $\iota_{n}(a)=[a]$ and this is enough to construct the curve $F_{n-1}$ thanks to [DD1, Lemma 2]. This lemma uses the diagram below, and therefore the equality $\iota_{n}\left(b \ell^{n} \omega\right)=\phi_{n-1} \circ \iota_{n-1}\left(b \ell^{n-1} \omega\right) \circ \hat{\phi}_{n-1}$ to prove that

$$
\operatorname{ker}\left(\iota_{n}\left(b \ell^{n} \omega\right)\right) \cap F_{n}[\ell]=\operatorname{ker}\left(\hat{\phi}_{n-1}\right)
$$

Therefore, evaluating $\iota_{n}\left(b \ell^{n} \omega\right)$ on $F_{n}[\ell]$ permits one to recover $\operatorname{ker}\left(\hat{\phi}_{n-1}\right)$ and this is the input needed to construct $\hat{\phi}_{n-1}$ and $F_{n-1}$ using Velu's formulæ [Vél].


Note that at this point one knows $F_{n-1}$ and the directions at $F_{n}$ for all the primes $\mathfrak{q}_{i}$ :

$$
F_{n, i}^{(-r)}=\left[\mathfrak{q}_{i}\right]^{-r} \cdot F_{n} \longleftarrow \cdots \longleftarrow F_{n, i}^{(-1)}=\left[\mathfrak{q}_{i}\right]^{-1} \cdot F_{n} \longleftarrow F_{n} \longrightarrow F_{n, i}^{(1)}=\left[\mathfrak{q}_{i}\right] \cdot F_{n} \longrightarrow \cdots \longrightarrow F_{n, i}^{(r)}=\left[\mathfrak{q}_{i}\right]^{r} \cdot F_{n}
$$

By pushing these horizontal isogenies along the dual isogeny $\hat{\phi}_{n-1}$ we obtain the directions at $F_{n-1}$

$$
F_{n-1, i}^{(-r)}=\left[\mathfrak{q}_{i}\right]^{-r} \cdot F_{n-1} \longleftarrow \cdots \longleftarrow F_{n-1} \longrightarrow \cdots \longrightarrow F_{n-1, i}^{(r)}=\left[\mathfrak{q}_{i}\right]^{r} \cdot F_{n-1}
$$

After this polynomial time reduction, the only remaining question is how to find such an endomorphism $\iota_{n}(\beta)$. Onuki [Onu] proposes to find $\beta$ such that $\beta \mathcal{O}_{n}=I \cdot J$ where $I$ and $J$ are two ideals such that

$$
I=\prod_{i=1}^{t}\left(\mathfrak{q}_{j} \cap \mathcal{O}_{n}\right)^{e_{j}} \quad e_{1}, \ldots, e_{t} \in[-r, \ldots, r] \cap \mathbb{Z}
$$

and $J$ has smooth norm. Then there exists an horizontal isogeny $I \cdot\left(F_{n}, \iota_{n}\right) \rightarrow I J \cdot\left(F_{n}, \iota_{n}\right)$ with kernel $/ \cdot F_{n}[J]$ that can be found with a meet-in-the-middle exhaustive search strategy. The desired endomorphism $\iota_{n}(\beta)$ will be the compositum of $F_{n} \rightarrow / \cdot F_{n}$, that can be deduced from the knowledge of the directions at $F_{n}$, with $I \cdot\left(F_{n}, \iota_{n}\right) \rightarrow I J \cdot\left(F_{n}, \iota_{n}\right)$.

The attack of Onuki requires a huge number of computations ( $2^{100}$ with parameters $n=256, t=74, \ell=$ 2 and $r=5$ ) and remains exponential. The high cost and complexity motivated Dartois and De Feo [DD1] to propose a different method to compute $\iota_{n}(\beta)$ based on a lattice reduction.

### 6.3.2 The attack of Dartois and De Feo

The idea of Dartois and De Feo reduces to finding a short enough non-zero vector of bounded norm in the relation lattice

$$
L_{n}:=\left\{\left(e_{1}, \ldots, e_{t}\right) \in \mathbb{Z}^{t} \mid \prod_{j=1}^{t}\left[\mathfrak{q}_{j} \cap \mathcal{O}_{n}\right]^{e_{j}}=[1] \text { in } \mathcal{C l}\left(\mathcal{O}_{n}\right)\right\}
$$

where $\left(e_{1}, \ldots, e_{t}\right)$ is the exponent vector of the private walk in the space $I_{1} \times \ldots \times I_{t} \subseteq \mathbb{Z}^{t}$ such that $I_{j}=\left[-r_{j}, r_{j}\right]$ defining $\psi_{A}$ as $\operatorname{ker}\left(\psi_{A}\right)=E\left[\mathfrak{q}_{1}^{e_{1}} \cdot \ldots \cdot \mathfrak{q}_{t}^{e_{t}}\right]$, see [CK1, §6].

## Some (not so effective) countermeasures

Dartois and De Feo [DD1, §5] analyze some possible countermeasures to their attack and come to the conclusion that none of them would make OSIDH really efficient. We sketch here both their ideas.

Increasing the parameters. The first approach would be to increase the size of the parameters and therefore of the relation lattice above. The drawback is that this slows down drastically the protocol while reducing it to a lattice problem for which cryptographic schemes normally have much faster implementation.

Increasing the class group size. The idea of playing with the length of the public chain was already present in the first appearance of OSIDH but left aside to prioritize the surjectivity of the forgetful map $\mathrm{SS}_{\mathcal{O}_{n}}^{p r}(\rho) \rightarrow \mathrm{SS}(p)$, i.e., the possibility to reach as many isomorphism classes as possible. At the same time, once the public chain is fixed, Alice and Bob work in a well determined class group and a second walk comes into play, namely their private chain. The length of this path should verify the supersingular covering bound (SCB) and the Minkowski norm bound (MNB). As for the first constraint, since the size of the class group is around $h_{n} \approx \ell^{n}$, it suffices to take $\prod_{j=1}^{t}\left(2 r_{i}+1\right)<h_{n}$ as in [CK1, §6].

To theoretically prove that the product is not principal, would require $a=\prod_{j} q^{r_{j}}$ to be such that the binary quadratic form $a x^{2}+b x y+c y^{2}$ with $\Delta=b^{2}-4 a c=\Delta_{k} \ell^{2 n}$ remains reduced $(|b|<a<c)$, which would imply a bound

$$
\prod_{j=1}^{t}\left(2 r_{i}+1\right)<\sqrt{|\Delta| / 3}=\ell^{n} \sqrt{\left|\Delta_{K}\right| / 3}
$$

which makes (MNB) a stronger constraint. If we set $r_{i}=r / \log \left(q_{i}\right)$ then (MNB) implies roughly $t \log _{\ell}(2 r)<$ $n$ while SCB implies $\operatorname{tr}<n$.

As pointed out in [DD1], one could relax the condition on the surjectivity and the corresponding inequality to resist Dartois-De Feo attack. Assuming that the relations lattice $L$ is a random lattice, one get that the
shortest infinity norm is:

$$
\lambda_{1}^{+\infty}(L) \geq\left(1-\frac{\log \log (t)}{t}\right) \frac{h\left(O_{n}\right)^{1 / t}}{2}
$$

Hence, we simply have to make sure that:

$$
(1-\log \log (t) / t) h\left(O_{n}\right)^{1 / t} / 2>2 r
$$

which yields $n>t \log _{\ell}(4 r)$.
Nevertheless, this turns out to be not enough because even if $\lambda_{1}>2 r$, we could still find an endomorphism by exhaustive search as explained in [DD1, §4.3].

In OSIDH [CK1], we proposed $n=256$ which gave a coverage of $\mathcal{C l}\left(\mathcal{O}_{n}\right)$ by $\prod(2 r+1)$ classes. Recognizing that we cannot attain all $\mathcal{C l}\left(\mathcal{O}_{n}\right)$ classes, but only $\prod\left(2 r_{i}+1\right)$ of them, we impose the condition

$$
\log _{\ell}\left(\prod_{i=1}^{t}\left(2 r_{i}+1\right)\right) \geq \lambda \log _{\ell}(p) \quad \text { which gives } \quad 2 \sum_{i=1}^{t} r_{i}>\sum_{i=1}^{t} \log _{\ell}\left(2 r_{i}+1\right) \geq \lambda \log _{\ell}(p)
$$

Thus, setting the bound $B=r_{i} \log _{\ell}\left(q_{i}\right),(\mathrm{SCB})$ is replaced by

$$
2 B\left(\sum_{i=1}^{t} \frac{1}{\log _{\ell}\left(q_{i}\right)}\right) \geq \lambda \log _{\ell}(p)
$$

In order to protect against short vector attacks in the class group it is more critical to have

$$
\prod_{i=1}^{t}\left(2 r_{i}+1\right)<h\left(\mathcal{O}_{n}\right)
$$

Therefore, we can replace (MNB) by $n \geq t B$.
Example. For $\lambda=1, \log _{\ell}(p)=256, n=1024=2^{10}, \ell=2, B=16$ and $t=64$ we get

$$
128=\frac{1}{2} \log _{\ell}(p)<136 \approx B \sum_{i=1}^{t}\left(\log _{\ell}\left(q_{i}\right)\right)^{-1} \leq t B \leq n=1024
$$

### 6.4 Expanding the OSIDH protocol

These prior attacks and analyses motivate the idea of enlarging the class group without touching the key space using clouds. In this section we propose two approaches to augments $\mathcal{C l}\left(\mathcal{O}_{n}(M)\right)$ in a way that no effective data is transmitted for a third party to compute cycle relations. In both cases, it comes down to an extension of the initial chain by the two parties separately.

### 6.4.1 Modular OSIDH protocol

The OSIDH protocol (Section 6.2) made exclusive use of the class group action at split primes in $\mathcal{O}$. In this work we extend the protocol to include descent in the eddies at non-split primes (inert or ramified) or at large primes which are not cost-effective for use for longer isogeny walks.

Isogeny computation. The standard practice in supersingular elliptic curve-base cryptosystems, such as SIDH [DJP], CSIDH [Cas+] and SQISign [De+], is to use torsion points of smooth order, whose existence is assured by the factorization of $p^{2}-1$. This practice is justified by the analysis of De Feo, Kieffer and Smith [DKS], who describe algorithms for isogeny computation with modular curves and torsion points. In particular, for the modular curve approach they describe explicit algorithms, "Elkies first step"' and "Elkies walk" and analyze their complexity. In conclusion, the alternative "Vélu walk" using torsion points is found more efficient.

By means of precomputed modular isogeny walks (chains and clouds), in this protocol we replace the Elkies steps with pushforward algorithms which require only gcd's of modular polynomials to "compose" isogenies, at the cost of memory. These algorithms are described below. We use Weber modular polynomials,
whose sparseness and small coefficient size renders the construction of their specializations from bivariate to univariate polynomials more efficient.

The use of a torsion points of order $q^{r}$ or a basis of the $q^{r}$ torsion would provide an efficient method of compressing the precomputed $q$-isogeny chains and $q$-isogeny clouds, respectively. This would be of particular interest for the larger primes, and the use of the modular approach for small primes would vastly simplify the sieving step for finding suitable primes.

Pushforward of chains. The pushforward of a $q$-isogeny chain by an $\ell$-isogeny, both from a curve $E$, was described in [CK1] in terms of construction of isogeny ladders. This process is iterated to push forward the $q$-isogeny chain along a $\ell$-isogeny chain $E=F_{0} \rightarrow \cdots \rightarrow F_{n}=F$ to create the image $q$-isogeny chain from $F$.
Pushforward of clouds. The pushforward of a $q$-isogeny cloud by an $\ell$-isogeny chain involves pushing forward each of the $q+1$ neighboring $q$-isogenies along the isogeny chain, iterating to depth $r$. This is represented graphically in the following image (for $q=3$ ).


The ladder construction requires taking gcd's with polynomials of degree $\ell+1$ and degree $q+1$. As the matching of the $q+1$ neighbors progresses, the degree of the latter polynomial decreases, but the total cost remains proportional to the size of the cloud.

## The protocol

We describe the new modular OSIDH key exchange protocol using horizontal isogenies at split primes and descents at non-split primes. The protocol is broken down into three phases of parameter setup, key generation, and finally key exchange. Only the final stage requires computation in real time, as the first two steps concern the initialization of the protocol and systems of public-private keys.

The protocol requires setting up a set $\mathcal{P}_{S}$ of split primes in $\mathcal{O}_{K}$ for exchange of horizontal isogeny chains, shared by parties $A$ and $B$, and two sets $\mathcal{P}_{A}$ and $\mathcal{P}_{B}$ of non-split prime powers for the exchange of isogeny clouds. The depth $n$ at $\ell$ of the initial descent, and the conductors $M_{A}$ and $M_{B}$, products of the prime powers $\mathcal{P}_{A}$ and $\mathcal{P}_{B}$, respectively, determine the conductors of the exchanged oriented orders $\mathcal{O}_{n}\left(M_{A}\right)$ and $\mathcal{O}_{n}\left(M_{B}\right)$. In the following section we give particular parameters choices for the sets $\mathcal{P}_{A}$ and $\mathcal{P}_{B}$ in order to assure that $M_{A} \approx M_{B}$.
Phase 0 - Parameter setup. The initialization phase consists of fixing a discriminant $\Delta_{K}$ and prime $\ell$, and constructing a common public isogeny chain (of moduli) from a given supersingular curve $E_{0} / \mathbb{F}_{p^{2}}$ with CM by the order of discriminant $\Delta_{K}$. The terminus $E_{n}$ of this isogeny chain is denoted $E$.

$$
E_{0} \longrightarrow E_{1} \longrightarrow \ldots \longrightarrow E_{n}=E
$$

The protocol is based on a prior specification of disjoint prime sets $\mathcal{P}_{s}$ of split primes, and $\mathcal{P}_{A}$ and $\mathcal{P}_{B}$ which partition the non-split (inert or ramified) and larger split primes. In the case of split or ramified primes, only descending isogenies are used, which have the effect of increasing the class group size.

We will first look at the set $\mathcal{P}_{s}$ : at this stage we need to precompute the initial directions in the class group (this is the analog of Elkies first step) at split primes - this step was also present in the original OSIDH protocol [CK1]. This means that, to each prime and exponent pair $(q, r)$ in $\mathcal{P}_{s}, q$-isogeny chains of length $2 r$ are constructed from $E_{0}$ for each prime $\mathfrak{q}$ over $q$, and pushed forward to $E$. One direction is declared positive and the other negative, so that the concatenated chains are in bijection with $[-2 r, 2 r]$.

Secondly, we let the two parties precompute labeled clouds at non-split primes including $\ell$. For each prime and exponent pair $(q, r)$ in $\mathcal{P}_{A}$ and $\mathcal{P}_{B}$ the $q$-isogeny eddy of depth $r$ is constructed around $E_{0}$ and pushed forward to $E$.

This initialization data is made public, after which each party in an exchange can play the role of $A$ or $B$, initializing one or more public and private key data sets as follows.
Phase I-Key generation. Following the setup procedure, $A$ and $B$ will compute their secret key.
On one side, $A$ begins with $F=E$. As in the original instantiation of OSIDH we define $l_{j}=\left[-r_{i}, r_{i}\right]$; for each prime $q_{i}$ in $\mathcal{P}_{s}, A$ chooses a random $s_{i} \in I_{i}$. For $j=1$ up to $t$, she constructs the $q_{j}$-isogeny walk of length $s_{j}$ from the current $F$, relabeling the remaining curves in the interval $I_{j}+s_{j}=\left[-r_{j}+s_{j}, r_{j}+s_{j}\right] \subset$ [ $-2 r_{j}, 2 r_{j}$ ] to $I_{j}$, and pushing forward the curves in the intervals $I_{i}$ for each $i<j$ and the intervals $I_{i}+s_{i}$ for each $i>j$. She also pushes forward the $q$-clouds at each prime $q$ in $\mathcal{P}_{A}$ and $\mathcal{P}_{B}$.
$A$ should then compute the non-split key: for each prime and exponent pair $\left(q_{j}, r_{j}\right)$ in $\mathcal{P}_{A}, A$ chooses a random walk of length $r_{j}$ in the cloud to a new curve $F$ and pushes forward the remaining unused $q$-clouds for $q$ in $\mathcal{P}_{A}$ as well as all $q$ in $\mathcal{P}_{B}$ to $F$.

The data $F$ and $q$-isogeny chains at primes $q$ in $\mathcal{P}_{s}$ and $q$-clouds at primes $q$ in $\mathcal{P}_{B}$ constitute $A$ 's public key. The indices $s_{j}$, for $1 \leq j \leq t$ and the isogeny walks in $\mathcal{P}_{A}$ form her private key.

In parallel, $B$ constructs an equivalent public key on a curve $G$ with data for the primes in $\mathcal{P}_{s}$ and in $\mathcal{P}_{A}$, saving his private key. The public key data for $A$ and $B$ can be certified by a certification authority.
Phase II - Key establishment. $A$ obtains the public key data from $B$ (or a certification authority) and reconstructs her isogeny walk from $G$ using $B$ 's data for $\mathcal{P}_{s}$ and $\mathcal{P}_{A}$.
$B$ obtains the public key data from $A$ (or a certification authority) and reconstructs his isogeny walk from $F$ using $A$ 's data for $\mathcal{P}_{s}$ and $\mathcal{P}_{B}$.

The curve $H$ resulting from $A$ 's and $B$ 's random walks serves as secret key.

### 6.4.2 Parameter selection

In this section we make specific proposals for the sets $\mathcal{P}_{S}, \mathcal{P}_{A}$ and $\mathcal{P}_{B}$, with respect to the maximal order $\mathcal{O}_{K}$ of discriminant $\Delta_{K}=-3$ and prime $\ell=2$, and analyze the security consequences. We defer the question of size of $p$, which does not impact the size of the class group or attacks in that class group, noting only that $n$ should be of the same order of magnitude as $\log _{\ell}(p)$ to ensure that $\left|\mathcal{C}\left(\mathcal{O}_{n}\right)\right| \approx p$, hence that the initial curve $E=E_{n}$ can be a generic curve in the supersingular graph. The use of a 256 bit prime was specified for the original OSIDH protocol [CK1].

In order to have a uniform contribution for each prime, we choose the maximum exponent $r$ of a split prime $q$ in $\mathcal{P}_{s}$ such that $q^{r}$ is bounded by a bit bound $B_{s}$ per prime power, i.e., we set $r=\left\lfloor B_{s} / \log _{2}(q)\right\rfloor$. For primes $\mathfrak{q}_{j}$ over $q_{j}$, we recall that a collision in the class group of $\mathcal{O}_{n}(M)$,

$$
\prod_{j=1}^{t} \mathfrak{q}_{j}^{a_{j}} \sim \prod_{j=1}^{t} \mathfrak{q}_{j}^{b_{j}}
$$

with $\left|a_{j}\right|,\left|b_{j}\right| \leq r_{j}$, gives rise to an endomorphism $\alpha$, with exponents $s_{j}=\left|a_{j}-b_{j}\right|$ bounded by $2 r_{j}$, up to replacing $\mathfrak{q}_{j}$ with $\overline{\mathfrak{q}}_{j}$, and with norm satisfying

$$
\mathrm{N}(\alpha)=\prod_{j=1}^{t} q_{j}^{s_{j}}>\frac{|\Delta|}{4}=M^{2} \ell^{2 n} \frac{1+\left|\Delta_{K}\right|}{4}
$$

Hence, if we choose $t, B_{s}, M$ and $n$ such that the Minkowski norm bound (MNB)

$$
\sum_{j=1}^{t} r_{j} \log _{\ell}\left(q_{j}\right) \leq t B_{s} \leq \log _{\ell}(M)+n
$$

holds, no such endomorphism exists in $\mathcal{O}_{n}(M)$, and the lattice-based class group attack of Dartois-De Feo [DD1] does not apply.
Security considerations. As a consequence of the analysis of security against lattice-based class group attack, the number $t$ of split primes, and the product $t B_{s}$ in particular, should be strictly controlled, as well as the size of the conductors $M$ (equal to $M_{A}$ or $M_{B}$ ). In the example below we begin with $t=10$, and a bit bound $B_{s}=32$ (or 24), giving $t B_{s}=320$ bits (or 240 bits). We also use eddies at larger split primes which contribute equally a term $\log _{2}(q)$ to both sides of the inequality, but allow for an increase in the number of vertices reachable in the supersingular isogeny graph.

Parameter sets. In what follows we set $\Delta_{K}=-3$ and $\ell=2$, and propose parameter sets $\mathcal{P}_{s}, \mathcal{P}_{A}$ and $\mathcal{P}_{B}$ out of the primes up to 163 with an analysis of their security constraints. We subsequently consider the security implications of modifying $B_{S}$ and moving split primes into the sets $\mathcal{P}_{A}$ or $\mathcal{P}_{B}$ to use for descents (in the eddy).

Ten split primes. For a parameter set, we consider $\mathcal{P}_{s}$ consisting of the first 10 split primes $q$ in the maximal order $\mathcal{O}_{K}$ of discriminant -3 , with a bound $r=\left\lfloor B_{s} / \log _{2}(p)\right\rfloor$, with $B_{s}=32$, such that we take a walk whose length is in the interval $[-r, r]$ - a positive value is with respect to a prime $\mathfrak{q}$ over $q$ and a negative value is with respect to $\overline{\mathfrak{q}}$.

$$
\begin{array}{cccccccccccc} 
& q: & 7 & 13 & 19 & 31 & 37 & 43 & 61 & 67 & 73 & 79 \\
\mathcal{P}_{s}: & r: & 11 & 8 & 7 & 6 & 6 & 6 & 5 & 5 & 5 & 5 \\
& \#: & 23 & 17 & 15 & 13 & 13 & 13 & 11 & 11 & 11 & 11
\end{array}
$$

The third line is the number $2 r+1$ of curves reached by a uniformly random length walk. This gives a logarithmic contribution of

$$
\sum_{j=1}^{10} \log _{2}\left(2 r_{j}+1\right)=37.4569 \ldots
$$

to the entropy of the random walk. On the other hand, the logarithmic norm, which we must bound is:

$$
\sum_{j=1}^{10} r_{j} \log _{2}\left(q_{j}\right)=306.2115 \ldots(<320=32 \cdot 10)
$$

We partition the remaining primes up to 163 into sets $\mathcal{P}_{A}$ and $\mathcal{P}_{B}$, with a radius for the cloud (or eddy), as follows:

$$
\begin{array}{cccccccccccccccc} 
& q: & 2 & 11 & 17 & 41 & 47 & 59 & 83 & 101 & 103 & 109 & 131 & 149 & 151 & 157 \\
\mathcal{P}_{A}: & r: & 7 & 2 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
& \#: & 128 & 132 & 18 & 42 & 48 & 60 & 84 & 102 & 102 & 108 & 132 & 150 & 150 & 156
\end{array}
$$

including the split primes 103, 109, 151 and 157, and

$$
\begin{array}{cccccccccccccccc} 
& q: & 3 & 5 & 23 & 29 & 53 & 71 & 89 & 97 & 107 & 113 & 127 & 137 & 139 & 163 \\
\mathcal{P}_{B}: & r: & 4 & 3 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
& \#: & 81 & 150 & 24 & 30 & 54 & 72 & 90 & 96 & 108 & 114 & 126 & 138 & 138 & 162
\end{array}
$$

including the split primes $97,127,139$ and 163.
The specification of the descending isogenies in $\mathcal{P}_{A}$ (by $B$ ) at the split primes leaks the horizontal directions for these primes, giving an additional contribution of

$$
\log _{2}(103)+\log _{2}(109)+\log _{2}(151)+\log _{2}(157)=27.9877 . .
$$

bits to the logarithmic norm, and symmetrically, the descending isogenies given in $\mathcal{P}_{B}$ (by $A$ ) leak an additional

$$
\log _{2}(97)+\log _{2}(127)+\log _{2}(139)+\log _{2}(163)=28.0562 \ldots
$$

bits to the logarithmic norm. In both cases the maximal logarithmic norm which can be attained is less than 335 bits. These prime sets each contribute a $\log _{2}(M)$ of 90 bits, such that $n$ must be at least 244 to defeat the lattice-based class group attack.

The third line of the tables for $\mathcal{P}_{A}$ and $\mathcal{P}_{B}$ are the numbers $m(q, r)$ of curves at distance $r$ :

$$
m(q, r)=\left(q-\left(\frac{\Delta_{K}}{q}\right)\right) q^{r-1}
$$

and for each set we have $\sum \log _{2}(m(q, r)) \approx \log _{2}(M) \approx 90$ bits contributed to the number of curves reached by the random isogeny walk. Together with the contribution of split primes, this gives approximately 128 bits (out of $\log _{2}(p)$ bits in $|S S(p)|$ ) to the supersingular covering bound (SCB).

Remark. While the lattice-based class group attack is rendered ineffective for $n=256$ by the logarithmic

Minkowski norm bound (MNB) (including split primes in $\mathcal{P}_{A}$ or $\mathcal{P}_{B}$ with $r=1$ ),

$$
\sum_{j=1}^{t} r_{j} \log _{2}\left(q_{j}\right) \approx 344 \leq \log _{2}(M)+n \approx 90+256=356
$$

with respect to the class group $\mathcal{C l}\left(\mathcal{O}_{n}(M)\right)$, the margin of security of 12 bits is insufficient. It suffices to construct a putative cycle, with respect to the class group $\mathcal{C l}\left(\mathcal{O}_{m}(M)\right)$ for $m+12<n$, and construct the corresponding isogeny in the class group $\operatorname{Cl}\left(\mathcal{O}_{n}(M)\right)$, and carry out an exhaustive search up to radius 12 in the $\ell$-isogeny graph to find a collision. This suggests a more moderate bound $B_{s}$ like 24 , which gives the split prime table:

$$
\begin{array}{cccccccccccc} 
& q: & 7 & 13 & 19 & 31 & 37 & 43 & 61 & 67 & 73 & 79 \\
\mathcal{P}_{s}: & r: & 8 & 6 & 5 & 4 & 4 & 5 & 4 & 3 & 3 & 3 \\
& \#: & 17 & 13 & 11 & 9 & 9 & 9 & 9 & 7 & 7 & 7
\end{array}
$$

which results in a more secure 120-bit margin of security:

$$
\sum_{j=1}^{t} r_{j} \log _{2}\left(q_{j}\right) \approx 236 \leq \log _{2}(M)+n \approx 356
$$

On the other hand the random walk at split primes contributes only 32 bits to the number of curves (modular invariants) attainable in the graph, for a total of 122 bits.

Two split primes. For comparison we consider the use of just two shared split primes with a bit bound $B_{s}=64$ which allows for longer walks at the split primes.

$$
\begin{array}{cccc} 
& q: & 7 & 13 \\
\mathcal{P}_{\mathbf{s}}: & m: & 22 & 17 \\
& \#: & 45 & 35
\end{array}
$$

The longer walks, with $B_{s}=64$ contribute 125 bits to the maximal norm of a product, while giving $35 \cdot 45=1575$ possible isogenies.

The remaining 36 primes up to 163 can be partitioned into sets $\mathcal{P}_{A}$ and $\mathcal{P}_{B}$ as follows:

$$
\begin{array}{cccccccccccccccccccc} 
& q: & 2 & 11 & 17 & 31 & 37 & 41 & 47 & 59 & 67 & 73 & 83 & 101 & 103 & 109 & 131 & 149 & 151 & 157 \\
\mathcal{P}_{A}: & r: & 7 & 2 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
& \#: & 128 & 132 & 18 & 30 & 36 & 42 & 48 & 60 & 66 & 72 & 84 & 102 & 102 & 108 & 132 & 150 & 150 & 156
\end{array}
$$

including the split primes $31,37,67,73,103,109,151,157$, and

|  | $q: 3$ | 5 | 19 | 23 | 29 | 43 | 53 | 61 | 71 | 79 | 89 | 97 | 107 | 113 | 127 | 137 | 139 | 163 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{P}_{B}:$ | $r: 4$ | 3 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
|  | $\#: 81$ | 150 | 18 | 24 | 30 | 42 | 54 | 60 | 72 | 78 | 90 | 96 | 108 | 114 | 126 | 138 | 138 | 162 |

including the split primes $19,43,61,79,97,127,139,163$. These split primes each contribute 50 bits to the maximal norm of a product ideal, and each set $\mathcal{P}_{A}$ and $\mathcal{P}_{B}$ contributes 112 bits to the conductor $M$ (= $M_{A}$ or $M_{B}$ ). As a result we have a bound of $125+50=175$ bits on logarithmic norms, compared to $\log _{2}(M)=n=112+256=368$ coming from the discriminant bounds.

Remark. We emphasize the disparity between 1575 curves reachable by 7 - and 13 -isogenies, a contribution of just 10 bits, compared to their maximal degree (norm of a product ideal) of 125 bits. These products will be complemented with eight other split primes in $\mathcal{P}_{A}$ or $\mathcal{P}_{B}$ (see below), but it is unlikely the set of $1575 \cdot 3^{8}$ possible products (a 23-bit number) will contain a principal ideal in a class group of 360 bits. This improbability of a collision with the principal class is ignored in favor of the stronger absolute bound on norms of endomorphisms, which gives a provable zone of exclusion.

Conclusion. By the same logic one could consider reducing to zero split primes. However, the number of curves which can be reached will be fewer, since the 45 or 35 isogeny neighbors which can be used by both $A$ and $B$, which will be replaced by an eddy at 7 or 13 (in $\mathcal{P}_{A}$ or $\mathcal{P}_{B}$ ) of fewer than 1575 neighbors, since to
depth 2 this contribute 42 and 156 neighbors respectively. Extending to depth 3 would explode the size of the cloud beyond reasonable limits (passing at most 162 neighbors per prime up to 163).

### 6.4.3 Security considerations revisited

The parameter choices described for OSIDH [CK1] where presented with two competing considerations, see Section 6.2.4. The K-orientation must remain hidden and a large logarithmic covering radius $\lambda$ of total supersingular curves should be reached by the class group, supersingular covering bound (SCB):

$$
\lambda \leq \log _{p}\left(\left|\mathcal{C l}\left(\mathcal{O}_{n}\right)\right|\right)
$$

so that $\mathrm{Cl}\left(\mathcal{O}_{n}\right) \rightarrow \mathrm{SS}(p)$ has large image. Secondly, the Minkowski norm bound (MNB) implies the nonexistence of $I \cap \operatorname{ker}\left(\mathbb{Z}^{t} \rightarrow \mathcal{C l}\left(\mathcal{O}_{n}\right)\right)$, see Lemma 6.2.

In CSIDH-512 [Cas+], the proposed parameters $n=256, t=74$, and $r=5$ were supposed to sample class group elements uniformly; this means that the authors were more interested in insuring surjectivity (CGCB) rather than injectivity (MNB) of $I \rightarrow \mathcal{C l}(\mathcal{O})$,

$$
\log _{\ell}(|/|)=t \log _{\ell}(2 r+1) \approx \log _{\ell}\left(\left|\operatorname{C\ell }\left(\mathcal{O}_{n}\right)\right|\right) \approx n
$$

Unfortunately, to provably preclude collisions in OSIDH, one needs a stronger bound on the norms of elements:

$$
\sum_{j=1}^{t} r_{j} \log _{\ell}\left(q_{j}\right)<n+\log _{\ell}(M)
$$

which clearly fails for $\left(t=74, r_{j}=5, n=256\right)$. In fact these parameters permitted the full class group computation for the CSIDH-512, resulting in the CSI-FiSh protocol [BKV]. In the setting of CSIDH-512, the class group and its order was unknown and $O(t)$ cycles are needed to determine the class group. In the setting of OSIDH, the class group is known, and only one short vector is need to determine the $K$-orientation.

Onuki [Onu, §6.3] recalls the design objectives from OSIDH [CK1, §5.1] that the knowledge of the $K$-orientation breaks the cryptosystem, giving an ascending walk up the $\ell$-isogeny chain, and proposed an exponential meet-in-the-middle attack. Dartois and De Feo [DD1] carry out the class group attack to determine a cycle hence breaking this parameter set. Combining a class group analysis in $\mathrm{Cl}\left(\mathcal{O}_{n-r}\right)$ and meet-in-the-middle attack to depth $r$ makes this approach even more significant.

The norm bound (MNB) suggests using a uniform bound $B_{s}$ on $r_{j} \log _{\ell}\left(q_{j}\right)$ rather than the exponents $r_{j}$. This gives

$$
\lambda \log _{\ell}(p) \leq \sum_{i=1}^{t} \log _{\ell}\left(2 r_{j}+1\right) \leq \sum_{j=1}^{t} r_{j} \log _{\ell}\left(q_{j}\right) \leq t B_{s}<n+\log _{\ell}(M)
$$

used in the parameters selection of Section 6.4.1 and for which ( $t=64, B_{s}=16, n=1024$ ) represent a choice of parameters ensuring injectivity of $I \rightarrow \mathcal{C l}(\mathcal{O})$, see Section 6.3.2.
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## Glossary of notation

| $\mathbb{A}^{n}$ | Affine space of dimension $n$ |
| :---: | :---: |
| $\mathbf{A}_{K}$ | Ring of adèles of $K$ |
| $\mathfrak{A}_{p, \infty}$ | The quaternion algebra ramified at $p$ and $\infty$ |
| Aut(E) | Automorphism group of the elliptic curve $E$ |
| $\mathcal{C l}(\Delta)$ | Form class group of discriminant $\Delta$ |
| $\mathrm{Cl}(\mathcal{O})$ | Class group of the order $\mathcal{O}$ |
| $\mathbf{C}_{K}$ | Idèle class group of $K$ |
| Cusps(Г) | Set of cusps of the congruence subgroup 「 |
| $\Delta$ | Discriminant |
| $\operatorname{Div}(X)$ | Group of divisors of $X$ |
| $\operatorname{Div}^{0}(X)$ | Group of degree zero divisors of $X$ |
| $E_{k}(\tau)$ | normalized Eisenstein series of degree $k$ |
| $\mathcal{E l l}_{k}$ | Set of isomorphism classes of elliptic curves over K |
| $\mathcal{E \ell \ell}(\mathcal{O})$ | Set of isomorphism classes of elliptic curves over the ring class field of $\mathcal{O}$ |
| End(E) | Endomorphism ring of the elliptic curve $E$ |
| $E \mathrm{End}^{0}(E)$ | Endomorphism algebra of the elliptic curve $E$ |
| $E \operatorname{Div}(X)$ | Monoid of effective divisors of $X$ |
| $\eta(\tau)$ | Dedekind eta-function |
| $\mathfrak{f}, \mathfrak{f}_{1}, \mathfrak{f}_{2}$ | Weber modular functions |
| $\mathbb{F}_{q}$ | The finite field with $q$-elements |
| $\Gamma(1)$ | The modular group |
| $\mathcal{G} a \ell(L / K)$ | Galois group of the field extension $L / K$ |
| $G_{k}(\Lambda)$ | The Eisenstein series of weight $k$ associate to the lattice $\wedge$ |
| $G_{\ell}(E)$ | The $\ell$-isogeny graph of the elliptic curve $E$ |
| $G_{\ell}(E, \Gamma)$ | The $\ell$-isogeny graph of the elliptic curve $E$ with $\Gamma$-level structure |
| $G_{\ell}(E, \iota)$ | The $\ell$-isogeny graph of the elliptic curve $E$ with $\mathcal{O}$-orientation $\iota$ |
| $\mathrm{GL}_{2}(R)$ | General linear group of degree 2 over the ring $R$ |
| $\mathbb{H}$ | The Poincare upper-half plane |
| $\mathbb{H}^{*}$ | The extended upper-half plane |
| $H_{\Delta}, H_{\mathcal{O}}$ | Hilbert class polynomial |
| $h(\Delta)$ | Form class number of discriminant $\Delta$ |
| $h(\mathcal{O})$ | Class number of the order $\mathcal{O}$ |
| $\operatorname{Hom}\left(E_{1}, E_{2}\right)$ | Group of isogenies between the elliptic curves $E_{1}$ and $E_{2}$ |
| $\mathrm{I}_{K}$ | Idèle group of $K$ |
| $j, j_{E}, j(E)$ | $j$-Invariant of an elliptic curve $E$ |
| $\bar{K}$ | Algebraic closure of the field $K$ |
| $K\left[x_{1}, \ldots, x_{n}\right]$ | Polynomial ring over $K$ |
| $K[X]$ | Coordinate ring of the variety $X$ |
| $K(X)$ | Function field of the variety $X$ |
| $K_{X}$ | Canonical divisor of the variety $X$ |
| $\mathcal{K}_{E}$ | Kummer line of $E$ |
| $L(D)$ | Riemann-Roch space associated to $D$ |
| $\mathcal{L}$ | Set of lattices over $\mathbb{C}$ |
| $\mathcal{L}(D)$ | Complete linear system of $D$ |


| $\ell(D)$ | Dimension of $L(D)$ |
| :---: | :---: |
| $\mathrm{M}_{2}(R)$ | Group of $2 \times 2$ matrices over the ring $R$ |
| $\mathcal{O}$ | Order in a quadratic imaginary field |
| $\mathfrak{O}$ | Order in a quaternion algebra |
| $\mathbb{P}^{n}$ | Projective space of dimension $n$ |
| $\operatorname{Pic}(X)$ | The Picard group of $X$ |
| $\operatorname{Pic}^{0}(X)$ | Picard group of degree-zero divisor classes on $X$ |
| $\operatorname{Prin}(X)$ | Subgroup of principal divisors of $X$ |
| $\Phi_{N}$ | Classical modular polynomial of degree $N$ |
| $\psi_{n}$ | The $n$-th division polynomial |
| $\pi, \pi_{E}, \pi_{q}$ | Frobenius endomorphism of an elliptic curve $E$ over $\mathbb{F}_{q}$ |
| $\bigcirc$ | The Weierstrass $\wp$-function |
| $\mathrm{PSL}_{2}(R)$ | Projective special linear group of degree 2 over the ring $R$ |
| $\mathrm{SL}_{2}(R)$ | Special linear group of degree 2 over the ring $R$ |
| SS(p) | Set of isomorphism classes of supersingular elliptic curves over $\overline{\mathbb{F}}_{p}$ |
| $\mathrm{SS}_{\mathcal{O}}(p)$ | Isomorphism classes of $\mathcal{O}$-oriented supersingular elliptic curves over $\overline{\mathbb{F}}_{p}$ |
| $\mathrm{SS}_{\mathcal{O}}^{p r}(p)$ | Primitive $\mathcal{O}$-oriented supersingular elliptic curves over $\overline{\mathbb{F}}_{p}$ |
| $\mathrm{SS}_{\mathcal{O}}^{p r}(\rho)$ | Primitive $\mathcal{O}$-oriented supersingular elliptic curves over $\overline{\mathbb{F}}_{p}$ with $p$-orientation $\rho$ |
| $T_{\ell}(E)$ | The $\ell$-adic Tate module attached to the elliptic curve $E$ |
| $X(K)$ | Set of K-rational point of $X$ |
| $X(\Gamma)$ | Compact modular curve of level structure 「 |
| $X_{0}^{+}(N)$ | Atkin-Lehner quotient of $X_{0}(N)$ |
| $X_{n s}(N)$ | Modular curve associated to a non-split Cartan subgroup of level $N$ |
| $X_{n s}^{+}(N)$ | Modular curve associated to the normalizer of a non-split Cartan group of level $N$ |
| $Y(\Gamma)$ | Affine modular curve of level structure 「 |
| $\mathcal{W}_{n}$ | Weber modular curve of |
| $\omega_{n}$ | Atkin-Lehner involution of degree $n$ |
| $\omega_{E}$ | Invariant differential on the elliptic curve $E$ |
| $\Omega_{E}$ | Sheaf of differentials on the elliptic curve $E$ |
| $\Omega_{\chi}^{1}$ | Line bundle of holomorphic differentials on $X$ |

## Appendices

## A Models for modular curves

## Models for $X_{0}\left(2^{N}\right)$

Model for $X_{0}(2)$
$X_{0}(2)$ is curve of genus 0 . We get

$$
A(2)=\left(\begin{array}{ll}
2 & 1 \\
1 & 2
\end{array}\right)
$$

we look for the easiest parameter (the one with a single pole at $\infty$ ) by solving

$$
\left\{\begin{array}{l}
2 a_{1}+a_{2} \geq 0 \\
a_{1}+2 a_{2}=-24 \\
\text { (i) } a_{1}+a_{2}=0 \\
\text { (ii) } a_{1}+2 a_{2} \equiv 0 \quad \bmod 24 \\
\text { (iii) } 2 a_{1}+a_{2} \equiv 0 \quad \bmod 24 \\
\text { (iv) } a_{1}+2 a_{2} \equiv 0 \quad \bmod 2
\end{array}\right.
$$

We obtain the parameter

$$
t_{2}=\left(\frac{\eta(\tau)}{\eta_{2}(\tau)}\right)^{24}=q^{-1}-24+276 q-2048 q^{2}+11202 q^{3}+\ldots
$$

which has divisor

$$
\left(t_{2}\right)=(0)-(\infty)
$$

From the divisor it is easy to observe that $t_{2}(0)=0$ and $t_{2}(\infty)=\infty$ and these are called coordinates of $t_{2}$ at the cusps.

We have two maps $\pi_{1}, \pi_{2}: X_{0}(2) \rightarrow X(1)$ both of degree 3 . An element on $X_{0}(2)$ can be described either as a pair $(E, C)$ of an elliptic curve together with a cyclic subgroup of order 2 or as a cyclic isogeny $E \rightarrow F$. In the first case, the map $\pi_{1}$ sends $(E, C)$ to $E$ (forgetful map) and $\pi_{2}$ sends $(E, C)$ to $E / C$. On the other hand, $\pi_{1}$ sends $E \rightarrow F$ to $E$ and $\pi_{2}$ sends the same isogeny to $F$. Clearly this two description are equivalent.

We are interested on the action of these two maps on the parameters of $X_{0}(2)$ and $X(1)$, namely $t_{2}$ and the $j$-function. Thus, we look for algebraic relations between $t_{2}$ and $j$. In particular, we would like to express $j=j\left(t_{2}\right)$ as a function in $t_{2}$. For this reason, we look for a relation of degree 1 in $j$; we obtain the polynomial

$$
P(X, Y)=X Y^{2}-Y^{3}-768 Y^{2}-196608 Y-16777216=0
$$

which has solution $\left(j, t_{2}\right)$.
Inverting the relations with respect to $j$, we conclude that

$$
\pi_{1}^{*}(j)=\frac{t_{2}^{3}+768 t_{2}^{2}+196608 t_{2}+16777216}{t_{2}^{2}}=\frac{\left(t_{2}+256\right)^{3}}{t_{2}^{2}}
$$

Concerning the second map $\pi_{2}$ we have to compare the $q$-expansion of $t_{2}$ with the $q$-expansion of $j\left(q^{2}\right)$
since $\pi_{2}$ has the effect $q \rightarrow q^{2}$ on the canonical $q$-expansion at $\infty$. We find

$$
\pi_{2}^{*}(j)=\frac{\left(t_{2}+16\right)^{3}}{t_{2}}
$$

For completeness, we will also study the formula for the Atkin-Lehner involution $\omega_{2}$. We have seen that $\omega_{2}$ simply switches the cusps ( 0 ) and $(\infty)$. Thus $\omega_{2}\left(t_{2}\right)=\frac{c}{t_{2}}$ for some constant $c$. In order to recover it, we recall that

$$
\pi_{1} \circ \omega_{2}=\pi_{2} \Longrightarrow \omega_{2}^{*} \circ \pi_{1}^{*}=\pi_{2}^{*}
$$

and substituting the expressions that we already know, we get

$$
\omega_{2}\left(t_{2}\right)=\frac{4096}{t_{2}}
$$

We conclude with a picture describing the ramification of the forgetful maps at the cusps


## Model for $X_{0}(4)$

Let's take another step up in the tower $X_{0}\left(2^{n}\right) . X_{0}(4)$ is again a curve of genus 0 and

$$
A(4)=\left(\begin{array}{lll}
4 & 2 & 1 \\
1 & 2 & 1 \\
1 & 2 & 4
\end{array}\right)
$$

Solving the linear integer programming problem for $\delta=1$ yields

$$
t_{4}=\left(\frac{\eta(\tau)}{\eta_{4}(\tau)}\right)^{8}=q^{-1}-8+20 q-62 q^{3}+216 q^{5}-641 q^{7}+\ldots
$$

with divisor

$$
\left(t_{4}\right)=(0)-(\infty)
$$

The coordinates at 0 and $\infty$ are easily deduced from the divisor: $t_{4}(0)=0$ and $t_{4}(\infty)=\infty$. The coordinates at $\frac{1}{2}$ are slightly more difficult to find. We can compute them starting from a different parameter whose divisor is more helpful: for instance, we can look for a modular function on $X_{0}(4)$ with divisor $\left(\frac{1}{2}\right)-(\infty)$. We find

$$
t_{4}^{\prime}=\frac{\eta_{2}(\tau)^{24}}{\eta(\tau)^{8} \eta_{4}(\tau)^{16}} \quad\left(t_{4}^{\prime}\right)=\left(\frac{1}{2}\right)-(\infty)
$$

We can easily find, using magma, that $t_{4}=t_{4}^{\prime}-16$ from which

$$
t_{4}\left(\frac{1}{2}\right)=t_{4}^{\prime}\left(\frac{1}{2}\right)-16=-16
$$

We have two maps $\pi_{1}, \pi_{2}: X_{0}(4) \rightarrow X_{0}(2)$. We can think of points on $X_{0}(4)$ both as elliptic curves with a cyclic subgroup of order 4 or as sequence of 2-isogenies of length 2 . In the first setting, the map $\pi_{1}$ sends $(E, C)$ to $(E, C[2])$ while $\pi_{2}$ sends $(E, C)$ to $(E / C[2], C / C[2])$. If we think at the isogeny chain $E \rightarrow F \rightarrow G, \pi_{1}$ outputs the first isogeny $E \rightarrow F$ while $\pi_{2}$ gives the second one $F \rightarrow G$.

At this point, it appears clear that, in order to obtain an explicit description of $\pi_{1}^{*}$ we have to compare the $q$-expansions of $t_{4}$ and $t_{2}$ while $\pi_{2}^{*}$ comes from the comparison of the expansions of $t_{4}$ and $t_{2}\left(q^{2}\right)$.

We find

$$
\pi_{1}^{*}\left(t_{2}\right)=\frac{t_{4}^{2}}{t_{4}+16} \quad \pi_{2}^{*}\left(t_{2}\right)=t_{4}\left(t_{4}+16\right)
$$

Note that there are also 3 maps $\pi_{1}, \pi_{2}, \pi_{4}: X_{0}(4) \rightarrow X(1)$ which give the three elliptic curves involved
in the isogeny chain. From the comparison between $t_{4}(q)$ and $j(q), j\left(q^{2}\right), j\left(q^{4}\right)$ respectively, we obtain

$$
\begin{gathered}
\pi_{1}^{*}(j)=\frac{t_{4}^{6}+768 t_{4}^{5}+208896 t_{4}^{4}+23068672 t_{4}^{3}+855638016 t_{4}^{2}+12884901888 t_{4}+68719476736}{t_{4}^{5}+16 t_{4}^{4}} \\
\pi_{2}^{*}(j)=\frac{t_{4}^{6}+48 t_{4}^{5}+1536 t_{4}^{4}+28672 t_{4}^{3}+393216 t_{4}^{2}+3145728 t_{4}+16777216}{t_{4}^{4}+32 t_{4}^{3}+256 t_{4}^{2}} \\
\pi_{4}^{*}(j)=\frac{t_{4}^{6}+48 t_{4}^{5}+816 t_{4}^{4}+5632 t_{4}^{3}+13056 t_{4}^{2}+12288 t_{4}+4096}{t_{4}^{2}+16 t_{4}}
\end{gathered}
$$

If we simplify the expressions we get

$$
\pi_{1}^{*}(j)=\frac{\left(t_{4}^{2}+256 t_{4}+4096\right)^{3}}{t_{4}^{4}\left(t_{4}+16\right)} \quad \pi_{2}^{*}(j)=\frac{\left(t_{4}^{2}+16 t_{4}+256\right)^{3}}{t_{4}^{2}\left(t_{4}^{2}+32 t_{4}+256\right)} \quad \pi_{4}^{*}(j)=\frac{\left(t_{4}^{2}+16 t_{4}+16\right)^{3}}{t_{4}\left(t_{4}+16\right)}
$$

and we can immediately see that they correspond to the compositions

$$
\begin{aligned}
& \pi_{1}: X_{0}(4) \xrightarrow{\pi_{1}} X_{0}(2) \xrightarrow{\pi_{1}} X(1) \\
& \pi_{2}: X_{0}(4) \xrightarrow{\pi_{1}} X_{0}(2) \xrightarrow{\pi_{2}} X(1)=X_{0}(4) \xrightarrow{\pi_{2}} X_{0}(2) \xrightarrow{\pi_{1}} X(1) \\
& \pi_{4}: X_{0}(4) \xrightarrow{\pi_{2}} X_{0}(2) \xrightarrow{\pi_{2}} X(1)
\end{aligned}
$$

Remark. The equality in the second equation can be explained intuitively: $\pi_{2}$ associates to $E \rightarrow F \rightarrow G$, the second elliptic curve $F$. Since $F$ is the central curve, it is involved in both the 2-isogenies. What the second line is saying is simply that the second elliptic curve of the first 2-isogeny is equal to the first elliptic curve of the second 2-isogeny.

Finally, we study Atkin-Lehner involutions. Since $4=\ell^{2}$ there is only one such involution, namely $\omega_{4}$. This switches the cusps 0 and $\infty$ meaning that it is of the form $c / t_{4}$ for some constant $c$. From lemma 2.44, we know that $\pi_{1} \circ \omega_{4}=\omega_{2} \circ \pi_{2}$ where $\pi_{1}, \pi_{2}: X_{0}(4) \rightarrow X_{0}(2), \omega_{2}: X_{0}(2) \rightarrow X_{0}(2)$ and $\omega_{4}: X_{0}(4) \rightarrow X_{0}(4)$ and we get

$$
\omega_{4}^{*}\left(t_{4}\right)=\frac{256}{t_{4}}
$$

Remark. The Atkin-Lehner involution has the effect of switching the order of the isogeny (chain) as seen at the end of section 2.2.5

As before, we conclude the section with the ramification diagrams


Remark. The ramification diagram for $X_{0}(4) \rightarrow X(1)$ can be obtained by the multiplicativity of the ramification indices.

## Model for $X_{0}(8)$

The curve $X_{0}(8)$ is also of genus 0 . The associated matrix is

$$
A(8)=\left(\begin{array}{llll}
8 & 4 & 2 & 1 \\
2 & 4 & 2 & 1 \\
1 & 2 & 4 & 2 \\
1 & 2 & 4 & 8
\end{array}\right)
$$

Once again, we look for a modular function having poles only at infinity and we find

$$
t_{8}=\frac{\eta(\tau)^{4} \eta_{4}(\tau)^{2}}{\eta_{2}(\tau)^{2} \eta_{8}(\tau)^{4}}=q^{-1}-4+4 q+2 q^{3}-8 q^{5}-q^{7}+20 q^{9}+\ldots \quad\left(t_{8}\right)=(0)-(\infty)
$$

There are 4 cusps on $X_{0}(8)$. The coordinates of $t_{8}$ at 0 and $\infty$ are

$$
t_{8}(0)=0 \quad \text { and } \quad t_{8}(\infty)=\infty
$$

Concerning the cusp $\mathfrak{c}_{2}=1 / 2$ we compare $t_{8}$ with

$$
t_{8}^{\prime}=\frac{\eta_{2}(\tau)^{10}}{\eta(\tau)^{4} \eta_{4}(\tau)^{2} \eta_{8}(\tau)^{4}}
$$

which has divisor $\left(t_{8}^{\prime}\right)=(1 / 2)-(\infty)$. We find that $t_{8}-t_{8}^{\prime}+8=0$ from which $t_{8}(1 / 2)=t_{8}^{\prime}(1 / 2)-8=-8$.
Finally, for $\mathfrak{c}_{4}=1 / 4$ we use the $\eta$-quotient

$$
t_{8}^{\prime \prime}=\frac{\eta_{4}(\tau)^{12}}{\eta_{2}(\tau)^{4} \eta_{8}(\tau)^{8}} \quad\left(t_{8}^{\prime \prime}\right)=(1 / 4)-(\infty)
$$

which is related to $t_{8}$ by the relation $t_{8}-t_{8}^{\prime \prime}+4=0$. Thus $t_{8}^{\prime \prime}(1 / 4)=-4$.
Contrary to what we did for $X_{0}(4)$ we will not study all the maps $X_{0}(8) \rightarrow X(1)$ or $X_{0}(8) \rightarrow X_{0}(2)$ since they start becoming too many. More importantly, they can be easily deduced by composition.

We will then study only $\pi_{1}, \pi_{2}: X_{0}(8) \rightarrow X_{0}(4)$. The description of these maps is similar to the one we explored before. Starting from a sequence of 2-isogenies $E_{0} \rightarrow E_{1} \rightarrow E_{2} \rightarrow E_{3}$ (a point on $X_{0}(8)$ ), these maps select the only two subsequences of length 2 , respectively $E_{0} \rightarrow E_{1} \rightarrow E_{2}$ and $E_{1} \rightarrow E_{2} \rightarrow E_{3}$.

By comparing the $q$-expansions of $t_{8}$ and $t_{4}$ we find

$$
\pi_{1}^{*}\left(t_{4}\right)=\frac{t_{8}^{2}}{t_{8}+4}
$$

Now we observe that the two sequences above $E_{0} \rightarrow E_{1} \rightarrow E_{2}$ and $E_{1} \rightarrow E_{2} \rightarrow E_{3}$ are 2-isogenous meaning that the explicit form of $\pi_{2}$ can be found comparing $t_{8}(q)$ with $t_{4}\left(q^{2}\right)$ where the exponent 2 encodes indeed the 2-isogeny relation

$$
\pi_{2}^{*}\left(t_{4}\right)=t_{8}\left(t_{8}+4\right)
$$

Finally, we study the Atkin-Lehner involution. We can observe that the only involution on $X_{0}(8)$ is $\omega_{8}$. On the cusps, this has the effect of switching 0 with $\infty$ and $1 / 2$ with $1 / 4$. From the divisor of $t_{8}$, we see once again that $\omega_{8}$ must be of the form $c / t_{8}$. Thanks to the compatibility relations we obtain

$$
\omega_{8}^{*}\left(t_{8}\right)=\frac{32}{t_{8}}
$$



Remark. The first diagram can be obtained just by observing how the cusps are conjugated under $\Gamma_{0}(4)$. For the second one, we can use once again the compatibility relations.

## Model for $X_{0}(16)$

The curve $X_{0}(16)$ has genus 0 .

$$
A(16)=\left(\begin{array}{ccccc}
16 & 8 & 4 & 2 & 1 \\
4 & 8 & 4 & 2 & 1 \\
1 & 2 & 4 & 2 & 1 \\
1 & 2 & 4 & 8 & 4 \\
1 & 2 & 4 & 8 & 16
\end{array}\right)
$$

We select the parameter

$$
t_{16}=\frac{\eta(\tau)^{2} \eta_{8}(\tau)}{\eta_{2}(\tau) \eta_{16}(\tau)^{2}} \quad\left(t_{16}\right)=(0)-(\infty)
$$

The coordinates are listed in the following table

| Cusp $\mathfrak{c}$ | Coordinates $t_{16}(\mathfrak{c})$ | Eta-products with divisor $(\mathfrak{c})-(\infty)$ |
| :---: | :---: | :---: |
| 0 | 0 | $t_{16}$ |
| $1 / 2$ | -4 | $\frac{\eta_{2}(\tau)^{5} \eta_{8}(\tau)}{\eta(\tau)^{2} \eta_{4}(\tau)^{2} \eta_{16}^{2}}$ |
| $1 / 4$ and $3 / 4$ | Galois conjugates; roots of <br> $t_{16}^{2}+4 t_{16}+8=0$ | $\frac{\eta_{4}(\tau)^{10}}{\eta_{2}(\tau)^{4} \eta_{8}(\tau)^{2} \eta_{16}(\tau)^{4}} \quad(\mathfrak{c})-2(\infty)$ |
| $1 / 8$ | -2 | $\frac{\eta_{8}(\tau)^{6}}{\eta_{4}(\tau)^{2} \eta_{16}^{4}}$ |
| $\infty$ | $\infty$ | $t_{16}$ |

We encountered a problem when studying cusps $1 / 4$ and $3 / 4$, namely that there is no $\eta$-quotients with divisor $(\mathfrak{c})-(\infty)$. Trying to increase $\delta$, we find $t_{16}^{\prime}=\frac{\eta_{4}(\tau)^{10}}{\eta_{2}(\tau)^{4} \eta_{8}(\tau)^{2} \eta_{16}(\tau)^{4}}$. The drawback is that now the algebraic relation with $t_{16}$ cannot be linear anymore. Since the pole at $\infty$ is of order two we get a polynomial of degree 2 in $t_{16}$. Hence, coordinates at these cusps are given as roots of a quadratic polynomial.

Finally, we give a description for the maps $\pi_{1}, \pi_{2}: X_{0}(16) \rightarrow X_{0}(8)$.

$$
\begin{gathered}
\pi_{1}^{*}\left(t_{8}\right)=\frac{t_{16}^{2}}{t_{16}+2} \\
\pi_{2}^{*}\left(t_{8}\right)=t_{16}\left(t_{16}+4\right)
\end{gathered}
$$

Once again, since $t_{16}$ has a simple divisor and $\omega_{16}$ switches 0 and $\infty$, the Atkin-Lehner involution has a simple form:

$$
\omega_{16}=\frac{8}{t_{16}}
$$

Here the ramification diagrams for $X_{0}(16) \rightarrow X_{0}(8)$ :

|  | $\pi_{1}$ |  |  |  |  |  | $\pi_{2}=\omega_{8} \circ \pi_{1} \circ \omega_{16}^{-1}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $X_{0}(16)$ | 0 | 1/2 | 1/4 | 3/4 | 1/8 | $\infty$ | 0 | 1/2 | 1/4 | 3/4 | 1/8 | $\infty$ |
|  | 2 | $21$ |  |  |  | $/ 1$ |  |  |  | $/ 1$ | 2 | 2 |
| $X(8)$ | 0 | 1/2 |  |  |  |  |  |  |  |  | 1/4 | $\infty$ |

## Model for $X_{0}$ (32)

The situation changes when we pass to the next level of the modular chain $X_{0}\left(2^{n}\right)$. $X_{0}(32)$ is a curve of genus 1, an elliptic curve. This means that, using Theorem 2.53, we will look for two parameters $x=x_{32}$ and $y=y_{32}$ with coprime pole divisor degrees.

Let's start by looking at the matrix

$$
A(32)=\left(\begin{array}{cccccc}
32 & 16 & 8 & 4 & 2 & 1 \\
8 & 16 & 8 & 4 & 2 & 1 \\
2 & 4 & 8 & 4 & 2 & 1 \\
1 & 2 & 4 & 8 & 4 & 2 \\
1 & 2 & 4 & 8 & 16 & 8 \\
1 & 2 & 4 & 8 & 16 & 32
\end{array}\right)
$$

Since we expect $X_{0}(32)$ to be an elliptic curve we want $x$ to have order 2 at infinity and $y$ to have order 3 . We find

$$
\begin{array}{cc}
x=\frac{\eta_{2}(\tau)^{2} \eta_{16}(\tau)}{\eta_{4}(\tau) \eta_{32}(\tau)^{2}} & (x)=(0)+(1 / 2)-2(\infty) \\
y=\frac{\eta(\tau)^{2} \eta_{16}(\tau)^{4}}{\eta_{2}(\tau) \eta_{8}(\tau) \eta_{32}(\tau)^{4}} & (x)=2(0)+(1 / 16)-3(\infty)
\end{array}
$$

Thanks to the particular choice of parameters we find a very special algebraic relation between $x$ and $y$ :

$$
x^{3}+2 x^{2}-4 x y-y^{2}-8 y=0 \Rightarrow y^{2}+4 x y+8 y=x^{3}+2 x^{2}
$$

in which we easily recognize an elliptic curve. The Weierstrass model for $X_{0}(32)$ is therefore

$$
x_{0}(32): y^{2}=x^{3}+5184 x
$$

This elliptic curve has $j$-invariant 1728.

| Cusp $\mathfrak{c}$ | Coordinates $\left(x_{32}(\mathfrak{c}), y_{32}(\mathfrak{c})\right)$ | Eta-products used for comparison |
| :---: | :---: | :---: |
| 0 | $(0,0)$ | $\left(x_{32}, y_{32}\right)$ |
| $1 / 2$ | $(0,-8)$ | $\left(x_{32}, x_{32}\right)$ |
| $1 / 4$ and $3 / 4$ | Galois conjugates; roots of <br> $\left(x^{3}+64, y^{2}-8 y+32\right)$ | $\frac{\eta_{4}(\tau)^{5} \eta_{16}(\tau)}{\eta_{2}(\tau)^{2} \eta_{8}(\tau)^{2} \eta_{32}(\tau)^{2}} \quad\left(\mathfrak{c}_{4}\right)-2(\infty)$ |
| $1 / 8$ and $3 / 8$ | Galois conjugates; roots of <br> $\left(x^{2}+4 x+8=0, y^{2}+16\right)$ | $\frac{\eta_{8}(\tau)^{4} \eta_{16}(\tau)^{2}}{\eta_{4}(\tau)^{2} \eta_{32}(\tau)^{4}} \quad\left(\mathfrak{c}_{8}\right)+(1 / 16)-3(\infty)$ |
| $1 / 16$ | $(-2,0)$ | $\left(y_{32}, y_{32}\right)$ |
| $\infty$ | $(\infty, \infty)$ | $\left(x_{32}, y_{32}\right)$ |

The next step is to study the maps $\pi_{1}, \pi_{2}: X_{0}(32) \rightarrow X_{0}(16)$. Their pullback will be rational functions in $x$ and $y: \pi^{*}\left(t_{1} \sigma\right) \in \mathbb{Q}\left(x_{32}, y_{32}\right)$.

We compare the $q$-expansions of $x_{32}(q)$ and $y_{32}(q)$ with the ones of $t_{16}(q)$ and $t_{16}\left(q^{2}\right)$ and we get

$$
\pi_{1}^{*}\left(t_{16}\right)=\frac{y}{x+2} \quad \pi_{2}^{*}\left(t_{16}\right)=x
$$

Remark. The degrees seems to agree with our expectations since $x$ has a pole of order 2 at infinity and so does $t_{16}\left(q^{2}\right)$. At the same time $t_{16}(q)$ has a single pole at $\infty$ and the same happens for $y / x$.

We can easily verify that these maps have the correct degree:

```
> E:=EllipticCurve([4,2,8,0,0]); E;
Elliptic Curve defined by y^2 + 4*x*y + 8*y = x^3 + 2*x^2 over Rational Field
> F<x,y>:=FunctionField(E); F;
Function Field of Elliptic Curve defined by y^2 + 4*x*y + 8*y = x^3 + 2*x^2 over
Rational Field
> MinimalPolynomial(y);
$.1^2 + (4*x + 8)*$.1 - x^3 - 2*x^2
```

this recovers the equation of the elliptic curve.

```
> u:=y/(x+2);
> Degree(u);
2
> v:=x;
> Degree(v);
2
```

therefore showing that $\pi_{1}$ and $\pi_{2}$ have indeed degree 2 .
Finally, we try to make explicit the Atkin-Lehner involution $\omega_{32}$. Observe that its pull-back is of the form

$$
\omega_{32}^{*}\left(x_{32}, y_{32}\right)=\left(\left(g_{1}\left(x_{32}, y_{32}\right) \cdot g_{1}\left(x_{32}, y_{32}\right)\right)\right)
$$

The main remark is that $\omega_{32}$ switches the cusps 0 and $\infty, 1 / 2$ and $1 / 16,1 / 4$ and $3 / 8,3 / 4$ and $1 / 8$.

Thus, in order to find $g_{1}(x, y)$ we look for a modular function on $X_{0}(32)$ whose divisor equals the divisor of $x_{32}$ acted on by $\omega_{32}$, i.e., we look for $x^{\prime}(q)$ such that $\left(x^{\prime}\right)=-2(0)+(1 / 16)+(\infty)$. Concerning $g_{2}(x, y)$, we need a sort of inverse of $y$, namely a modular function $y^{\prime}$ with divisor $\left(y^{\prime}\right)=-3(0)+(1 / 2)+2(\infty)$.

Solving the linear integer programming problem we find

$$
\begin{array}{cc}
x^{\prime}=\frac{\eta_{2}(\tau) \eta_{16}(\tau)^{2}}{\eta(\tau)^{2} \eta_{8}(\tau)} & \left(x^{\prime}\right)=-2(0)+(1 / 16)+(\infty) \\
y^{\prime}=\frac{\eta_{2}(\tau)^{4} \eta_{32}(\tau)^{2}}{\eta(\tau)^{4} \eta_{4}(\tau) \eta_{16}(\tau)} & \left(y^{\prime}\right)=-3(0)+(1 / 2)+2(\infty)
\end{array}
$$

We find

$$
g_{1}(x, y)=c_{1} \frac{x+2}{y} \quad \text { and } \quad g_{2}(x, y)=c_{2} \frac{4 x+y+8}{x y}
$$

Remark. Note that we could somehow predict the shape of $g_{1}$ using the compatibility relations since $\pi_{2}\left(t_{16}\right)=x$.

Once again, the constants $c_{1}$ and $c_{2}$ are recovered using the same relations.


Then $\pi_{2} \circ \omega_{32}=\omega_{16} \circ \pi_{1}$ from which $\omega_{32}^{*} \circ \pi_{2}^{*}=\pi_{1}^{*} \circ \omega_{16}^{*}$. Now

$$
\begin{gathered}
\omega_{32}^{*}\left(\pi_{2}^{*}\left(t_{16}\right)\right)=\pi_{1}^{*}\left(\omega_{16}^{*}\left(t_{16}\right)\right) \\
\omega_{32}^{*}(x)=\pi_{1}^{*}\left(\frac{8}{t_{16}}\right) \\
c_{1} \frac{x+2}{y}=\frac{8}{\frac{y}{x+2}}
\end{gathered}
$$

We conclude that $c_{1}=8$.
In order to find the other constant, we use again compatibility relations but with a different order:

$$
\pi_{1} \circ \omega_{32}=\omega_{16} \circ \pi_{2} \quad \Longrightarrow \quad \omega_{32}^{*} \circ \pi_{1}^{*}=\pi_{2}^{*} \circ \omega_{16}^{*}
$$

this means

$$
\begin{gathered}
\omega_{32}^{*}\left(\pi_{1}^{*}\left(t_{16}\right)\right)=\pi_{2}^{*}\left(\omega_{16}^{*}\left(t_{16}\right)\right) \\
\omega_{32}^{*}\left(\frac{y}{x+2}\right)=\pi_{2}^{*}\left(\frac{8}{t_{16}}\right) \\
\frac{g_{2}(x, y)}{g_{1}(x, y)+2}=\frac{8}{x} \\
c_{2} \frac{4 x+y+8}{x y} \frac{y}{8 x+16+2 y}=\frac{8}{x} \\
c_{2} \frac{4 x+y+8}{8 x+2 y+16}=8 \Longrightarrow \frac{c_{2}}{2}=8 \quad \Longrightarrow \quad c_{2}=16
\end{gathered}
$$

We conclude that

$$
\omega_{32}^{*}(x, y)=\left(\frac{8(x+2)}{y}, \frac{16(4 x+y+8)}{x y}\right)
$$

Remark. It is sometimes useful to study the action of the Atkin-Lehner involution on the equation defining the curve. This might help to find the constants. For an example we refer to [Mcm2, End of §2]


Remark. For $\pi_{1}$ it suffices to study the inequivalent cusps of $X_{0}(32)$ that become equivalent in $X_{0}(16)$, i.e., they are in the same $\Gamma_{0}(16)$-orbit.

## Model for $X_{0}(64)$

The last example will be $N=2^{6}$. From the table at the end of Section 2.1.3, $X_{0}(64)$ is a genus 3 curve.

Theorem A. 3 ([Maz1]). Let $X_{0}(N)$ be the classical modular curve.

- It has genus 1 if and only if $N=11,14,15,17,19,20,21,24,27,32,36,49$.
- It has genus 2 if and only if $N=22,23,26,28,29,31,37,50$.

Solving the linear problem associated to the matrix

$$
A=\left(\begin{array}{ccccccc}
64 & 32 & 16 & 8 & 4 & 2 & 1 \\
16 & 32 & 16 & 8 & 4 & 2 & 1 \\
4 & 8 & 16 & 8 & 4 & 2 & 1 \\
1 & 2 & 4 & 8 & 4 & 2 & 1 \\
1 & 2 & 4 & 8 & 16 & 8 & 4 \\
1 & 2 & 4 & 8 & 16 & 32 & 16 \\
1 & 2 & 4 & 8 & 16 & 32 & 64
\end{array}\right)
$$

we find the two generators of the function field of $X_{0}(64)$ :

$$
\begin{gathered}
x_{64}=\frac{\eta_{16}(\tau)^{2} \eta_{32}(\tau)}{\eta_{8}(\tau) \eta_{64}(\tau)^{2}} \quad\left(x_{64}\right)=\sum_{i=1,3}(i / 16)+(1 / 32)-3(\infty) \\
y_{64}=\frac{\eta_{32}(\tau)^{6}}{\eta_{16}(\tau)^{2} \eta_{64}(\tau)^{4}} \quad\left(y_{64}\right)=4(1 / 32)-4(\infty)
\end{gathered}
$$

By looking at the behavior of $x_{64}$ and $y_{64}$, we find a model for $X_{0}(64)$

$$
x^{4}-y^{3}-4 y=0
$$

| Cusp $\mathfrak{c}$ | Coordinates $\left(x_{32}(\mathfrak{c}), y_{32}(\mathfrak{c})\right.$ ) | Eta-products used for comparison |
| :---: | :---: | :---: |
| 0 | $(2,2)$ | $\frac{\eta_{4}(\tau)^{2} \eta_{32}(\tau)}{\eta_{8}(\tau) \eta_{64}(\tau)^{2}} \quad(0)+(1 / 2)+\left(\mathfrak{c}_{4}\right)-4(\infty)$ |
| 1/2 | $(2,2)$ | $\frac{\eta_{4}(\tau)^{2} \eta_{32}(\tau)}{\eta_{8}(\tau) \eta_{64}(\tau)^{2}} \quad(0)+(1 / 2)+\left(\mathfrak{c}_{4}\right)-4(\infty)$ |
| $1 / 4$ and 3/4 | $(2,2)$ | $\frac{\eta_{4}(\tau)^{2} \eta_{32}(\tau)}{\eta_{8}(\tau) \eta_{64}(\tau)^{2}} \quad(0)+(1 / 2)+\left(\mathfrak{c}_{4}\right)-4(\infty)$ |
| $\begin{aligned} & 1 / 8,3 / 8, \\ & 5 / 8,7 / 8 \end{aligned}$ | Galois conjugates with $y=-2$ and $x^{4}-4 x+8=0$ | $\frac{\eta_{8}(\tau)^{5} \eta_{32}(\tau)}{\eta_{4}(\tau)^{2} \eta_{16}(\tau)^{2} \eta_{64}(\tau)^{2}} \quad\left(\mathfrak{c}_{8}\right)-4(\infty)$ |
| $1 / 16$ and 3/16 | $(0,0)$ | $\left(x_{32}, x_{32}\right)$ |
| 1/32 | $(0,0)$ | $\left(x_{32}, y_{32}\right)$ |
| $\infty$ | $(\infty, \infty)$ | $\left(x_{32}, y_{32}\right)$ |

As usual, we have two maps $\pi_{1}, \pi_{2}: X_{0}(64) \rightarrow X_{0}(32)$ defined by

$$
\begin{gathered}
\pi_{1}^{*}\left(x_{32}, y_{32}\right)=\left(\frac{x_{64}^{2}-2 y_{64}}{y_{64}}, \frac{-2 x_{64}^{2}+x_{64} y_{64}+2 x_{64}}{y_{64}}\right) \\
\pi_{2}^{*}\left(x_{32}, y_{32}\right)=\left(y_{64}-2, x_{64}^{2}-2 y_{64}\right)
\end{gathered}
$$

We also deduce that

$$
\omega_{64}^{*}\left(x_{64}, y_{64}\right)=\left(c_{1} \frac{2-y_{64}}{y_{64}-2 x_{64}+2}, c_{2} \frac{2 x_{64}+y_{64}+2}{y_{64}-2 x_{64}+2}\right)
$$

From the compatibility relation $\omega_{64}^{*} \circ \pi_{2}^{*}=\pi_{1}^{*} \circ \omega_{32}^{*}$ we find

$$
\begin{gathered}
\omega_{64}^{*}\left(\pi_{2}^{*}\left(x_{32}\right)\right)=\pi_{1}^{*}\left(\omega_{32}^{*}\left(x_{32}\right)\right) \\
\omega_{64}^{*}(y-2)=\pi_{1}^{*}\left(\frac{x_{32}+16}{y_{32}}\right) \\
c_{2} \frac{2 x+y+2}{y-2 x+2}-2=\frac{8 x^{2}}{-2 x^{2}+x y+2 x} \Longrightarrow c_{2}(2 x+y+2)+4 x-2 y-4=8 x \quad \Longrightarrow \quad c_{2}=2
\end{gathered}
$$

In the same way we find

$$
\begin{array}{ccc}
\omega_{64}^{*}\left(\pi_{2}^{*}\left(x_{32}\right)\right) & = & \pi_{1}^{*}\left(\omega_{32}^{*}\left(x_{32}\right)\right) \\
\omega_{64}^{*}\left(x^{2}-2 y\right) & \pi_{1}^{*}\left(\frac{64 x_{32}+16 y_{32}+128}{x_{32} y_{32}}\right) \\
{ }_{\|} & \\
c_{1}^{2} \frac{(2-y)^{2}}{(y-2 x+2)^{2}}-4 \frac{y+x+2}{y-2 x+2} & \frac{\frac{64 x^{2}-128 y}{y}+\frac{-32 x^{2}+16 x y+32 x}{y}+12}{\frac{x^{2}-2 y}{y} \cdot \frac{-2 x^{2}+x y+2 x}{y}} \\
c_{1}^{2} \frac{(2-y)^{2}}{(y-2 x+2)^{2}}-4 \frac{y+x+2}{y-2 x+2} & & \frac{32 x^{2} y+16 x y^{2}+32 x y}{\left(x^{2}-2 y\right)\left(-2 x^{2}+x y+2 x\right)}
\end{array}
$$

Thus,

$$
\begin{gathered}
c_{1}^{2} \frac{(2-y)^{2}}{y-2 x+2}=4(y+x+2)+y \frac{32 x+16 y+32}{x^{2}-2 y} \\
c_{1}^{2} \frac{(2-y)^{2}}{y-2 x+2}=\left(4+\frac{16 y}{x^{2}-2 y}\right)(y+2 x+2) \\
c_{1}^{2} \frac{(2-y)^{2}}{y-2 x+2}=\frac{4\left(x^{2}+2 y\right)}{x^{2}-2 y}(y+2 x+2)
\end{gathered}
$$

and, finally,

$$
\begin{gathered}
c_{1}^{2}=4 \frac{(y+2 x+2)(y-2 x+2)\left(x^{2}+2 y\right)}{(y-2)^{2}\left(x^{2}-2 y\right)}= \\
=4 \frac{\left(y^{2}+4 y+4-4 x^{2}\right)\left(x^{2}+2 y\right)}{\left(y^{2}-4 y+4\right)\left(x^{2}-2 y\right)}= \\
=4 \frac{y^{2} x^{2}+4 y x^{2}+4 x^{2}+2 y^{3}+8 y^{2}+8 y-4 x^{4}-8 x^{2} y}{y^{2} x^{2}-4 y x^{2}+4 x^{2}-2 y^{3}+8 y^{2}-8 y}= \\
=4 \frac{y^{2} x^{2}-4 y x^{2}+4 x^{2}-2 y^{3}+4 y^{3}+8 y^{2}-8 y+16 y-4 x^{4}}{y^{2} x^{2}-4 y x^{2}+4 x^{2}-2 y^{3}+8 y^{2}-8 y}= \\
=4\left(1+\frac{4 y^{3}+16 y-4 x^{4}}{\cdots}\right)=4
\end{gathered}
$$

since on the last numerator we recognize the equation of $X_{0}(64)$. We conclude

$$
\omega_{64}^{*}\left(x_{64}, y_{64}\right)=\left(2 \frac{2-y_{64}}{y_{64}-2 x_{64}+2}, 2 \frac{2 x_{64}+y_{64}+2}{y_{64}-2 x_{64}+2}\right)
$$

The ramification diagrams look as follows

| $X_{0}(64)$ |  | 0 |  | 1/2 | 1/4 |  | 3/4 |  | 1/8 | 5/ |  | 3/8 |  | 1/ | 16 | 161 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\pi_{1}:$ | 2 |  | $21$ | $2$ |  | $21$ |  | $1\rangle$ | $/ / 1$ |  |  |  |  |  |  |  | $/ 1$ |
| $X(32)$ |  | 0 |  |  | 1/4 |  | 3/4 |  |  | 1/8 |  |  | 3/8 |  | 1/16 |  | $\infty$ |  |
| $X_{0}(64)$ |  | 0 | 2 | 1/ | /4 | 3/4 |  | 1/8 |  | 5/8 | 3/8 |  | 7/8 | 1/16 | 3/16 | 1/32 |  |  |
|  | $\pi_{2}$ | $1\rangle$ |  |  | 1 \/ |  |  |  |  |  |  |  |  | 12 | 12 | 12 |  | 2 |
| $X(32)$ |  | 0 |  |  | 1/2 |  |  |  | 1/4 |  |  | 3/4 |  | 1/8 | 3/8 | 1/16 |  |  |

For some applications, as computing a stable model for our modular curve, it might be useful to study the quotient curve $X_{0}^{+}(N)$ [Mcm2]; we refer to section 2.2.6 for details. The computation of a model for the Atkin-Lehner quotient of a modular curve provides also another equation for $X_{0}(N)$. We will see the procedure with $X_{0}(64)$.

In order to construct a model for $X_{0}^{+}(64)=X_{0}(64) / \omega_{64}$ we need to choose two functions on $X_{0}(64)$ which are invariant under the Atkin-Lehner involution. We select

$$
f=\frac{x^{2}-2 y}{y-2 x+2}=\frac{\eta_{2}(\tau)^{3} \eta_{32}(\tau)^{3}}{\eta(\tau)^{2} \eta_{4}(\tau) \eta_{16}(\tau) \eta_{64}(\tau)^{2}}
$$

with divisor $(f)=-2(0)+2(1 / 2)+2(1 / 32)-2(\infty)$, and

$$
g=\frac{x(y-2)}{y-2 x+2}=\frac{\eta_{2}(\tau) \eta_{4}(\tau)^{2} \eta_{16}(\tau)^{2} \eta_{32}(\tau)}{\eta(\tau)^{2} \eta_{8}(\tau)^{2} \eta_{64}(\tau)^{2}}
$$

whose divisor is $(g)=-3(0)+(1 / 2)+\sum_{i=1,3}(i / 4)+\sum_{i=1,3}(i / 16)+(1 / 32)-3(\infty)$.
From the genus formula (end of section 2.2.6), we know that $X_{0}^{+}(64)$ is a genus one curve, i.e., an elliptic curve. By linear algebra we argue that $f$ and $g$ satisfy the following algebraic relation:

$$
g^{2}+2 f g=f^{3}+2 f^{2}+2 f
$$

We have described an elliptic curve of $j$-invariant 1728 which corresponds to a quotient of $X_{0}^{+}(64)$. We observe that there is an algebraic relation

$$
\begin{equation*}
x^{2}+x(2 f-g+2)+2 g=0 \tag{*}
\end{equation*}
$$

implying that $X_{0}(64)$ is of degree two on the elliptic curve. This means that the latter is the whole $X_{0}^{+}(64)$ and that $f$ and $g$ generate the full function field of $X_{0}^{+}(64)$. Further, the two equations above give another model for $X_{0}(64)$.

Remark. We can also check that equation $(*)$ describes a genus 3 curve (and therefore it must be $X_{0}(64)$ ) by counting the ramification points. A simple way of doing this is by describing their $f$ and $g$ coordinates. From (*) we get the discriminant

$$
\begin{gathered}
(2 f-g+2)^{2}-4(2 g)=0 \Rightarrow 4 f^{2}+g^{2}+4-4 f g+8 f-4 g-8 g=0 \Rightarrow \\
\Rightarrow \quad 4 f^{2}+f^{3}+2 f^{2}-2 f g+2 f+4-4 f g+8 f-12 g=0 \Rightarrow f^{3}+6 f^{2}+10 f+4=6 g(f+2)
\end{gathered}
$$

This gives the $g$-coordinate:

$$
g=\frac{f^{3}+6 f^{2}+10 f+4}{6 f+12}
$$

Now, the $f$-coordinate is obtained using the algebraic relation between $f$ and $g$ :

$$
f^{6}-12 f^{5}-64 f^{4}-40 f^{3}+76 f^{2}-112 f-272=0
$$

which gives

$$
f^{4}-16 f^{3}-4 f^{2}+40 f-68=0
$$

This implies that there are 4 ramification points and, thanks to the Riemann-Hurwitz formula 1.31 we argue that the genus $g$ of $(*)$ is

$$
2 g=2+\left(2 g\left(X_{0}^{+}(64)\right)-2\right) \cdot d+\sum\left(e_{P}-1\right)=2+\sum\left(e_{P}-1\right)=2+4 \Rightarrow g=3
$$

where $d$ is the degree of the map.
Remark. As genus 1 curves, $X_{0}^{+}$(64) and $X_{0}$ (32) are isomorphic (they are two elliptic curves with the same $j$-invariant) but this isomorphism is not modular. The two curves have not the same moduli interpretation and they are not isomorphic as modular curves.

## Defining equations for $X_{0}\left(2^{2 n}\right)$

In [TY2], Fang-Ting Tu and Yifan Yang propose a recursive definition for models of $X_{0}\left(2^{2 n}\right)$. Let

$$
\begin{aligned}
& \theta_{2}(\tau)=\sum_{n \in \mathbb{Z}} q^{(2 n+1)^{2} / 8}=2 \frac{\eta(2 \tau)^{2}}{\eta(\tau)} \\
& \theta_{3}(\tau)=\sum_{n \in \mathbb{Z}} q^{n^{2} / 2}=\frac{\eta(\tau)^{5}}{\eta(\tau / 2)^{2} \eta(2 \tau)^{2}} \\
& \theta_{4}(\tau)=\sum_{n \in \mathbb{Z}}(-1)^{n} q^{n^{2} / 2}=\frac{\eta(\tau / 2)^{2}}{\eta(\tau)}
\end{aligned}
$$

be the Jacobi theta functions.
Theorem A. 4 ([TY2, Th. 1]). Let $P_{6}(x, y)=x^{4}-y^{3}-4 y$ and for $n \geq 7$ define polynomials $P_{n}(x, y)$ recursively by

$$
P_{n}(x, y)=P_{n-1}\left(\frac{x}{\sqrt{y}}, \frac{\sqrt{y^{2}+4}}{\sqrt{x}}\right) P_{n-1}\left(\frac{x}{\sqrt{y}},-\frac{\sqrt{y^{2}+4}}{\sqrt{x}}\right) y^{2^{n-5}}
$$

Then $P_{2 n}(x, y)=0$ is a defining equation of the modular curve $X_{0}\left(2^{2 n}\right)$ for $n \geq 3$.
To be more precise, for $n \geq 1$, let

$$
x_{n}=\frac{\theta_{2}(8 \tau)}{\theta_{2}\left(2^{n-1} \tau\right)} \quad y_{n}=\frac{2 \theta_{3}\left(2^{n-1} \tau\right)}{\theta_{2}\left(2^{n-1} \tau\right)}
$$

Then,

1. For $n \geq 2$, we have $x_{n-1}=x_{n} / \sqrt{y_{n}}$ and $y_{n-1}=\sqrt{\left(y_{n}^{2}+4\right) / y_{n}}$.
2. For $n \geq 6, P_{n}(x, y)$ is irreducible over $\mathbb{C}$.
3. When $n$ is an even integer greater than $4, x_{n}$ and $y_{n}$ are modular functions on $\Gamma_{0}\left(2^{n}\right)$ holomorphic everywhere except for a pole of order $2^{n-4}-1$ and $2^{n-4}$, respectively, at $\infty$. Thus, they generate the field of modular functions on $X_{0}\left(2^{n}\right)$ and they satisfy the algebraic relation $P_{n}\left(x_{n}, y_{n}\right)=0$.

## Modular tower for $X_{0}(48)$

We want to construct a model for $X_{0}(48)$ and the maps down the tower


Figure A. 2 - Modular tower for $X_{0}(48)$

We have already studied the descent $X_{0}(16) \rightarrow X(1)$. We focus therefore on the top chain.

Model for $X_{0}(3)$
$X_{0}(3)$ is a genus 0 modular curve with parameter

$$
t_{3}=\left(\frac{\eta_{1}(\tau)}{\eta_{3}(\tau)}\right)^{12} \quad\left(t_{3}\right)=(0)-(\infty)
$$

It has reduction maps down to $X(1)$ given by

$$
\pi_{1}^{*}(j)=\frac{\left(t_{3}+27\right)\left(t_{3}+243\right)^{3}}{t_{3}^{3}} \quad \pi_{3}^{*}(j)=\frac{\left(t_{3}+27\right)\left(t_{3}+3\right)^{3}}{t_{3}}
$$

Finally, the Atkin-Lehner involution acts on $t_{3}$ as

$$
\omega_{3}^{*}\left(t_{3}\right)=\frac{729}{t_{3}}
$$

Model for $X_{0}(6)$

The modular curve $X_{0}(6)$ is again of genus 0 and it has Hauptmodul

$$
t_{6}=\frac{\eta_{1}(\tau)^{5} \eta_{3}(\tau)}{\eta_{2}(\tau) \eta_{6}(\tau)^{5}} \quad\left(t_{6}\right)=(0)-(\infty)
$$

This curve has composite level structure resulting in 4 maps.
We have $\pi_{1}, \pi_{3}: X_{0}(6) \rightarrow X_{0}(2)$ with pullback

$$
\pi_{1}^{*}\left(t_{2}\right)=\frac{t_{6}^{3}\left(t_{6}+8\right)}{\left(t_{6}+9\right)^{3}} \quad \pi_{3}^{*}\left(t_{2}\right)=\frac{t_{6}\left(t_{6}+8\right)^{3}}{t_{6}+9}
$$

and $\pi_{1}, \pi_{2}: X_{0}(6) \rightarrow X_{0}(3)$ with pullback

$$
\pi_{1}^{*}\left(t_{3}\right)=\frac{t_{6}^{2}\left(t_{6}+9\right)}{\left(t_{6}+8\right)^{2}} \quad \pi_{2}^{*}\left(t_{3}\right)=\frac{t_{6}\left(t_{6}+9\right)^{2}}{t_{6}+8}
$$

The Atkin-Lehner involutions act as

$$
\omega_{6}^{*}\left(t_{6}\right)=\frac{72}{t_{6}} \quad \omega_{2}^{*}\left(t_{6}\right)=\frac{-8\left(t_{6}+9\right)}{t_{6}+8} \quad \omega_{3}^{*}\left(t_{6}\right)=\frac{-9\left(t_{6}+8\right)}{t_{6}+9}
$$

Model for $X_{0}(12)$
$X_{0}(12)$ is a modular curve of genus 0 and parameter

$$
t_{12}=\frac{\eta_{1}(\tau)^{3} \eta_{4}(\tau) \eta_{6}(\tau)^{2}}{\eta_{2}(\tau)^{2} \eta_{3}(\tau) \eta_{12}(\tau)^{3}} \quad\left(t_{12}\right)=(0)-(\infty)
$$

We have two maps $\pi_{1}, \pi_{3}: X_{0}(12) \rightarrow X_{0}(4)$

$$
\pi_{1}^{*}\left(t_{4}\right)=\frac{t_{12}^{3}\left(t_{12}+4\right)}{\left(t_{12}+3\right)^{3}} \quad \pi_{3}^{*}\left(t_{4}\right)=\frac{t_{12}\left(t_{12}+4\right)^{3}}{t_{12}+3}
$$

and two maps $\pi_{1}, \pi_{2}: X_{0}(12) \rightarrow X_{0}(6)$

$$
\pi_{1}^{*}\left(t_{6}\right)=\frac{t_{12}^{2}}{t_{12}+2} \quad \pi_{2}^{*}\left(t_{6}\right)=t_{12}\left(t_{12}+6\right)
$$

The 3 Atkin-Lehner involutions are described by

$$
\omega_{12}^{*}\left(t_{12}\right)=\frac{12}{t_{12}} \quad \omega_{4}^{*}\left(t_{12}\right)=\frac{-4\left(t_{12}+3\right)}{t_{12}+4} \quad \omega_{3}^{*}\left(t_{12}\right)=\frac{-2\left(t_{12}+4\right)}{t_{12}+3}
$$

## Model for $X_{0}(24)$

$X_{0}(24)$ is a genus 1 curve with modular functions generating its function field

$$
x_{24}=\frac{\eta_{6}(\tau)^{3} \eta_{8}(\tau)}{\eta_{2}(\tau) \eta_{24}(\tau)^{3}} \quad \text { and } \quad y_{24}=\frac{\eta_{4}(\tau) \eta_{8}(\tau)^{2} \eta_{12}(\tau)^{5}}{\eta_{2}(\tau) \eta_{6}(\tau) \eta_{24}(\tau)^{6}}
$$

with divisors

$$
\left(x_{24}\right)=(1 / 3)+(1 / 6)-2(\infty) \quad \text { and } \quad\left(y_{24}\right)=(1 / 4)+(1 / 8)+(1 / 12)-3(\infty)
$$

The relation between the two functions gives a model for $X_{0}(24)$ :

$$
y^{2}=x^{3}-x^{2}-4 x+4
$$

Regarding the maps down the modular tower we find $\pi_{1}, \pi_{3}: X_{0}(24) \rightarrow X_{0}(8)$

$$
\pi_{1}^{*}\left(t_{8}\right)=\frac{y_{24}\left(x_{24}+2\right)}{\left(x_{24}-1\right)^{2}}-4 \quad \pi_{3}^{*}\left(t_{8}\right)=\frac{y_{24}\left(x_{24}-2\right)}{x_{24}-1}-4
$$

and $\pi_{1}, \pi_{2}: X_{0}(24) \rightarrow X_{0}(12)$

$$
\pi_{1}^{*}\left(t_{12}\right)=\frac{y_{24}}{x_{24}-2}-3 \quad \pi_{2}^{*}\left(t_{12}\right)=x_{24}-4
$$

We now want to construct the Atkin-Lehner involutions. Looking at the action on the cusps, we look for two functions $x_{24}^{\prime}$ and $y_{24}^{\prime}$ with divisors

$$
\left(x_{24}^{\prime}\right)=-2(0)+(1 / 4)+(1 / 8) \quad \text { and } \quad\left(y_{24}^{\prime}\right)=-3(0)+(1 / 2)+(1 / 3)+(1 / 6)
$$

we find

$$
x_{24}^{\prime}=\frac{\eta_{3}(\tau) \eta_{4}(\tau)^{3}}{\eta_{1}(\tau)^{3} \eta_{12}(\tau)} \quad \text { and } \quad y_{24}^{\prime}=\frac{\eta_{2}(\tau)^{5} \eta_{3}(\tau)^{2} \eta_{6}(\tau)}{\eta_{1}(\tau)^{6} \eta_{4}(\tau) \eta_{12}(\tau)}
$$

These functions satisfy the following relations

$$
x_{24}^{\prime}=\frac{y_{24}}{y_{24}-3 x_{24}+6} \quad \text { and } \quad y_{24}^{\prime}=\frac{3 y_{24}^{2}+7 x_{24} y_{24}+18 x_{24}-12}{3 y_{24}^{2}-11 x_{24} y_{24}+44 y_{24}-42 x_{24}+60}
$$

so that

$$
\omega_{24}^{*}\left(x_{24}, y_{24}\right)=\left(c_{1} \frac{y_{24}}{y_{24}-3 x_{24}+6}, c_{2} \frac{3 y_{24}^{2}+7 x_{24} y_{24}+18 x_{24}-12}{3 y_{24}^{2}-11 x_{24} y_{24}+44 y_{24}-42 x_{24}+60}\right)
$$

The two constants are deduced by the usual commutative diagrams

$$
\omega_{24}^{*}\left(\pi_{2}^{*}\left(t_{12}\right)\right)=\pi_{1}^{*}\left(\omega_{12}^{*}\left(t_{12}\right)\right) \quad \text { and } \quad \omega_{24}^{*}\left(\pi_{1}^{*}\left(t_{12}\right)\right)=\pi_{2}^{*}\left(\omega_{12}^{*}\left(t_{12}\right)\right)
$$

The first one yields $c_{1}=4$ while the second one gives $c_{2}=6$.
It remains to describe the Atkin-Lehner involutions $\omega_{3}$ and $\omega_{8}$. We recall that they represent the flipping of the rectangle of isogenies with respect to the two axis (vertical and horizontal).

Once again, we start by looking at their action on the cusps; using [Ogg, Prop. 2], we obtain the following picture

|  |  | $(1 / 8)$ | $(1 / 4)$ | $(\infty)$ | $(1 / 2)$ | $(1 / 12)$ | $(1 / 1)$ | $(1 / 6)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\omega_{8}$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ |
|  | $(1 / 1)$ | $(1 / 2)$ | $(1 / 3)$ | $(1 / 4)$ | $(1 / 6)$ | $(1 / 8)$ | $(1 / 12)$ | $(\infty)$ |
| $\omega_{3}$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ |
|  | $(1 / 3)$ | $(1 / 6)$ | $(1 / 1)$ | $(1 / 12)$ | $(1 / 2)$ | $(\infty)$ | $(1 / 4)$ | $(1 / 8)$ |

For $\omega_{8}$ we then need two functions $x_{24}^{\prime \prime}$ and $y_{24}^{\prime \prime}$ with divisors

$$
\left(x_{24}^{\prime \prime}\right)=-2(1 / 3)+(1 / 12)+(\infty) \quad \text { and } \quad\left(y_{24}^{\prime \prime}\right)=(1 / 1)+(1 / 2)-3(1 / 3)+(1 / 6)
$$

We find

$$
x_{24}^{\prime \prime}=\frac{\eta_{1}(\tau) \eta_{12}(\tau)^{3}}{\eta_{3}(\tau)^{3} \eta_{4}(\tau)} \quad \text { and } \quad y_{24}^{\prime \prime}=\frac{\eta_{1}(\tau)^{2} \eta_{2}(\tau) \eta_{6}(\tau)^{5}}{\eta_{3}(\tau)^{6} \eta_{4}(\tau) \eta_{12}(\tau)}
$$

so that

$$
x_{24}^{\prime \prime}=\frac{x_{24}-2}{x_{24}+y_{24}-2} \quad \text { and } \quad y_{24}^{\prime \prime}=\frac{x_{24}^{2}-4 x_{24}}{x_{24}^{2}+2 x_{24}+2 y_{24}-4}
$$

For $\omega_{3}$ we look for two functions $x_{24}^{\prime \prime \prime}$ and $y_{24}^{\prime \prime \prime}$ with divisors

$$
\begin{gathered}
\left(x_{24}^{\prime \prime \prime}\right)=(1 / 1)+(1 / 2)-2(1 / 8) \quad \text { and } \quad\left(y_{24}^{\prime \prime \prime}\right)=(1 / 4)-3(1 / 8)+(1 / 12)+(\infty) \\
x_{24}^{\prime \prime \prime}=\frac{\eta_{1}(\tau) \eta_{12}(\tau)^{3}}{\eta_{3}(\tau)^{3} \eta_{4}(\tau)} \quad \text { and } \quad y_{24}^{\prime \prime \prime}=\frac{\eta_{1}(\tau)^{2} \eta_{2}(\tau) \eta_{6}(\tau)^{5}}{\eta_{3}(\tau)^{6} \eta_{4}(\tau) \eta_{12}(\tau)}
\end{gathered}
$$

They can be expressed as

$$
x_{24}^{\prime \prime \prime}=\frac{x_{24}-4}{x_{24}-1} \quad \text { and } \quad y_{24}^{\prime \prime \prime}=\frac{y_{24}}{x_{24}^{2}-2 x_{24}+1}
$$

By composing $\omega_{3} \circ \omega_{8}=\omega_{24}$ and $\omega_{8} \circ \omega_{3}=\omega_{24}$, we find the constants defining the involutions. In conclusion, we get

$$
\begin{gathered}
\omega_{24}^{*}\left(x_{24}, y_{24}\right)=\left(4 \frac{y_{24}}{y_{24}-3 x_{24}+6}, 6 \frac{3 y_{24}^{2}+7 x_{24} y_{24}+18 x_{24}-12}{3 y_{24}^{2}-11 x_{24} y_{24}+44 y_{24}-42 x_{24}+60}\right) \\
\omega_{8}^{*}\left(x_{24}, y_{24}\right)=\left(4 \frac{x_{24}-2}{x_{24}+y_{24}-2}, 2 \frac{x_{24}^{2}-4 x_{24}}{x_{24}^{2}+2 x_{24}+2 y_{24}-4}\right) \\
\omega_{3}^{*}\left(x_{24}, y_{24}\right)=\left(\frac{x_{24}-4}{x_{24}-1}, 3=\frac{y_{24}}{\left(x_{24}^{2}-1\right)^{2}}\right)
\end{gathered}
$$

## Model for $X_{0}(48)$

Finally, we get to study the top of our tower, $X_{0}(48)$ : this is a hyperelliptic curve of genus 3 .
We find two $\eta$ products describing its function field:

$$
x_{48}=\frac{\eta_{4}(\tau) \eta_{16}(\tau)^{2} \eta_{24}(\tau)^{3}}{\eta_{8}(\tau)^{3} \eta_{12}(\tau) \eta_{48}(\tau)^{2}} \quad \text { and } \quad x_{48}=\frac{\eta_{4}(\tau) \eta_{16}(\tau)^{2} \eta_{24}(\tau)^{3}}{\eta_{8}(\tau)^{3} \eta_{12}(\tau) \eta_{48}(\tau)^{2}}
$$

with divisors

$$
\left(x_{48}\right)=-(1 / 8)+(1 / 16)+(1 / 24)-(\infty) \quad \text { and } \quad\left(y_{48}\right)=4(1 / 16)-4(\infty)
$$

The two satisfy the following hyperelliptic equation of the form $y^{2}+H(x) y=F(x)$

$$
y^{2}-y\left(x^{4}+1\right)=3 x^{4}
$$

with the change of variables $y^{\prime}=2 y-H(x)$ we get a model for $X_{0}(48)$ of the form $y^{2}=P(X)$.

$$
y^{2}=x^{8}+14 x^{4}+1
$$

We are interested in the maps down the tower; we get $\pi_{1}, \pi_{3}: X_{0}(48) \rightarrow X_{0}(16)$

$$
\pi_{1}^{*}\left(t_{16}\right)=\frac{x_{48} y_{48}+3 x_{48}-2 y_{48}}{y_{48}} \quad \pi_{3}^{*}\left(t_{16}\right)=\frac{y_{48}-2 x_{48}-1}{x_{48}}
$$

and $\pi_{1}, \pi_{2}: X_{0}(48) \rightarrow X_{0}(24)$

$$
\pi_{1}^{*}\left(x_{24}, y_{24}\right)=\left(\frac{x_{48}^{2}+y_{48}}{x_{48}^{2}}, \frac{x_{48}^{2} y_{48}+3 x_{48}^{2}+y_{48}^{2}-y_{48}}{x_{48}\left(y_{48}-1\right)}\right) \quad \pi_{2}^{*}\left(x_{24}, y_{24}\right)=\left(y_{48}+1, x_{48}^{2}\left(y_{48}+3\right)\right)
$$

Finally, we want to describe Atkin-Lehner involutions.
Remark. It is worth observing that $X_{0}(48)$ is one of the only two hyperelliptic modular curves whose hyperelliptic involution is not of Atkin-Lehner type. We recall that the hyperelliptic involution on $y^{2}+H(x) y=$ $F(x)$ is the map $(x, y) \mapsto(x,-y-H(x))$.

Let us look at the action of $\omega_{16}$ and $\omega_{3}$ on the cusps. We find

|  | $(1 / 16)$ | $(1 / 8)$ | $(\infty)$ | $(3 / 4)$ | $(1 / 4)$ | $(1 / 24)$ | $(1 / 2)$ | $(7 / 12)$ | $(1 / 12)$ | $(1 / 1)$ | $(1 / 16)$ | $(1 / 3)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\omega_{16}$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\uparrow$ |
|  | $(1 / 1)$ | $(1 / 2)$ | $(1 / 3)$ | $(1 / 4)$ | $(3 / 4)$ | $(1 / 6)$ | $(1 / 8)$ | $(1 / 12)$ | $(7 / 12)$ | $(1 / 16)$ | $(1 / 24)$ | $(\infty)$ |
| $\omega_{3}$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ |
|  | $(1 / 3)$ | $(1 / 6)$ | $(1 / 1)$ | $(1 / 12)$ | $(7 / 12)$ | $(1 / 2)$ | $(1 / 24)$ | $(1 / 4)$ | $(3 / 4)$ | $(\infty)$ | $(1 / 8)$ | $(1 / 16)$ |

We find

$$
\begin{aligned}
\omega_{48}^{*}\left(x_{48}, y_{48}\right)= & \left(\frac{x_{48}+1}{x_{48}-1},-3 \frac{2 x_{48}^{2}-x_{48} y_{48}+3 x_{48}-y_{48}+1}{6 x_{48}^{2}+x_{48} y_{48}-3 x_{48}-3 y_{48}+3}\right) \\
\omega_{16}^{*}\left(x_{48}, y_{48}\right)= & \left(\frac{1-x_{48}}{1+x_{48}}, \frac{6 x_{48}^{2}+x_{48} y_{48}-3 x_{48}-3 y_{48}+3}{2 x_{48}^{2}-x_{48} y_{48}+3 x_{48}-y_{48}+1}\right) \\
& \omega_{3}^{*}\left(x_{48}, y_{48}\right)=\left(-\frac{1}{x_{48}},-3 \frac{1}{y_{48}}\right)
\end{aligned}
$$

$\left(x_{48}, y_{48}\right)$


Figure A. 3 - Modular tower for $X_{0}(48)$ with maps

## Modular tower for $X_{0}(36)$

Let's have a look at what happens when we add an extra 3-level structure

Model for $X_{0}(9)$
This is a genus 0 curve with parameter

$$
t_{9}=\left(\frac{\eta_{1}}{\eta_{9}}\right)^{3} \quad\left(t_{9}\right)=(0)-(\infty)
$$

and maps to $X_{0}(9) \rightarrow X_{0}(3)$

$$
\pi_{1}^{*}\left(t_{3}\right)=\frac{t_{9}^{3}}{t_{9}^{2}+9 t_{9}+27} \quad \text { and } \quad \pi_{3}^{*}\left(t_{3}\right)=t_{9}\left(t_{9}^{2}+9 t_{9}+27\right)
$$



Figure A. 4 - Modular tower for $X_{0}(36)$

The Atkin-Lehner involution is

$$
\omega_{9}^{*}\left(t_{9}\right)=\frac{27}{t_{9}}
$$

Model for $X_{0}(18)$
$X_{0}(18)$ is a genus 0 curve with parameter

$$
t_{18}=\frac{\eta_{1}^{2} \eta_{6}(\tau) \eta_{9}(\tau)}{\eta_{2} \eta_{3}(\tau) \eta_{18}(\tau)^{2}} \quad\left(t_{18}\right)=(0)-(\infty)
$$

and moduli-theoretic maps $\pi_{1}, \pi_{3}: X_{0}(18) \rightarrow X_{0}(6)$

$$
\pi_{1}^{*}\left(t_{6}\right)=\frac{t_{18}^{3}}{t_{18}^{2}+3 t_{18}+3} \quad \text { and } \quad \pi_{3}^{*}\left(t_{6}\right)=t_{18}\left(t_{18}^{2}+6 t_{18}+12\right)
$$

and $\pi_{1}, \pi_{2}: X_{0}(18) \rightarrow X_{0}(9)$

$$
\pi_{1}^{*}\left(t_{9}\right)=\frac{t_{18}^{2}\left(t_{18}+3\right)}{\left(t_{18}+2\right)^{2}} \quad \text { and } \quad \pi_{2}^{*}\left(t_{9}\right)=\frac{t_{18}\left(t_{18}+3\right)^{2}}{t_{18}+2}
$$

The Atkin-Lehner involutions act as

$$
\begin{gathered}
\omega_{18}^{*}\left(t_{18}\right)=\frac{6}{t_{18}} \\
\omega_{2}^{*}\left(t_{18}\right)=-2 \frac{t_{18}+3}{t_{18}+2} \\
\omega_{9}^{*}\left(t_{18}\right)=-3 \frac{t_{18}+2}{t_{18}+3}
\end{gathered}
$$

Model for $X_{0}(36)$
Finally, $X_{0}(36)$ has genus 1. It has two modular functions

$$
x_{36}=\frac{\eta_{2}(\tau)^{2} \eta_{12}(\tau) \eta_{18}(\tau)}{\eta_{4}(\tau) \eta_{6}(\tau) \eta_{36}(\tau)^{2}} \quad \text { and } \quad y_{36}=\frac{\eta_{1}(\tau)^{2} \eta_{9}(\tau) \eta_{12}(\tau) \eta_{18}(\tau)}{\eta_{2}(\tau) \eta_{3}(\tau) \eta_{36}(\tau)^{3}}
$$

with divisors

$$
\left(x_{36}\right)=(0)+(1 / 2)-2(\infty) \quad \text { and } \quad\left(y_{36}\right)=2(0)+(1 / 9)-3(\infty)
$$

yielding the model

$$
y^{2}+4 x y+6 y=x^{3}+2 x^{2}
$$

The maps down the tower are given by $\pi_{1}, \pi_{3}: X_{0}(36) \rightarrow X_{0}(12)$

$$
\pi_{1}^{*}\left(t_{12}\right)=\frac{x_{36} y_{36}-x_{36}^{2}+3 y_{36}}{x_{36}^{2}+3 x_{36}+3} \quad \text { and } \quad \pi_{3}^{*}\left(t_{12}\right)=2 x_{36}+y_{36}
$$

and $\pi_{1}, \pi_{2}: X_{0}(36) \rightarrow X_{0}(18)$

$$
\pi_{1}^{*}\left(t_{18}\right)=\frac{y_{36}}{x_{36}+2} \quad \text { and } \quad \pi_{2}^{*}\left(t_{18}\right)=x_{36}
$$

The Atkin-Lehner involutions are

$$
\begin{aligned}
& \omega_{36}^{*}\left(x_{36}, y_{36}\right)=\left(6 \frac{y_{36}+2}{x_{36}}, 12 \frac{x_{36}^{2}+2 x_{36}-y_{36}}{y_{36}^{2}}\right) \\
& \omega_{4}^{*}\left(x_{36}, y_{36}\right)=\left(2 \frac{x_{36}\left(3 y_{36}-x_{36}^{2}\right)}{y_{36}^{2}}, 4 \frac{x_{36}+3}{2 x_{36}+y_{36}+4}\right) \\
& \omega_{9}^{*}\left(x_{36}, y_{36}\right)=\left(-3 \frac{\left(x_{36}+2\right)}{x_{36}+3}, 3 \frac{x_{36}^{2}+2 x_{36}-y_{36}}{\left(x_{36}+3\right)^{2}}\right)
\end{aligned}
$$

## Models for $X_{0}(2 p)$

We present here a table with a choice for the parameters on $X_{0}(2 p)$.
Notation. The $\eta$-product $\eta_{1}(\tau)^{a_{1}} \eta_{2}(\tau)^{a_{2}} \eta_{p}(\tau)^{a_{p}} \eta_{2 p}(\tau)^{a_{2 p}}$ is represented by $\left[a_{1}, a_{2}, a_{p}, a_{2 p}\right]$.

## $p \equiv 1 \bmod 24$

Lemma A.5. If $p=24 k+1 \equiv 1 \bmod 24$, the following are $\eta$-quotients for $\Gamma_{0}(2 p)$
$a=[-1,1,1,-1]$ with $\operatorname{deg}_{\infty}(a)=(p-1) / 12=2 k$.
$b=[6,-2,18,-22]$ with $\operatorname{deg}_{\infty}(b)=(13 p-1) / 12=24 k+1$.
$c=[7,-3,17,-21]$ with $\operatorname{deg}_{\infty}(c)=(25 p-1) / 24=25 k+1$.
If $k$ is even, then $(a, c)$ is a possible choice of parameters for $X_{0}(2 p)$ since their degrees deg ${ }_{\infty}$ are coprime. If $k$ is odd, then $(a, b)$ is a possible choice of parameters for $X_{0}(2 p)$ since their degrees deg $_{\infty}$ are coprime.

## $\boldsymbol{p} \equiv 5 \bmod 24$

Lemma A.6. If $p=24 k+5 \equiv 5 \bmod 24$, the following are $\eta$-quotients for $\Gamma_{0}(2 p)$
$a=[-1,1,5,-5]$ with $\operatorname{deg}_{\infty}(a)=(p-1) / 4=6 k+1$.
$b=[4,-4,4,-4]$ with $\operatorname{deg}_{\infty}(b)=(p+1) / 3=8 k+2$.
$(a, b)$ is a possible choice of parameters for $X_{0}(2 p)$ since their degrees deg $_{\infty}$ are coprime.

## $\boldsymbol{p} \equiv 7 \bmod 24$

Lemma A.7. If $p=24 k+7 \equiv 7 \bmod 24$, the following are $\eta$-quotients for $\Gamma_{0}(2 p)$
$a=[3,-3,3,-3]$ with $\operatorname{deg}_{\infty}(a)=(p+1) / 4=6 k+2$.
$b=[-4,8,4,-8]$ with $\operatorname{deg}_{\infty}(b)=(p-1) / 2=12 k+3$.
$(a, b)$ is a possible choice of parameters for $X_{0}(2 p)$ since their degrees deg $_{\infty}$ are coprime.

## $\boldsymbol{p} \equiv 11 \bmod 24$

Lemma A.8. If $p=24 k+11 \equiv 11 \bmod 24$, the following are $\eta$-quotients for $\Gamma_{0}(2 p)$
$a=[2,-2,2,-2]$ with $\operatorname{deg}_{\infty}(a)=(p+1) / 6=4 k+2$. $b=[-4,8,4,-8]$ with $\operatorname{deg}_{\infty}(b)=(p-1) / 2=12 k+5$.

| $p$ | $g\left(X_{0}(2 p)\right)$ | $x_{2 p}$ | $y_{2 p}$ | $\left[\operatorname{deg}_{\infty}\left(x_{2 p}\right), \operatorname{deg}_{\infty}\left(y_{2 p}\right)\right]$ |
| :---: | :---: | :---: | :---: | :---: |
| 3 | 0 | $[5,-1,1,-5]$ | -- | $[1]$ |
| 5 | 0 | $[3,-1,1,-3]$ | -- | $[1]$ |
| 7 | 1 | $[3,-3,3,-3]$ | $[-4,8,4,-8]$ | $[2,3]$ |
| 11 | 2 | $[2,-2,2,-2]$ | $[-4,8,4,-8]$ | $[2,5]$ |
| 13 | 2 | $[-2,2,2,-2]$ | $[-2,4,2,-4]$ | $[2,3]$ |
| 17 | 3 | $[1,1,-1,-1]$ | $[0,-2,8,-6]$ | $[4,7]$ |
| 19 | 4 | $[1,-1,5,-5]$ | $[-4,4,4,-4]$ | $[5,6]$ |
| 23 | 5 | $[1,-1,1,-1]$ | $[-4,8,4,-8]$ | $[2,11]$ |
| 29 | 6 | $[-1,1,5,-5]$ | $[4,-4,4,-4]$ | $[7,10]$ |
| 31 | 7 | $[3,-3,3,-3]$ | $[-4,8,4,-8]$ | $[8,15]$ |
| 37 | 8 | $[-2,2,2,-2]$ | $[-5,-7,7,-5]$ | $[6,19]$ |
| 41 | 9 | $[1,1,-1,-1]$ | $[0,-2,8,-6]$ | $[10,17]$ |
| 43 | 10 | $[1,-1,5,-5]$ | $[-4,4,4,-4]$ | $[11,14]$ |
| 47 | 11 | $[1,-1,1,-1]$ | $[-4,8,4,-8]$ | $[4,23]$ |
| 53 | 12 | $[-1,1,5,-5]$ | $[4,-4,4,-4]$ | $[13,18]$ |
| 59 | 14 | $[2,-2,2,-2]$ | $[-4,8,4,-8]$ | $[10,29]$ |
| 61 | 14 | $[-2,2,2,-2]$ | $[-5,-7,7,-5]$ | $[10,31]$ |
| 67 | 16 | $[1,-1,5,-5]$ | $[-4,4,4,-4]$ | $[17,22]$ |
| 71 | 17 | $[1,-1,1,-1]$ | $[-4,8,4,-8]$ | $[6,35]$ |
| 73 | 17 | $[-1,1,1,-1]$ | $[6,-2,18,-22]$ | $[6,79]$ |
| 79 | 19 | $[3,-3,3,-3]$ | $[-4,8,4,-8]$ | $[20,39]$ |
| 83 | 20 | $[2,-2,2,-2]$ | $[-4,8,4,-8]$ | $[14,41]$ |
| 89 | 21 | $[1,1,-1,-1]$ | $[0,-2,8,-6]$ | $[22,37]$ |
| 97 | 23 | $[-1,1,1,-1]$ | $[7,-3,17,-21]$ | $[8,101]$ |
| 101 | 24 | $[-1,1,5,-5]$ | $[4,-4,4,-4]$ | $[25,34]$ |
|  |  |  |  |  |

Table A. 2 - Eta quotients on $X_{0}(2 p)$
$(a, b)$ is a possible choice of parameters for $X_{0}(2 p)$ since their degrees deg $_{\infty}$ are coprime.

## $\boldsymbol{p} \equiv 13 \bmod 24$

Lemma A.9. If $p=24 k+13 \equiv 13 \bmod 24$, the following are $\eta$-quotients for $\Gamma_{0}(2 p)$
$a=[-2,2,2,-2]$ with $\operatorname{deg}_{\infty}(a)=(p-1) / 6=4 k+2$.
$b=[5,-7,7,-5]$ with $\operatorname{deg}_{\infty}(b)=(p+1) / 2=12 k+7$.
$b=[-2,4,2,-4]$ with $\operatorname{deg}_{\infty}(b)=(p-1) / 4=6 k+3$.
$(a, b)$ is a possible choice of parameters for $X_{0}(2 p)$ since their degrees deg $_{\infty}$ are coprime. In case $p=13$ we can lower the degree of the second parameter by choosing $(a, c)$.

## $\boldsymbol{p} \equiv 17 \boldsymbol{\operatorname { m o d }} 24$

Lemma A.10. If $p=24 k+17 \equiv 17 \bmod 24$, the following are $\eta$-quotients for $\Gamma_{0}(2 p)$
$a=[1,1,-1,-1]$ with $\operatorname{deg}_{\infty}(a)=(p-1) / 4=6 k+4$.
$b=[0,-2,8,-6]$ with $\operatorname{deg}_{\infty}(b)=(5 p-1) / 12=10 k+7$.
$(a, b)$ is a possible choice of parameters for $X_{0}(2 p)$ since their degrees $\operatorname{deg}_{\infty}$ are coprime.

## $\boldsymbol{p} \equiv 19 \bmod 24$

Lemma A.11. If $p=24 k+19 \equiv 19 \bmod 24$, the following are $\eta$-quotients for $\Gamma_{0}(2 p)$
$a=[1,-1,5,-5]$ with $\operatorname{deg}_{\infty}(a)=(p+1) / 4=6 k+5$.
$b=[-4,4,4,-4]$ with $\operatorname{deg}_{\infty}(b)=(p-1) / 3=8 k+6$.
$(a, b)$ is a possible choice of parameters for $X_{0}(2 p)$ since their degrees $\operatorname{deg}_{\infty}$ are coprime.

## $\boldsymbol{p} \equiv 19 \bmod 24$

Lemma A.12. If $p=24 k+23 \equiv 23 \bmod 24$, the following are $\eta$-quotients for $\Gamma_{0}(2 p)$
$a=[1,-1,1,-1]$ with $\operatorname{deg}_{\infty}(a)=(p+1) / 12=2 k+2$.
$b=[-4,8,4,-8]$ with $\operatorname{deg}_{\infty}(b)=(p-1) / 2=12 k+11$.
$(a, b)$ is a possible choice of parameters for $X_{0}(2 p)$ since their degrees deg $_{\infty}$ are coprime.

## Models for $X_{0}(3 p)$

We present here a table with a possible choice for the parameters on $X_{0}(3 p)$.

| $p$ | $g\left(X_{0}(3 p)\right)$ | $x_{3 p}$ | $y_{3 p}$ | $\left[\operatorname{deg}_{\infty}\left(x_{3 p}\right), \operatorname{deg}_{\infty}\left(y_{3 p}\right)\right]$ |
| :---: | :---: | :---: | :---: | :---: |
| 5 | 0 | $[2,-2,2,-2]$ | $[4,2,4,-10]$ | $[2,5]$ |
| 7 | 1 | $[1,1,-1,-1]$ | $[0,2,6,-8]$ | $[2,5]$ |
| 11 | 3 | $[1,-1,1,-1]$ | $[-2,8,4,-10]$ | $[2,11]$ |
| 13 | 3 | $[-1,1,1,-1]$ | $[7,-1,5,-11]$ | $[2,15]$ |
| 17 | 5 | $[2,-2,2,-2]$ | $[-1,7,5,-11]$ | $[6,19]$ |
| 19 | 5 | $[1,1,-1,-1]$ | $[0,-2,6,-4]$ | $[6,11]$ |
| 23 | 7 | $[1,-1,1,-1]$ | $[6,6,6,-18]$ | $[4,45]$ |
| 29 | 9 | $[2,-2,2,-2]$ | $[4,2,4,-10]$ | $[10,31]$ |
| 31 | 9 | $[1,1,-1,-1]$ | $[0,2,6,-8]$ | $[10,23]$ |
| 37 | 11 | $[-1,1,1,-1]$ | $[7,-1,5,-11]$ | $[6,43]$ |
| 41 | 13 | $[2,-2,2,-2]$ | $[-1,7,5,-11]$ | $[14,47]$ |
| 43 | 13 | $[1,1,-1,-1]$ | $[0,-2,6,-4]$ | $[14,25]$ |
| 47 | 15 | $[1,-1,1,-1]$ | $[6,6,6,-18]$ | $[8,93]$ |
| 53 | 17 | $[2,-2,2,-2]$ | $[4,2,4,-10]$ | $[8,57]$ |
| 59 | 19 | $[1,-1,1,-1]$ | $[-2,8,4,-10]$ | $[10,63]$ |
| 61 | 19 | $[-1,1,1,-1]$ | $[7,-1,5,-11]$ | $[10,71]$ |
| 67 | 21 | $[1,1,-1,-1]$ | $[0,-2,6,-4]$ | $[22,39]$ |
| 71 | 23 | $[1,-1,1,-1]$ | $[-6,18,18,-30]$ | $[12,211]$ |
| 73 | 23 | $[-1,1,1,-1]$ | $[5,-1,7,-11]$ | $[12,79]$ |
| 79 | 25 | $[1,1,-1,-1]$ | $[0,2,6,-8]$ | $[26,59]$ |
| 83 | 27 | $[1,-1,1,-1]$ | $[-2,8,4,-10]$ | $[14,89]$ |
| 89 | 29 | $[2,-2,2,-2]$ | $[-1,7,5,-11]$ | $[30,103]$ |
| 97 | 31 | $[-1,1,1,-1]$ | $[5,-1,7,-11]$ | $[16,105]$ |
| 101 | 33 | $[2,-2,2,-2]$ | $[4,2,4,-10]$ | $[34,109]$ |

Table A. 3 - Eta quotients on $X_{0}(3 p)$

## $p \equiv 1 \bmod 12$

Lemma A.13. If $p=12 k+1 \equiv 1 \bmod 12$, the following are $\eta$-quotients for $\Gamma_{0}(3 p)$
$a=[-1,1,1,-1]$ with $\operatorname{deg}_{\infty}(a)=(p-1) / 6=2 k$.
$b=[7,-1,5,-11]$ with $\operatorname{deg}_{\infty}(b)=(7 p-1) / 6=14 k+1$.
$c=[5,-1,7,-11]$ with $\operatorname{deg}_{\infty}(c)=(13 p-1) / 12=13 k+1$.
Therefore, if $p \equiv 1 \bmod 12$, then a choice for parameters for $X_{0}(3 p)$ could be $(a, b)$ since their degrees $\mathrm{deg}_{\infty}$ are coprime.
In case $p \equiv 1 \bmod 24$ we can lower the degree of the second parameter by choosing $(a, c)$ instead. If $p \equiv 13 \bmod 24 \operatorname{deg}_{\infty}(a)$ and $\operatorname{deg}_{\infty}(c)$ are not coprime anymore as they are both even.

## $p \equiv 5 \bmod 12$

Lemma A.14. If $p=12 k+5 \equiv 5 \bmod 12$, the following are $\eta$-quotients for $\Gamma_{0}(3 p)$
$a=[2,-2,2,-2]$ with $\operatorname{deg}_{\infty}(a)=(p+1) / 3=4 k+2$.

```
\(b=[-1,7,5,-11]\) with \(\operatorname{deg}_{\infty}(b)=(7 p-5) / 6=14 k+5\).
\(c=[4,2,4,-10]\) with \(\operatorname{deg}_{\infty}(c)=(13 p-5) / 12=13 k+5\).
```

Therefore, if $p \equiv 5 \bmod 12$, a choice of parameters for $X_{0}(3 p)$ could be $(a, b)$ since their degrees deg ${ }_{\infty}$ are coprime.
In case $p \equiv 5 \bmod 24$ we can lower the degree of the second parameter by choosing $(a, c)$ instead. If $p \equiv 17 \bmod 24$, or $k$ is odd $\operatorname{deg}_{\infty}(a)$ and $\operatorname{deg}_{\infty}(c)$ are not coprime anymore as they are both even.

## $p \equiv 7 \bmod 12$

Lemma A.15. If $p=12 k+7 \equiv 7 \bmod 12$, the following are $\eta$-quotients for $\Gamma_{0}(3 p)$

$$
\begin{aligned}
& a=[1,1,-1,-1] \text { with } \operatorname{deg}_{\infty}(a)=(p-1) / 3=4 k+2 . \\
& b=[0,2,6,-8] \text { with } \operatorname{deg}_{\infty}(b)=(3 p-1) / 4=9 k+5 . \\
& c=[0,-2,6,-4] \text { with } \operatorname{deg}_{\infty}(c)=(13 p-5) / 12=7 k+4 .
\end{aligned}
$$

Therefore, if $p \equiv 7 \bmod 24$, a choice of parameters for $X_{0}(3 p)$ would be $(a, b)$ since their degrees deg $_{\infty}$ are coprime.
Instead, if $p \equiv 19 \bmod 24$, a choice of parameters for $X_{0}(3 p)$ would be $(a, c)$.

## $\boldsymbol{p} \equiv 11 \bmod 12$

Lemma A.16. If $p=12 k+11 \equiv 11 \bmod 12$, the following are $\eta$-quotients for $\Gamma_{0}(3 p)$

$$
\begin{aligned}
& a=[1,-1,1,-1] \text { with } \operatorname{deg}_{\infty}(a)=(p+1) / 6=2 k+2 . \\
& b=[6,6,6,-18] \text { with } \operatorname{deg}_{\infty}(b)=2 p-1=24 k+21 \\
& c=[-2,8,4,-10] \text { with } \operatorname{deg}_{\infty}(c)=(13 p-11) / 12=13 k+11 .
\end{aligned}
$$

If $p \equiv 11,23 \bmod 36$ a choice of parameters for $X_{0}(3 p)$ could be $(a, b)$ since their degrees deg $\infty_{\infty}$ are coprime.
In case $p \equiv 11 \bmod 24$ we can lower the degree of the second parameter by choosing $(a, c)$ instead.

## B Isogeny graphs

We present here some pictures of supersingular isogeny graphs.

## Supersingular isogeny graphs

The following figures represent the 2 and 3 supersingular isogeny graphs over $\overline{\mathbb{F}}_{p}$ for $p$ up to 71 .

2 and 3 supersingular isogeny graphs over $\overline{\mathbb{F}}_{23}$


## 2 and 3 supersingular isogeny graphs over $\overline{\mathbb{F}}_{29}$



2 and 3 supersingular isogeny graphs over $\overline{\mathbb{F}}_{31}$


2 and 3 supersingular isogeny graphs over $\overline{\mathbb{F}}_{37}$


2 and 3 supersingular isogeny graphs over $\overline{\mathbb{F}}_{41}$


2 and 3 supersingular isogeny graphs over $\overline{\mathbb{F}}_{43}$


2 and 3 supersingular isogeny graphs over $\overline{\mathbb{F}}_{47}$


2 and 3 supersingular isogeny graphs over $\overline{\mathbb{F}}_{53}$


2 and 3 supersingular isogeny graphs over $\overline{\mathbb{F}}_{59}$


2 and 3 supersingular isogeny graphs over $\overline{\mathbb{F}}_{61}$


2 and 3 supersingular isogeny graphs over $\overline{\mathbb{F}}_{67}$


2 and 3 supersingular isogeny graphs over $\overline{\mathbb{F}}_{71}$


## Supersingular isogeny graphs with level structure

## 2-isogeny graphs over $\overline{\mathbb{F}}_{41}$ with $\Gamma_{0}(3)$ and $\Gamma(3)$ structure

In the picture below we present the cover $G_{2}(41, \Gamma(3)) \rightarrow G_{2}\left(41, \Gamma_{0}(3)\right) \rightarrow G_{2}(41, \Gamma(1))$. The colors represent the images of the map $X(3) \rightarrow X_{0}$ (3).


## 2-isogeny graphs over $\overline{\mathbb{F}}_{41}$ with $\Gamma_{n s}^{+}(3)$ and $\Gamma(3)$ structure

We picture now the cover $G_{2}(41, \Gamma(3)) \rightarrow G_{2}\left(41, \Gamma_{n s}^{+}(3)\right) \rightarrow G_{2}(41, \Gamma(1))$. Once again, the colors represent the images of the map $X(3) \rightarrow X_{n s}^{+}(3)$.


## 2-isogeny graphs over $\overline{\mathbb{F}}_{7}$ with $\Gamma_{0}(2) \cap \Gamma(3)$ structure

Following Figure 3.6, we draw below the corresponding covering graphs over $\overline{\mathbb{F}}_{7}$.


## Oriented supersingular isogeny graphs

Orienting the supersingular isogeny graph over $\overline{\mathbb{F}}_{67}$ by $\mathbb{Q}(\sqrt{-1})$
The unoriented supersingular 2-isogeny graph over $\overline{\mathbb{F}}_{67}$; we note $\mathbb{F}_{67^{2}}=\mathbb{F}_{67}[\omega]$ where $\omega^{2}+1=0$.


We endow the above graph with the orientation by $\mathcal{O}_{K}$ where $K=\mathbb{Q}(\sqrt{-1})$ and we get the following infinite volcano.


## Orienting the supersingular isogeny graph over $\overline{\mathbb{F}}_{109}$ by $\mathbb{Q}(\sqrt{-2})$

The unoriented supersingular 2-isogeny graph over $\overline{\mathbb{F}}_{109}$; we note $\mathbb{F}_{109^{2}}=\mathbb{F}_{109}[\omega]$ where $\omega^{2}+2=0$.


We orient the above graph by $\mathcal{O}_{K}$ where $K=\mathbb{Q}(\sqrt{-2})$ and we get the following infinite volcano.


## Orienting the supersingular isogeny graph over $\overline{\mathbb{F}}_{113}$ by $\mathbb{Q}(\sqrt{-3})$

The unoriented supersingular 2-isogeny graph over $\overline{\mathbb{F}}_{113}$; we note $\mathbb{F}_{113^{2}}=\mathbb{F}_{113}[\omega]$ where $\omega^{2}+3=0$.


The orientation of the above graph by $\mathcal{O}_{K}$ (where $K=\mathbb{Q}(\sqrt{-3})$ ) results in the following infinite volcano.


## Orienting the supersingular isogeny graph over $\overline{\mathbb{F}}_{73}$ by $\mathbb{Q}(\sqrt{-7})$

The unoriented supersingular 2-isogeny graph over $\overline{\mathbb{F}}_{73}$; we note $\mathbb{F}_{73^{2}}=\mathbb{F}_{73}[\omega]$ where $\omega^{2}+5=0$.


We endow the above graph with the orientation by $\mathcal{O}_{K}$ where $K=\mathbb{Q}(\sqrt{-7})$ and we get the following infinite volcano.


## Orienting the supersingular isogeny graph over $\overline{\mathbb{F}}_{149}$ by $\mathbb{Q}(\sqrt{-15})$

The unoriented supersingular 2-isogeny graph over $\overline{\mathbb{F}}_{149}$; we note $\mathbb{F}_{149^{2}}=\mathbb{F}_{149}[\omega]$ where $\omega^{2}+2=0$.


The orientation of the above graph by $\mathcal{O}_{K}($ where $K=\mathbb{Q}(\sqrt{-15}))$ produces the following infinite volcano.



[^0]:    ${ }^{1}$ With respect to our original article [CK1] there is a change of notation from $\mathrm{SS}_{\mathcal{O}}(p)$ to $\mathrm{SS}_{\mathcal{O}}(\rho)$. This is due to an omission in our original work where we implicitly assumed that $\mathrm{SS}_{\mathcal{O}}(p)$ respected the $p$-orientation, but failed to state this in our definition. Since there are now multiple citations of our work, rather than change the definition, we introduce a new notation $S S_{\mathcal{O}}(\rho)$ for oriented curves respecting the $p$-orientation (referred to as a normalized orientation in Belding's thesis [Bel].

