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To the one who stole my proof of the Riemann hypothesis1

1Give it back to me!



Arithmetic is being able to count up to twenty without taking off your shoes.

Mickey Mouse
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Conventions

We use the standard notations N, Z, Zp, Q, Qp, R, C for the non-negative integers, the rational
and p-adic integers, and the rational, p-adic, real and complex numbers respectively. Similarly,
Fq is a finite field of cardinality q. If k is a field, then k̄ is an algebraic closure of k.

By global field, we mean either a number field or a global function field, and by non-
archimedean (respectively archimedean) local field, we mean the completion of a global field at
a non-archimedean (respectively archimedean) place.

If F is a number field, we denote its ring of integers by ZF . For a prime p of F , the
completion (respectively localization) of ZF at p will be denoted by ZF,p (respectively ZF,(p)),
with local uniformizer πp, and Fp = ZF /p = ZF,p/(πp) will be the residue field at p, of
cardinality N(p). For any ZF -module M , the completion of M at p, which is isomorphic to
M ⊗ZF

ZF,p, will be denoted Mp. For instance, Fp is the completion of F at p.
For a global function field, we use the notation K, and let Pl(K) be the set of places of K

and UK be the group of units in K. In this case, P stands for a place, KP for the completion of
K at P , and FP for the residue field of K at P , of cardinality N(P ). We also use these notations
for arbitrary global fields. The ring of adeles of K is denoted by

AK =
∏

P∈Pl(K)
K×
P .

Unless otherwise specified, a ring A is always associative and unitary with no zero divisors,
and we letA× be the multiplicative group of invertible elements ofA. For instance, the group of
invertible elements of AK is the idele groupJK = A×

K . Concerning matrix groups, M2(A) is the
ring of 2× 2 matrices with coefficients in A, SL2(A) is the group of matrices with determinant
1 and GL2(A) is the group of invertible matrices, with quotient PGL2(A) = GL2(A)/A×.
We denote by GL+

2 (R) the group of real matrices with positive determinant, and PGL+
2 (R)

its image in PGL2(R). If A is commutative, we let A[(Xi)i∈I ] be the polynomial ring in the
indeterminates Xi with coefficients in A.

Let Ẑ =
∏
p Zp be the completion of Z. If G is an abelian group, Ĝ will denote the tensor

product G⊗Z Ẑ of Z-modules.
We denote by

H = {z ∈ C : ℑ(z) > 0}
the Poincaré upper half-plane. If Γ is a subgroup of GL+

2 (R) or PGL+
2 (R), then Γ acts by

fractional linear transformations onH, and we let Y (Γ) = Γ\H.

Unless explicitly specified, a curve C over a field k is a geometrically irreducible non-
singular projective curve defined over k. We let g(C) be its genus, and for every field extension
k′/k, we set Ck′ = C ×k k′. The homology and cohomology groups of C with respect to a
sheaf F are denoted Hi(C,F ) and H i(C,F ) respectively, and if D is a divisor, the space of
functions whose poles are bounded by D is the Riemann-Roch space of D, which we denote by
L(D). The Jacobian of C will be denoted by Jac(C). If k is a number field F , we say that C
has good reduction at a prime p of ZF if C admits a model over ZF,(p) whose reduction modulo
p is a non-singular projective curve C over Fp.
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INTRODUCTION

The study of polynomial equations over finite fields can be traced back to the eighteenth century,
when Gauss attempted to count the number Mp of projective solutions of the equation

x3 + y3 + z3 = 0 (1)

over a finite field Fp. His result that

Mp = p+ 1 +A,

for some integer A satisfying |A| < 2√p, was the first example of a more general result discov-
ered by Hasse in 1933, namely that the number of rational points on an elliptic curve E defined
over a finite field Fq is given by

#E(Fq) = q + 1− t,

where t is an integer such that |t| 6 2√q (see, for example, Silverman and Tate [ST92, Chap. IV]
for a discussion of these questions). Indeed, (1) is the equation of the Fermat curve of degree
3, which has genus 1. In 1948, Weil proved a more general result, known as the Riemann
hypothesis for curves by analogy with the Riemann zeta function, that every curve defined over
Fq satisfies

#C(Fq) = q + 1− t

for an integer t satisfying |t| 6 2g√q. This led Weil to formulate a series of conjectures,
known as the Weil conjectures, which describe the behavior of the number of rational points
of a (geometrically irreducible, non-singular, projective) variety V/Fq of any dimension over
constant field extensions of Fq (see Theorem I.1.1 for precise statements). These conjectures
played a great role in the development of algebraic geometry, until the proof by Deligne in 1974
of the higher dimensional analogue of the Riemann hypothesis using ℓ-adic cohomology.

The introduction by Goppa [Gop77] of a geometric class of error-correcting codes became
a motivation for a deeper study of the number of rational points of varieties over finite fields,
especially curves. Indeed these codes, now known as Goppa codes, rely essentially on the
structure of curves over finite fields as follows. Let C be a curve defined over Fq. Let D1 =
P1 + · · · + Pn and D2 be two divisors over C with disjoint support such that the points Pi are
rational and 2g(C) − 2 < deg(D2) < n. Let ΩC(D1 −D2) be the space of differentials ω on
C such that div(ω) ≥ D2 − D1 and let resPi(ω) be the residue of ω at Pi. The Goppa code
associated to this data is the image of the Fq-linear map ΩC(D1 −D2)→ Fnq defined by

ω 7→ (resP1(ω), . . . , resPn(ω)).

1



2 INTRODUCTION

For these codes, the Riemann-Roch theorem shows that the dimension k of the code satisfies the
relation

k = g − 1 + n− deg(D2),

and if d is the minimal distance of the code we have the inequality

k

n
+ d

n
≥ 1 + 1

n
− g

n
. (2)

By construction, n is bounded by the number of rational points N(C) of C, and from (2), for
given n and k, the smaller the genus, the more efficient the code. So one would like to find, for
every n, the smallest genus g such that there exists a curve C/Fq with at least n rational points.

This problem served as a motivation for Serre in the beginning of the 1980s to look for a
more precise estimate of the possible values of N(C), in particular of the maximum number of
rational points Nq(g) among curves of genus g defined over Fq (see Serre [Ser83b], [Ser83a] or
[Ser85]). Serre looked at this question for fixed genus as well as when the genus of the curve
increases to infinity. In the latter context the natural object to study is the Ihara constant

A(q) = lim sup
g→∞

Nq(g)
g

.

In Chapter I we present some of the techniques which lead to better upper bounds on Nq(g)
and A(q) than Weil’s result. The results we present are standard, but recent works of Howe and
Lauter ([HL03] and [HL12]) give refinements of the bounds in particular cases.

To have an estimate of the sharpness of the upper bounds, one needs curves with the maximal
possible number of rational points, in order to have a lower bound on Nq(g). And for concrete
applications, for instance to coding theory, one needs the equations of these curves. The purpose
of this thesis is to carry out these two projects in some cases. For curves of small genus, the most
efficient techniques to produce curves with many rational points come from class field theory (in
addition to the above references, see for instance Auer [Aue99], Lauter [Lau99a] or Niederreiter
and Xing [NX01]). We continue in this direction in Chapter II, and the results presented there
represent joint work with Claus Fieker [DF13]. First we explain how to compute the abelian
coverings of any curve defined over a finite field, by using explicit Kummer and Artin-Schreier-
Witt theories. Subsequently we describe an algorithm to look for good curves and compute their
equations. The implementation of this algorithm in Magma [BCP97] allowed us to discover
new curves whose number of rational points improved the preceding lower bounds on Nq(g) for
q = 2 and q = 3, which are the most studied cases (see [HLRVdG] for the currently best known
results). An important aspect of this approach is that we are able to exhibit equations for the
curves.

When the genus grows asymptotically, techniques from class field theory still prove to be
efficient, but in many cases one can obtain an exact estimation of the Ihara constant by geo-
metric methods. Indeed, when the order of the finite field is a square, Ihara in the general case
[Iha81], and Tsfasman, Vlăduţ and Zink in the cases q = p2 or q = p4 for a prime p [TVZ82],
independently constructed sequences of elliptic modular curves and Shimura curves which are
asymptotically optimal, that is, which reach A(q) = √q − 1. Furthermore, asymptotically and
relative to their genus, all rational points are supersingular points. In Chapter III we introduce all
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the necessary background on quaternion algebras in order to study, in Chapter IV, the asymptotic
behavior of a particular class of Shimura curves, denoted X+

0 (N), which arise in the context of
Shimura varieties as formulated by Deligne [Del71]. Using totally different methods than the
works quoted above, we study a trace formula for the action of Hecke operators on spaces of
quaternionic modular forms. Together with an explicit formula for the genus, we are able to
prove the optimality of the X+

0 (N) in some cases. Moreover, we study separately their super-
singular points using results of Carayol [Car86], and show that relative to the genus of the curve,
these points provide asymptotically all the rational points. We conclude our study by showing,
after Elkies [Elk98a], that the curves X+

0 (N) naturally form (asymptotically optimal) recur-
sive towers. The potential effectiveness of this approach is confirmed by an explicit equation
determined by John Voight.



I

UPPER BOUNDS

Let C be a curve defined over a finite field Fq. The number of points of C over any finite field
extension of Fq is described by the zeta function of the curve, whose behavior is predicted by
the Weil conjectures. Weil was able to prove his conjectures for curves, and he derived the first
general upper bound on the number of rational points C may have. Several improvements have
been obtained since, the most notable one obtained by Serre, Ihara and Oesterlé in the beginning
of the 1980s. Shortly after, Drinfel’d and Vlăduţ established a sharp upper bound for curves
whose genus is asymptotically large. The aim of this chapter is to explain these results. Useful
references are Serre [Ser85], Stichtenoth [Sti09] and Voight [Voi05].

1 Weil conjectures

Let V be a non-singular, geometrically irreducible, projective variety over a finite field Fq. For
every integer n > 1, let

Nn = Nn(V ) = #V (Fqn).

Following Weil, one encodes the numbers Nn in the zeta function of V :

Z(V ;T ) = exp
( ∞∑
n=1

Nn
Tn

n

)
.

In 1949, Weil proposed a series of deep conjectures on the behaviour of Z(V ;T ), still called
the Weil conjectures even though they are now theorems.

Theorem 1.1 (Weil Conjectures). Let V be a non-singular and geometrically irreducible pro-
jective variety of dimension d defined over Fq.

i) RATIONALITY

Z(V ;T ) is a rational function:
Z(V ;T ) ∈ Q(T ).

ii) FUNCTIONAL EQUATION

There exists an integer χ such that

Z

(
V ; 1

qdT

)
= ±qdχ/2TχZ(V ;T ).

4
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iii) RIEMANN HYPOTHESIS

The zeta function factors as

Z(V ;T ) = P1(T ) . . . P2d−1(T )
P0(T ) . . . P2d(T )

,

with each Pi(T ) ∈ Z[T ], P0(T ) = 1− T , P2d(T ) = 1− qdT , and for every 1 6 i 6 2d− 1 the
polynomial Pi(T ) factors over Q as

Pi(T ) =
bi∏
j=1

(1− ωi,jT ), where |ωi,j | = qi/2.

Furthermore, χ =
∑2d
i (−1)ibi.

iv) BETTI NUMBERS

If V is the reduction of a varietyW defined over a number field F , then bi is the ith Betti number
of the variety WC and χ is the Euler-Poincaré characteristic of WC.

In this thesis, we are interested only in the case of curves. Hence with our conventions, if C
is a curve of genus g we see that there exists a polynomial P (T ) such that the zeta function of
C is a rational function of the form

Z(C;T ) = P (T )
(1− T )(1− qT )

.

The polynomial P (T ) is of degree 2g because every complex algebraic curve of genus g, hence
any lift of C to a non-singular curve over C, has Betti number b1 = 2g. Moreover there exist
algebraic integers ωi, for i = 1, ..., 2g, such that |ωi| = q1/2 and

P (T ) =
2g∏
i=1

(1− ωiT ).

Example 1.2. Let C = P1(Fq) be the projective line over Fq. For every n > 1 we have
Nn = qn + 1, so in this case the zeta function is easily computable:

Z(P1(Fq), T ) = exp
( ∞∑
n=1

(qn + 1)T
n

n

)
= 1

(1− T )(1− qT )
.

Note that

Z

(
P1(Fq);

1
qT

)
= 1

(1− 1
qT )(1− 1

T )
= qT 2Z(P1(Fq);T ),

as predicted with χ = 2. The Betti numbers dimQH
i(P1(C),Z) for i = 0, 1 and 2 are respec-

tively equal to 1, 0 and 1, so for C = P1(Fq) the Weil conjectures are easily verified.



6 I UPPER BOUNDS

Corollary 1.3. We have the formula:

N1 = q + 1−
2g∑
i=1

ωi.

PROOF. From the definition of the zeta function, it is clear that

N1 = d(log(Z(C;T )))
dT

∣∣∣∣
T=0

.

On the other hand, the Riemann hypothesis implies that

d(log(Z(C;T )))
dT

∣∣∣∣
T=0

= q + 1 + P ′(0)

= q + 1−
∑2g
i=1 ωi,

which gives the result. �

Let ωi be a root of P (T ), and choose an embedding Q ↩→ C. Since the polynomial P (T )
has integer coefficients, it is invariant under complex conjugation, hence we see that ωi is also a
root of P (T ) = 0. From now on we assume that the ωi are ordered in such a way that ωi+g = ωi
for all i = 1, . . . , g. We set αi = ωi + ω̄i, so

N1 = q + 1−
g∑
i=1

αi.

Remark 1.4. The formula in Corollary I.1.3 can be generalized to any integer n > 1 as follows:

Nn = qn + 1−
2g∑
i=1

ωni . (I.1)

This can be proved in a similar manner, but the computations are more complicated. Instead,
one deduces the result from the cohomological interpretation of the Weil conjectures, for which
the ωi are the eigenvalues of the ℓ-adic representation of the Frobenius endomorphism Frob on
H1(C,Qℓ), for any prime ℓ ̸= char(Fq). The result follows after noting that the ωni are the
eigenvalues of the Frobenius endomorphism Frobn of the curve CFqn .

2 The Hasse-Weil-Serre bound

Let N = N1 be the number of Fq-rational points of C. The following result, which gave
the first bound on N , is an immediate consequence of the Riemann hypothesis for curves and
Corollary I.1.3. It was first proved by Hasse for elliptic curves, and extended to all genera by
Weil.

Theorem 2.1 (Hasse-Weil bound). We have

|N − (q + 1)| 6 ⌊2g√q⌋.
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Serre improved this result to produce a bound which is much sharper when the genus is
sufficiently big compared to the size q of the finite field, when q is not a square.

Theorem 2.2 (Serre). We have

|N − (q + 1)| 6 g⌊2√q⌋,

with equality if and only if the αi, for i = 1, ..., g, are all equal.

This upper bound is called the Hasse-Weil-Serre bound.

PROOF. We have to prove that ∣∣∣∣∣
g∑
i=1

αi

∣∣∣∣∣ 6 g⌊2√q⌋.

For i = 1, ..., g, define γi by
γi = αi + ⌊2√q⌋+ 1.

Then γi is a strictly positive (real) algebraic integer. Therefore
∏
i γi is a strictly positive alge-

braic integer which is stable under the action of Gal(Q/Q), hence it is an integer greater than or
equal to 1. By the arithmetic-geometric inequality, we have

1 6
g∏
i=1

(γ1/g
i ) 6 1

g

g∑
i=1

γi,

with equality between the second and third expressions if and only if the γi are all equal. This
gives

g 6
( g∑
i=1

αi

)
+ g⌊2√q⌋+ g,

and thus

−
g∑
i=1

αi 6 g⌊2√q⌋.

The other inequality follows by replacing αi with −αi in the definition of γi. �

Definition. A curve C/Fq of genus g is called optimal if N(C) reaches the Hasse-Weil-Serre
bound and maximal1 if N(C) equals the maximum number of rational points Nq(g) among all
genus g curves over Fq.

3 The Ihara bound

By comparing the number of Fq and Fq2-rational points, Ihara proved the following result.

1In many references, the two terminologies are inverted. We prefer this one because it seems more suitable.
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Theorem 3.1 (Ihara). We have

Nq(g) 6
1
2

(√
(8q + 1)g2 + 4qg(q − 1)− (g − 2(q + 1))

)
,

with equality if and only if the αi, for i = 1, . . . , g, are all equal.

The bound in the theorem is called the Ihara bound.

PROOF. By (I.1), we have that

q + 1−
2g∑
i=1

ωi = N 6 N2 = q2 + 1−
2g∑
i=1

ω2
i .

By the Riemann hypothesis we obtain

−
2g∑
i=1

ω2
i = −

g∑
i=1

(ω2
i + ω2

i ) = −
g∑
i=1

(α2
i − 2q) = 2qg −

g∑
i=1

α2
i .

The Cauchy-Schwarz inequality applied to the real g-vectors (αi)i and (1, . . . , 1) gives( g∑
i=1

αi

)2

6 g
g∑
i=1

α2
i ,

and thus
N 6 q2 + 1 + 2qg − (N − q − 1)2/g,

with equality if and only if the αi, for i = 1, . . . , g, are all equal. Writing this inequality in terms
of N , we obtain

N2 +N(g − 2(q + 1)) + (q + 1)2 − g(q2 + 2qg + 1) 6 0.

The result is obtained by solving this inequality. �
The Ihara bound is better than the Hasse-Weil-Serre bound when

2(q + 1 + g⌊2√q⌋) >
√

(8q + 1)g2 + 4qg(q − 1)− (g − 2(q + 1)),

that is when
g2(1 + 2⌊2√q⌋)2 > (8q + 1)g2 + 4qg(q − 1),

which gives, by assuming that g is non-zero,

g >
4q(q − 1)

(1 + 2⌊2√q⌋)2 − 8q − 1
= q(q − 1)
⌊2√q⌋+ ⌊2√q⌋2 − 2q

.

The same computation with 2√q in place of ⌊2√q⌋ shows that the Ihara bound is better than the
Hasse-Weil bound as soon as

g >

√
q(√q − 1)

2
.

Example 3.2. Take q = 19. The Ihara bound is sharper than the Hasse-Weil bound when

g > ⌈10.05⌉ = 11.

It is better than the Hasse-Weil-Serre bound when

g > ⌈7.321⌉ = 8.
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4 The Oesterlé bound

When g is sufficiently large, there exist better bounds than the Hasse-Weil-Serre and Ihara
bounds, called the Oesterlé bounds. A detailed exposition can be found in Serre [Ser85] (see also
Voight [Voi05]). The method seems to come from Serre, and to have been optimized by Oesterlé,
though it was never published. Let C/Fq be a curve and, for every d > 1, let ad = ad(C) be the
number of points ofCFq

whose field of definition is Fqd . For every i = 1, . . . , 2g, let θi ∈ [0, 2π]
be such that

ωi = √qeθi .

Hence for every integer n > 1 we have the formula

Nn = qn + 1− 2qn/2
g∑
i=1

cos(nθi). (I.2)

We introduce the functions f, ψ : R→ R defined by

f(θ) = 1 + 2
∞∑
n=1

cn cos(nθ),

and

ψd(t) =
∞∑
n=1

cndt
nd,

for a fixed sequence (cn)n>1 of real numbers such that the above series converge for every θ
and t.

Note that by taking θ = θi, cn = qn/2 and cm = 0 for any integer m ̸= n, we find

Nn = qn + 1 + g −
g∑
i=1

f(θi).

Also, taking cnd = Nnd/nd, we obtain ψd(t) = Z(CF
qd

; td). We can therefore expect a relation
between the functions f and ψd, and, indeed, Weil proved the following equality.

Proposition 4.1 (Weil’s explicit formula). We have

∞∑
d=1

dadψd(q−1/2) = ψ1(q1/2) + ψ1(q−1/2) + g −
g∑
i=1

f(θi).

PROOF. First multiply (I.2) by cn/q−n/2 and sum over n > 1. We obtain

∞∑
n=1

Nncnq
−n/2 =

∞∑
n=1

cnq
n/2 +

∞∑
n=1

cnq
−n/2 − 2

∞∑
n=1

cn

g∑
i=1

cos(nθi). (I.3)

From the relation Nn =
∑
d|n dad, we see that the left hand side is of the form

∞∑
n=1

∑
d|n

dad

 cnq−n/2 =
∞∑
d=1

dad

∞∑
n=1

cndq
−nd/2 =

∞∑
d=1

dadψd(q−1/2).
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Now the right hand side of (I.3) is equal to

ψ1(q1/2) + ψ1(q−1/2) + g −
g∑
i=1

f(θi),

and we obtain the result. �

Corollary 4.2. Assume that the cn > 0 are such that f(θ) > 0 for all θ ∈ [−π, π] and cn = 0
for all but finitely many values of n. Then for any curve C of genus g over Fq we have

N 6 1 +
ψ1(√q) + g

ψ1(1/√q)
.

PROOF. By Proposition I.4.1, we have

Nψ1(q−1/2) = ψ1(q1/2) + ψ1(q−1/2) + g −
( g∑
i=1

f(θi) +
∞∑
d=2

dadψd(q−1/2)
)
,

hence the result, since by assumption f(θi) and ψd(q−1/2) are positive for every i and d. �

Example 4.3. Take c1 = 1/2 and cn = 0 for n > 1. Then ψ1(t) = t/2 and f(θ) = 1 + cos(θ),
and thus we obtain

N 6
√
q + 2g
1/√q

+ 1 = q + 1 + 2g√q,

which is the Hasse-Weil bound.

Now the problem is to compute values of the cn providing the best upper bound on N , that
is to minimize

1 +
ψ1(√q) + g

ψ1(1/√q)
.

But if we fix the numberN of points a curve can have, this is equivalent to maximizing the lower
bound (N − 1)ψ1(1/√q)− ψ1(√q) on the genus g of the curve. Oesterlé solved this problem,
although the first publication of his results is in Serre’s Harvard course notes from 1985 (see
Serre [Ser85], or Voight [Voi05] for a summary of the ideas occurring in the proof).

Before stating his result, we fix some notation. Let λ = N − 1, and let m be the unique
integer such that qm/2 < λ 6 q(m+1)/2. Set

u = q(m+1)/2 − λ
λ
√
q − qm/2 .

Theorem 4.4 (Oesterlé). There exists a unique solution τ ∈ [π/(m+ 1), π/m] to the equation

cos(τ(m+ 1)) + u cos(τ(m− 1)/2) = 0.

For 1 6 n 6 m− 1 let

cn = (m− n) cos(nτ) sin(τ) + sin((m− n)τ)
m sin(θ) + sin(mτ)

.
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The cn are optimal for the choice of N = N(C), therefore we have the following lower bound
on g:

g >
m−1∑
n=1

cn(λq−n/2 − qn/2) =
(λ− 1)√q cos(τ) + q − λ

q − 2√qτ − 1
.

Example 4.5. Kenneth Shum implemented a function in MATLAB [MAT10] which computes
the Oesterlé bound for any values of q and g. Let q = 2.

a) For g = 3, we find that N2(3) 6 7, and this bound is sharp because the curve

x3y + x2y2 + xz3 + x2z2 + y3z + yz3

possesses 7 rational points. Note that the Ihara bound in this case is 8.

b) For g = 12, we find that N2(12) 6 15, but we do not know if this bound is sharp because
until now only curves with 14 rational points have been constructed.

c) For g = 14, the Oesterlé bound is 16, and this bound is sharp because we will construct in the
next chapter an abelian covering of degree 2 of a genus 4 curve, with genus 14 and 16 rational
points.

5 The Drinfel’d-Vlăduţ bound

Until now we have explored the case where the genus of the curve is fixed, but what happens
when the genus tends to infinity? In this case, as we will see, little is known and many important
questions remain open. The natural extension of what has been undertaken above is to ask about
the value of the Ihara constant

A(q) = lim sup
g→∞

Nq(g)
g

.

The Hasse-Weil-Serre bound (Theorem I.2.2) immediately provides that

A(q) 6 ⌊2√q⌋,

so A(q) is finite, and the Ihara bound improves this result to

A(q) 6
√

8q + 1− 1
2

.

Drinfeld and Vlăduţ [VD83] exhibited a much sharper bound using Weil’s explicit formula
(Proposition I.4.1).

Lemma 5.1. If f(θ) > 0 for every θ ∈ [0, 2π], then cn 6 1 for every n > 1.
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PROOF. By standard Fourier analysis (see for instance Rudin [Rud87, §9.4]),

cn = 1
2π

∫ 2π

0
f(θ) cos(nθ)dθ,

and
1

2π

∫ 2π

0
f(θ)dθ = 1.

Because | cos(nθ)| 6 1, we obtain

cn 6 |cn| =
∣∣∣∣ 1
2π

∫ 2π

0
f(θ) cos(nθ)dθ

∣∣∣∣ 6 1
2π

∫ 2π

0
f(θ) | dθ |cos(nθ)| 6 1,

hence the result. �

From the lemma, we cannot expect to find a function f which is positive on the angles [0, 2π]
from a sequence (cn)n>1 if any cn is greater than 1. Instead we look at the limiting case and
construct a sequence of positive functions (fk)k>1 such that limk→∞ cn(fk) = 1 for every n.

Set t = eiθ, and for k > 1 consider the sum

fk(θ) = 1
2k + 1

(t−k + t−k+1 + · · ·+ 1 + · · ·+ tk)2.

Note that fk is positive. Now we have

fk(θ) = 1
2k + 1

(t−2k + 2t−2k+1 + · · ·+ (2k + 1) + 2kt+ · · ·+ t2k)

= 1 + 2
2k∑
n=1

2k − n+ 1
2k + 1

cos(nθ),

therefore cn(fk) = 2k−n+1
2k+1 , which tends to 1− as k tends to infinity.

Since we are interested in the asymptotic number of points, we consider a sequence (Ci)i>1
of curves defined over Fq such that limi→∞ g(Ci) =∞.

Theorem 5.2. Fix an integer j > 1. For every i, let a(i)
d = ad(Ci). We have:

lim sup
i→∞

1
g(Ci)

j∑
d=1

da
(i)
d

qd/2 − 1
6 1.

PROOF. From Proposition I.4.1, for every sequence of positive real numbers (cn)n>1 such that
f is a positive function, we know that

j∑
d=1

da
(i)
d ψd(1/

√
q) 6 g(Ci) + ψ1(√q) + ψ1(1/√q).
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Dividing by g(Ci) and taking the limit, we thus get:

lim sup
i→∞

1
g(Ci)

j∑
d=1

da
(i)
d ψd(1/

√
q) 6 1. (I.4)

Now take f = fk. In this case

ψ
(k)
d (t) =

2k∑
n=1

2k − nd+ 1
2k + 1

tnd,

so

lim
k→∞

ψ
(k)
d (1/√q) =

∞∑
n=1

(q−d/2)n = 1
qd/2 − 1

.

We obtain the result by substituting this expression in (I.4) and letting k tend to∞. �

By taking j = 1 in the previous theorem, we obtain the following corollary.

Corollary 5.3 (Drinfel’d-Vlăduţ bound). Let q be a power of a prime number. Then

A(q) 6 √q − 1.

This shows in particular that the Oesterlé bound is much sharper than the Hasse-Weil-Serre
and Ihara bounds when g is large compared to q.

This bound is sharp in general because Ihara [Iha81] used sequences of modular and Shimura
curves to prove that if q is a square, then

A(q) > √q − 1,

so in this case
A(q) = √q − 1.

The following year, and independantly of Ihara, the same result was obtained by Tsfasman,
Vlăduţ and Zink for finite fields of the form Fp2 and Fp4 , where p is a prime [TVZ82]. They also
used sequences of modular and Shimura curves respectively. We will recover these results with
different techniques in chapter IV, where we study the natural analogues X+

0 (N) of the modular
curves X0(N).

Note that finite fields Fq with q a square are the only cases where we know the Ihara constant
exactly. For nonsquare q, one has to construct curves or function fields of arbitrary large genus
such that the asymptotic ratio

number of rational points
genus

is the greatest possible. This way one will obtain lower bounds on A(q). The best results over
prime finite fields are obtained by recursively constructing sequences of abelian coverings. In
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this case, the key tool to control the infiniteness of the tower is the Golod-Šafarevič theorem.
For instance, Duursma and Mak [DM12] proved that

A(2) > 0.316999 and A(3) > 0.492876,

but the Drinfel’d-Vlăduţ bound (if attainable!) is still out of reach.
For nonprime finite fields, the best lower bounds are obtained by using recursive towers

[BBGS12]. A very interesting feature of these towers is that most of them have been proved to
be modular (see for instance Elkies [Elk98a] or [Elk01]), which means that every curve in the
tower is a modular curve. Here by modular, we include elliptic and Drinfel’d modular curves,
as well as Shimura curves and modular curves of D-elliptic sheaves. We will see in chapter IV
that the Shimura curves of the form X+

0 (N) naturally form (optimal) recursive towers.



II

EXPLICIT ABELIAN COVERINGS

In the previous chapter, we have surveyed the most important upper bounds on Nq(g), so the
next step is to find lower bounds. The natural way to proceed is to find curves with as many
rational points as possible. In this chapter we give an algorithm based on class field theory to
compute curves with a large number of rational points. We also explain how the equations of
the curves found can be computed using Kummer and Artin-Schreier-Witt theories. The results
of this chapter represent joint work with Claus Fieker [DF13].

1 Class field theory

In this section we summarize without proofs the main theorems of class field theory that we will
need later, first in the classical formulation, then using the more modern idelic language.

CLASSICAL THEORY IN TERMS OF IDEALS

The main results of class field theory in terms of ray class groups were conjectured by Weber and
Hilbert, and proved in 1920 by Takagi. Artin extended Takagi’s results in 1927 by describing the
isomorphism between the Galois group of the abelian extension and the corresponding quotient
of the ray class group. We refer to Janusz [Jan96], Childress [Chi09], or Milne [Mil11b] for
more details and proofs.

Let K be a global field. Let L/K be a Galois extension of K and set G = Gal(L/K). Let
P be a non-archimedean place of K and let Q be a place of L above P . The decomposition
group GQ(L/K) of Q surjects onto Gal(FQ/FP ) with kernel the inertia group at P . Hence if
P is unramified there is a unique automorphism (Q,L/K) in GQ(L/K), called the Frobenius
automorphism at Q, such that for every x ∈ L, we have

(Q,L/K)(x) ≡ xN(P ) mod Q.

The Galois group G acts on the set of places of L above K as follows: if | · |Q is the norm
associated to Q and if σ belongs to G, then σ ·Q is the place such that

|x|σ·Q = |σ−1(x)|Q

15
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for every x ∈ L. This action is transitive, so every other place of L above P is of the form σ ·Q
for some σ ∈ Gal(L/K). In this case, it is easy to see that

(σ ·Q,L/K) = σ(Q,L/K)σ−1.

In particular, if L/K is abelian, as we will assume from now on, the Frobenius automorphism
depends only on P , so we will henceforth refer to it as the Frobenius automorphism at P and
denote it by (P,L/K).

If K is a number field, we say that a real place ramifies in an extension L/K if the real
embedding σ : K ↩→ R corresponding to the place can be extended to at least one complex
embedding of L.

Definition. A modulus m is an effective divisor over K if the field K is a global function field,
and an integral ideal if K is a number field. If K is a number field, we allow m to contain real
places in its support, in which case m must have valuation 1 at such places.

Let m be a modulus whose support contains all the (finite or infinite) places of K which
ramify in L, and let Divm be the group of divisors of K prime to m. The map

ΨL/K : Divm −→ Gal(L/K)

defined by
D =

∑
nPP 7−→ (D,L/K) =

∏
(P,L/K)nP

is called the Artin map. Let

Km,1 = {f ∈ K× : vP (f − 1) ≥ vP (m) for all P in the support of m}

be the group of functions ‘congruent to 1 modulo m’, and let

Pm,1 = {div(f) : f ∈ Km,1}

be the subgroup of Divm generated by the elements of Km,1.

Definition. Let m be a modulus. A subgroup H of Divm of finite index is called a congruence
subgroup modulo m if it contains Pm,1.

Let L/K be a Galois extension of global fields, and let Q be a place of L above P . We
define a norm map on divisor groups

NL/K : Div(L)→ Div(K) (II.1)

by extending linearly Q 7→ fPP , where fP is the inertia degree of P .

The following theorem is a generalization of reciprocity laws known since Euler, such as the
Quadratic Reciprocity Law, whence its name.
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Theorem 1.1 (Artin Reciprocity Law). Let L/K be a finite abelian extension. Then there ex-
ists a modulus m, whose support S contains the set of places of K which are ramified in L, and
a unique congruence subgroup Hm modulo m, such that the Artin map defines an isomorphism

ΨL/K : Divm(K)/Hm −→ Gal(L/K).

Furthermore, the group Hm is of the form Pm,1 · NL/K(Divm′(L)), where m′ is any modulus of
L whose support is the set of places above S.

A modulus m as in the theorem is called an admissible modulus for L/K. It may not be
unique (whereas for a given m, the second part of the theorem implies that Hm is), but there
exists an admissible modulus fL/K for L/K, called the conductor of L/K, which is smaller
than the others in the sense that every defining modulus m for L/K verifies fL/K 6 m.

Let P be a place of K which is unramified in L and let Q be a place of L above P . The
Artin map at NL/K(Q) verifies

(NL/K(Q), L/K) = (fPP,L/K) = (P,L/K)fP ,

and this map is the identity since GQ(L/K) ∼= Gal(FQ/FP ) has order fP . Hence we already
have that NL/K(Divm′(L)) ⊆ ker(ΨL/K). So the proof of the Artin Reciprocity Law consists
in showing that there exists a modulus m such that ΨL/K(Pm,1) = 1, and then that

[Divm(K) : Pm,1 ·NL/K(Divm′(L))] = [L : K].

One proceeds in two steps and proves each inequality separately:

[Divm(K) : Pm,1 ·NL/K(Divm′(L))] ≥ [L : K]

is called the First Inequality whereas the other one is called the Second Inequality.1

The following fundamental theorem is a kind of converse to the Artin Reciprocity Law and
constitutes the second main theorem of class field theory:

Theorem 1.2 (Existence theorem). Let m be a modulus over K. For every congruence sub-
group Hm modulo m there exists a unique abelian extension L/K which is unramified outside
m and for which the Artin map provides an isomorphism

Divm/Hm
∼= Gal(L/K).

Note also that fL/K 6 m and that modulo a finite number of exceptions (namely the totally
split places P which are in the support of m but not in the support of fL/K), a place P is totally
split if and only if it belongs to Hm.

1Historically, the Second Inequality is actually the first one which has been proved, but in the purely algebraic
setting of ideles and cohomology, one first proves that [Divm(K) : NL/K(Divm′ (L))] ≥ [L : K].
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Definition. The abelian extension L of K uniquely associated to the subgroup Hm as in Theo-
rem II.1.2 is called the class field of Hm.

Let m be a modulus and consider the ray class group modulo m, defined by

Picm = Divm/Pm,1.

There is a bijection between the set of congruence subgroups H modulo m and the set of sub-
groups H̄ = H/Pm,1 of Picm, hence it is straightforward to translate the main theorems of class
field theory in terms of subgroups of the ray class group, and in this case one does not need to
worry about the fact that the subgroup will contain some smaller subgroup or not, as in the case
of congruence subgroups. In this context, we summarize the two main theorems of class field
theory as follows. Set

N(Picm(L)) = (Pm,1 ·NL/K(Divm′(L)))/Pm,1.

Corollary 1.3. The Artin map induces a bijective correspondence L↔ N(PicL,m) between the
set of finite abelian extensions of K of conductor less than m and the set of subgroups of finite
index of Picm. Furthermore,

i) L1 ⊆ L2 ⇐⇒ N(Picm(L1)) ⊇ N(Picm(L2));

ii) N(Picm(L1 · L2)) = N(Picm(L1)) ∩N(Picm(L2));

iii) N(Picm(L1 ∩ L2)) = N(Picm(L1)) ·N(Picm(L2)).

Let
Km = {f ∈ K : vp(f) = 0 for all P in the support of m},

and let
Um,1 = UK ∩Km,1.

Theorem 1.4. The ray class group Picm and the Picard group Pic are related by the following
exact sequence:

0→ UK/Um,1 → Km/Km,1 → Picm → Pic→ 0. (II.2)

PROOF. See Milne [Mil11b, Theo. V.1.7]. �

Assume that K = F is a number field, and let m be a modulus over F . The group Picm is
finite, so by the Existence Theorem (Theorem II.1.2) there exists a unique abelian extension Fm

of F which is unramified outside m and such that

Gal(Fm/F ) ∼= Picm(F ).

The field Fm is the maximal abelian extension of F with conductor smaller than m and is called
the ray class field of F modulo m.
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In this case, by Theorem II.1.4, we see that the ray class group is a finite group of cardinality

hm = h

[UK : Um,1]
2r0N(m0)

∏
p|m0

(
1− 1

N(p)

)
, (II.3)

where h = h(F ) = #Cl(F ) is the class number of F , r0 is the number of real places in m, and
m0 is the modulus m without the infinite places.

Example 1.5. If m = (1), the fieldH = F0 is the maximal abelian extension of F unramified at
finite and infinite places; it is called the Hilbert class field of F . Thus, by the Artin isomorphism,
we have

Gal(H/F ) ∼= Cl(F ).

If m is the product of the (real) infinite primes of F , we obtain the maximal abelian extension
F∞ of F which is unramified everywhere except possibly at the real places of F . The field F∞
is called the narrow Hilbert class field of F because its Galois group is isomorphic to the narrow
class group Cl∞(F ) of F , which is defined by

Cl∞(F ) = {Ideals of F}/{xZF : ι(x) > 0 for every embedding ι : F ↩→ R}.

We denote by h∞(F ) = #Cl∞(F ) the narrow class number of F .

Assume now thatK/Fq is a global function field, soK is the function field of a curve C/Fq,
and consider a modulus m over K. In this case the ray class group Picm is no longer finite, so
there is no canonical notion of ray class field as in the number field case. However K admits a
divisorD0 of degree 1 [AT09, Theo. V.5], so if we assume that m = 0 we obtain an isomorphism

φD0 : Pic(K)
∼=→ Z× Pic0(K)

defined by [D] 7→ (deg(D), [D − deg(D)D0]), where

Pic0(K) ∼= Pic0(C) ∼= Jac(C)(Fq)

is the group of divisors of degree 0 of K. A subgroup H of finite index of Pic(K) is thus of
the form H = nZ × H0 for a subgroup H0 of Pic0(K). Let L be the abelian extension of K
corresponding to H . By definition of the Artin map and the Artin Reciprocity Law, a place P of
K splits in L if and only if P belongs to H , and in this case the residue field of any place Q of
L above P is Fqdeg(P ) . Therefore the field of constants of L is a subfield of Fqdeg(P ) , and more
generally an extension of Fq of degree dividing the greatest common divisor of all the degrees
of the places in H , which n. In particular, the constant field extension of K from Fq to Fqn is an
abelian extension which is the class field of a subgroup H isomorphic to nZ× Pic0(K).

We now assume that K contains places of degree 1, thus we can take D0 equal to one of
these rational places. The image by φP0 of the subgroup H = ⟨[P0]⟩ generated by P0 is equal to
Z × {0}. The class field KP0 corresponding to H is the largest abelian extension of K defined
over Fq which is unramified and in which P0 is totally split. We call KP0 the P0-Hilbert class
field of K. It has Galois group over K

Gal(KP0/K) ∼= Pic0(K) ∼= Jac(C)(Fq).
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This notion of Hilbert class field is not unique, because we have one Hilbert class field for every
rational place of K. Their Galois groups are all isomorphic but not necessarily equal, because if
P1 is another rational place of K such that [P1] ̸= [P0] in Pic(K), then the class fields KP0 and
KP1 will be different.

The preceding discussion can be extended to the case of a modulus m which is prime to D0.

IDELIC THEORY

We now give the main results of class field theory in terms of ideles, since we will need them in
Chapter IV. They are essentially idelic versions of the main theorems of class field theory stated
above. We refer to Artin and Tate [AT09], Milne [Mil11b], or Neukirch [Neu99] for the proofs.

Let K be a global field, and let JK be the idele group of K. For a finite extension L/K and
a place P of K, we define a local norm map

NLQ/KP

at every place Q above P in the same way as (II.1). We define an adelic norm map

NL/K : JL → JK

by taking the product over all the non-archimedean places P of K of all the local norm maps:

NL/K =
∏
P

∏
Q|P

NLQ/KP
.

Let Kab be the maximal abelian extension of K inside K̄.

Theorem 1.6 (Reciprocity Law). There exists a homomorphism

ϕK : JK → Gal(Kab/K)

with the following properties:

i) ϕK(K×) = 1;

ii) for every finite abelian extension L of K, ϕK defines an isomorphism

ϕL/K : JK/(K× ·NL/K(JL))
∼=−→ Gal(L/K).

Furthermore, the group K× ·NL/K(JL) is open.

The Reciprocity Law admits the following converse.

Theorem 1.7 (Existence theorem). For every open subgroup U of finite index in JK and con-
taining K×, there exists a unique abelian extension L of K such that U = K× ·NL/K(JL).

Definition. The abelian extension L of K uniquely associated to the subgroup U as in Theo-
rem II.1.7 is called the class field of U .
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As in the case of ray class fields, we can express the main theorems of class field theory in
terms of the idele class group, which is defined by

CK = JK/K×.

For an abelian extension L/K, let

N(CL) = (N(JL) ·K×)/K×.

Corollary 1.8. The map ϕK induces a bijective correspondence L↔ N(CL) between the set of
finite abelian extensions of K and the set of open subgroups of finite index in CK . Furthermore,

i) L1 ⊆ L2 ⇐⇒ N(CL1) ⊇ N(CL2);

ii) N(CL1·L2) = N(CL1) ∩N(CL2);

iii) N(CL1 ∩ CL2) = N(CL1) ·N(CL2).

2 Explicit cyclic extensions

In certain particular cases, class field theory can be made explicit, through Kummer and Artin-
Schreier-Witt theories, which we now present.

WITT VECTORS

Witt vectors were introduced by Witt in his 1936 paper [Wit36]. Two basic references are
Serre [Ser79, Chap. II §6] and Lang [Lan02, pp. 330-332], but we motivate the definition of
Witt vector following [Fis99] and [Rab07].

In this section we fix a prime number p. Witt vectors appear naturally when one tries to put
a ring structure on

∏∞
i=0 Fp such that we have a ring isomorphism

Zp
∼=→

∞∏
i=0

Fp.

The representation of a p-adic integer as a sum

x =
∞∑
i=0

xip
i

with xi in {0, 1, . . . , p− 1} does not satisfy this condition, so one needs something else.
For any element x ∈ F×

p , Hensel’s Lemma ensures the existence of an element τ(x) in Z×
p ,

called the Teichmüller representative of x, such that

τ(x)p−1 = 1.

If we furthermore set τ(0) = 0, then by Serre [Ser79, § II.4] we obtain a map τ : Fp → Zp
which is a section of the reduction map red : Zp → Zp/pZp ∼= Fp (i.e. τ ◦ red = IdZp and
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red ◦ τ = IdFp), and which is multiplicative. Also, every p-adic integer can be uniquely written
as a sum

∞∑
i=0

τ(xi)pi,

with xi ∈ Fp.
So this gives a well defined bijective map

ϕ :
∞∏
i=0

Fp
∼→ Zp.

With coordinatewise addition and multiplication on the left side, this map is only a bijection.
So we want to define an addition law on the left such that the map ϕ is a morphism. For two
elements x = (x0, . . . , xn, . . . ) and y = (y0, . . . , yn, . . . ) in

∏∞
i=0 Fp, we must determine the

preimage s = (s0, . . . , sn, . . . ) of ϕ(x) + ϕ(y) in terms of x and y; s will then be “x + y”.
Equivalently, we must solve the system of equations ϕ(s) = ϕ(x) + ϕ(y):

τ(s0) ≡ τ(x0) + τ(y0) mod p
τ(s0) + pτ(s1) ≡ τ(x0) + pτ(x1) + τ(y0) + pτ(y1) mod p2

...

Because τ is a section of red, we have s0 = x0 + y0. For s1, note that

τ(s0) ≡ τ(x0) + τ(y0) mod p

implies that

τ(s0)p ≡ (τ(x0) + τ(y0))p mod p2.

Since τp = τ , by definition of the Teichmüller lift we obtain by multiplicativity

τ(s1) ≡ τ(x1) + τ(y1) + τ(xp0) + τ(yp0)− (τ(x0) + τ(y0))p

p
mod p,

which implies

s1 = x1 + y1 + xp0 + yp0 − (x0 + y0)p

p
.

Solving the system for higher indices is much more difficult, but Witt noticed that we do not
need to compute all the si explicitly. To see why, we first give names to the polynomials defining
the si.
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Definition. Let (X0, ..., Xi, ...) be a sequence of indeterminates. The Witt polynomials (relative
to p) are defined by the formulas

W0 = X0

W1 = Xp
0 + pX1

...

Wn =
n∑
i=0

piXpn−i

i = Xpn

0 + · · ·+ pnXn

...

Theorem 2.1. Let (Y0, ..., Yn, ...) be another sequence of indeterminates. For every polynomial
Φ ∈ Z[U, V ], there exists a unique sequence (ψ0, ..., ψn, ...), where

ψn ∈ Z[X0, ..., Xn, ...;Y0, ..., Yn, ...],

such that
Wn(ψ0, ..., ψn) = Φ(Wn(X0, ..., Xn),Wn(Y0, ..., Yn))

for every n > 0.

PROOF. See Serre [Ser79, Theo. II.6]. �

Let S0, ..., Sn, ... and P0, ..., Pn, ... be the ψ0, ..., ψn, ... associated by Theorem II.2.1 to the
polynomials

Φ(U, V ) = U + V and Φ(U, V ) = U · V

respectively. Of course we recover

S0(X,Y ) = X0 + Y0 and S1(X,Y ) = X1 + Y1 + Xp
0 + Y p

0 − (X0 + Y0)p

p
.

For the product, P0 and P1 are given by

P0(X,Y ) = X0Y0 and P1(X,Y ) = Xp
0Y1 +X1Y

p
0 + pX1Y1.

Now let R be any commutative ring. Let x⃗ = (x0, ..., xn, ...) and y⃗ = (y0, ..., yn, ...) be
two Witt vectors with coefficients in R, that is x⃗ and y⃗ are elements of the free product RN of R
indexed by the natural numbers.

Theorem 2.2. The following two composition laws endow RN with the structure of a commuta-
tive ring with zero (0, ..., 0, ...) and unity (1, 0, ..., 0, ...):

x⃗+ y⃗ = (S0(x⃗, y⃗), ..., Sn(x⃗, y⃗), ...),
x⃗.y⃗ = (P0(x⃗, y⃗), ..., Pn(x⃗, y⃗), ...).
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This ring is denoted W(R) and is called the ring of Witt vectors with coefficients in R. It is
not always integral, but in the case R = Fp we obtain

W(Fp) ∼= Zp.

PROOF. By Theorem II.2.1, the map W(R)→ RN defined by

x⃗ = (x0, . . . , xn, . . . ) 7→ (W0(x⃗), . . . ,Wn(x⃗), . . . )

is a ring homomorphism, and it is an isomorphism if p is invertible in R, so for instance if
R = Z[p−1][(Ti)i] for any sequence of indeterminates Ti. By restriction the theorem is thus also
true for R = Z[(Ti)i], and by taking the quotient we see that is is again true for any ring R. �

It is useful in practice to work with the m first coordinates (x0, ..., xm−1) only. Since by
construction the polynomials Si and Pi are in Z[X0, ..., Xi;Y0, ..., Yi], the set of such m-tuples
forms a ring Wm(R) called the ring of Witt vectors of length m. Note that W0(R) = R, and
that W(R) is the inverse limit of the rings Wm(R) with respect to the projection maps:

W(R) = lim←−
m

Wm(R).

Now let k be any field of characteristic p > 0. In this context and for later convenience, we
shift the numbering by 1, hence for instance we denote a Witt vector α⃗ ∈Wm(k̄) by

α⃗ = (α1, . . . , αm).

The vector α⃗ generates an algebraic extension k(α⃗) of k by setting

k(α⃗) = k(α1, . . . , αm).

This construction is equivalent to that of the tower

km = k(α⃗)
↑
...
↑
k2 = k1(α2)
↑
k1 = k0(α1)
↑
k0 = k

ARTIN-SCHREIER-WITT THEORY

From now on we drop the notation ·⃗ and simply denote a Witt vector by x = x⃗. Let k be a field,
and let k′/k be a finite Galois extension with Galois group G. For any m > 1, we let G act on
Wm(k′) as follows: For every σ ∈ G and every x ∈Wm(k′) we set

σx = σ(x1, . . . , xm) = (σx1, . . . , σxm).
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Note that the polynomials Sn and Pn defining addition and multiplication of Witt vectors have
integer coefficients, so if y ∈Wm(k′) is another Witt vector,

σ(x+ y) = σx+ σy and σ(xy) = σx · σy.

The trace of a vector x ∈Wm(k′) is defined by the rule

Tr(x) =
∑
σ∈G

σx.

Note that Tr is a k-linear map.

The following very classical theorem is of fundamental importance:

Theorem 2.3 (Hilbert’s Theorem 90). Let k be a field of characteristic p > 0, and let k′/k be
a cyclic extension of degree n. Let G be the Galois group of k′/k, with generator σ. For any
element β ∈ Wm(k′), Tr(β) = 0 if and only if there exists an element α ∈ Wm(k′) such that
β = σα− α.

PROOF. If such an element α exists, its trace is obviously equal to 0. Conversely, assume that
Tr(β) = 0. The extension being separable, the trace map is not identically 0 (see for instance
Lang [Lan02, Theo. VI.5.2]), so there exists an element θ ∈Wm(k′) such that Tr(θ) ̸= 0. Set

α = 1
Tr(θ)

(βθσ + (β + σβ)θσ2 + · · ·+ (β + σβ + · · ·+ σn−2β)θσn−1)).

One easily checks that β = σα− α. �

We let ℘ be the Artin-Schreier-Witt operator acting on α ∈Wm(k̄) by

℘(α) = αp − α.

For β in Wm(k) the equation ℘(α) = β is algebraic over k, so as above one can consider the
extension k(℘−1(β)).

Theorem 2.4 (Main Theorem of Artin-Schreier-Witt theory). Let k be a field of character-
istic p > 0.

i) If k′ is a cyclic extension of k of degree pm, there exists α ∈ Wm(k′) such that k′ = k(α),
where α satisfies the equation Xp −X − a = 0 for some a ∈Wm(k).

ii) Conversely, given a ∈ Wm(k), the polynomial f(X) = Xp −X − a either has one root in
Wm(k), in which case all its roots are in Wm(k), or generates a cyclic extension of degree pm

over k. This last case occurs exactly when a1 /∈ ℘(k).

PROOF. Let k′/k be a cyclic extension of degree pm and Galois groupG, and let σ be a generator
ofG. We have Tr(1) = 0 (it is just the sum of 1 with itself pm times), so by Hilbert’s theorem 90
there exists α ∈Wm(k′) such that σα−α = 1, or in other words σα = α+1. So σiα = α+i for
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every integer i = 1, . . . , pm − 1. This means that α has pm distinct conjugates, thus k′ = k(α)
because they both have degree pm over k.

We note that

σ(αp − α) = σ(α)p − σ(α) = (α+ 1)p − (α+ 1) = αp − α.

Hence αp − α is fixed under σ, so it is fixed under the powers of σ and therefore under G.
Therefore it lies in the fixed field k, so we have proved the first assertion of the theorem, with
a = αp − α. Conversely, let a ∈Wm(k). If α is a root of f(X) = ℘(X)− a, then α+ i is also
a root for i = 1, . . . , pm − 1. Thus f(X) has pm distinct roots, and it is separable. If one root
lies in Wm(k), then all roots lie in Wm(k).

So assume that no root lies in Wm(k). It is clear that k(α) contains all the roots of f ,
therefore k(α) is Galois over k. Let G = Gal(k′/k). There exists an automorphism σ ∈ G
such that σα = α + 1 (because α + 1 is also a root). The powers σi of σ give σiα = α + i for
i = 1, . . . , pm and are distinct, therefore the Galois group consists of these powers and is cyclic.

To conclude, note that if a1 ∈ ℘(k), then [k(α) : k] 6 pm−1, so one root (hence all roots)
must lie in Wm(k). Conversely, if a1 /∈ ℘(k) then α is a root of f(X) which does not belong to
Wm(k), so f(X) has pm distinct roots and k(α)/k is cyclic of degree pm. �

Now we specialize our discussion to a global function fieldK/Fq of characteristic p > 0. We
are interested in the cyclic p-extensions of K. Let x ∈ Wm(K) be such that x /∈ ℘(Wm(K)),
and let y ∈ W(K̄) be a solution of the equation ℘(y) = x. Consider the extension L = K(y);
it is cyclic of degree pm over K. If P is a place of K which is unramified in L, for every
i = 1, . . . ,m we set

λP,i = λP,i(x) = −vP (xi).

We define the Witt symbol
{
x
P

}
in Wm(Fp) to be{

x

P

}
= TrFq/Fp

(x+ xq + · · ·+ x
N(P )

q mod P ).

Schmid [Sch36] exhibited a very explicit description of the arithmetic of the cyclic extension
L/K at a given place P in terms of this symbol and the λP,i, which we summarize in the
following theorem.

Theorem 2.5 (Schmid). Let P be a place of K.

i) Assume that λP,i > 0 or (λP,i, p) = 1 for every i, and let

MP = max{pm−iλP,i : 1 6 i 6 m}.

We have
vP (fL/K) = MP + 1.
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ii) If P is unramified, the Frobenius automorphism (P,L/K) acts on y as follows:

(P,L/K)(y) = y +
{
x

P

}
.

Furthermore the symbol { ·
P } is additive.

The following proposition ensures that one can always assume that the condition in Theo-
rem II.2.5 i) is verified.

Proposition 2.6. Let y ∈ K. For every place P of K there exists an element uP ∈ K such that
either vP (y + upP − uP ) is negative and coprime to p, or vP (y + upP − uP ) ≥ 0.

PROOF. If vP (y) ≥ 0 or vP (y) is coprime to p then uP = 0 satisfies the conditions of the
proposition, so we henceforth assume that vP (y) < 0 and p | vP (y). Let ȳ = (yπ−vP (y))(P ) ∈
FP , where FP is the residue class field of K at P and π is a uniformizing element (that is,
vP (π) = 1). Since the p-power Frobenius is surjective, we can find a ū ∈ FP such that ūp = −ȳ.
Now let u be a lift of ū in K. There exists a ∈ K with vP (a) > vP (y) such that y+upπvP (y) =
a. Then, since vP (y) < vP (y)/p < 0, we have

vP (y + (uπvP (y)/p)p − uπvP (y)/p) ≥ min{vP (a), vP (y)/p} > vP (y)

(note that vP (u) = 0), and we can recurse. �

KUMMER THEORY

In the previous section we considered cyclic p-extensions, where p is the characteristic of K.
Now we are interested in cyclic n-extensions, for an integer n prime to p. The results in both
cases are quite similar, as the next theorem shows:

Theorem 2.7 (Main theorem of Kummer theory). Let k be a field, and n > 0 an integer not
divisible by the characteristic of k. Assume that k contains a primitive n-th root of 1.

i) If k′ is a cyclic extension of k of degree n, there exists α ∈ k′ such that k′ = k(α) and α
satisfies an equation Xn − a = 0 for some a ∈ k′.

ii) Conversely, let a ∈ k and let α ∈ k̄ be a root of Xn − a. Then k(α) is cyclic over k, of
degree d for an integer d dividing n such that αd is an element of k.

PROOF. The proof follows the same steps as in the main theorem of Artin-Schreier-Witt theory,
see Lang [Lan02, Theo. VI.6.2] for details. �

The following theorem is an analogue of Theorem II.2.5.

Theorem 2.8. Let K be a global field of characteristic p > 0 containing a primitive n-th root
of unity, where n > 0 is an integer such that p - n. Let L = K( n

√
α) for an element α ∈ K, and

let P be a non-archimedean place of K.
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i) P splits completely in K if and only if α ∈ (K×
P )n.

ii) P is unramified in K if and only if one can choose α such that it is a unit at P .

iii) Let ζn be a primitive n-th root of unity. If P is unramified, the Frobenius automorphism
(P,L/K) acts on n

√
α by

(P,L/K)( n
√
α) = ζnP

n
n
√
α,

where nP satisfies
α⌈N(P )/n⌉ ≡ ζnP

n mod P.

PROOF. We follow Artin and Tate [AT09, Theo. VI.4]. The fact that P splits totally means
that the completion of L at any place above P is KP itself. Since the completion is equal to
KP ( n

√
α), i) follows at once. We now prove ii). Let Q be a place of L above P . The fact that P

is unramified means that the valuation groups of LQ and KP must be the same. In LQ we can
write α = (α1/n)n, so α is a n-th power in LQ, and so its valuation at P is divisible by n, hence
vP (α) = nr for some r. If π is a uniformizer of K at P , then the element α(π−r)n is a P -unit
and can be taken for a generator of L/K.

Conversely, assume that α is a P -unit; we have to show that L/K is unramified at P . The
element β = n

√
α is a solution of the equation f(X) = Xn − α = 0, and f ′(β) = nβn−1 is a

P -unit. A classical local criterion then gives the result (see for instance Fröhlich [Frö67, p. 30]
or Stichtenoth [Sti09, Cor. 3.5.11]). Finally, let Q be a place of L above P . By definition of
(P,L/K), we have

n
√
α

N(P ) ≡ ζnP
n

n
√
α mod Q.

Note that FP contains the n-th roots of 1, so N(P ) ≡ 1 mod n. Therefore, we obtain

α(N(P )−1)/n = α⌈N(P )/n⌉ ≡ ζnP
n mod P,

as required. �

3 Computing abelian coverings

From now on, let K be a global function field defined over a finite field Fq. Let m be a modulus
and let H be a congruence subgroup modulo m. In this section we explain how to compute the
class fieldL ofH . The similar approach for number fields has been introduced by Fieker [Fie01],
where one will find more algorithmic details, and for the computations of groups of units and
ray class groups, see Hess, Pauli, and Pohst [HPP03].

REDUCTION TO THE CYCLIC CASE

First, we show how to reduce the problem to the case of a cyclic extension of prime power degree.
For this, we use the fundamental theorem of abelian groups to decompose H̄ = Divm/H as a
finite product of cyclic groups

H̄ =
d∏
i=1

H̄i,
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M = K ′( n
√
US)

K ′( n
√
ϵ1) L′ = LK ′ = K ′( n

√
α) K ′( n

√
ϵs)

L

gggggggggggggggggggggggg

K ′ = K(ζn)

K

ggggggggggggggggggggggggg

Diagram II.1: Fields used implicitly in the discussion.

where each H̄i is of the form Divm/Hi for a subgroupH ⊆ Hi ⊆ Divm such that H̄i
∼= Z/ℓmi

i Z
for some prime number pi and some positive integer mi. For every i, let Li be the class field
of Hi, so Gal(Li/K) ∼= H̄i, and let L′ be the composite field L1L2 · · ·Ld. By general Galois
theory, Gal(L′/K) is isomorphic to the subgroup of elements of

∏d
i=1 Gal(Li/K) which agree

on L1∩· · ·∩Ld. The functoriality of the Artin map implies that the previous condition is always
satisfied, so

Gal(L′/K) ∼=
d∏
i=1

Gal(Li/K).

Thus Gal(L/K) and Gal(L′/K) are equal, and by the uniqueness property of the class field,
we conclude that L =

∏d
i=1 Li. Also, note that if we have equations for two abelian extensions

L1/K and L2/K, then there are algorithms based on the theory of resultants to compute an
equation of L1L2/K.

CYCLIC CASE: ℓ ̸= p

Now suppose that H̄ is cyclic of prime power degree n = ℓm for a prime ℓ different from p and
an integer m ≥ 1. As in the proof of the Existence Theorem, the idea consists of reducing to
the case when K contains the n-th roots of unity, and then to use explicit Kummer theory. So let
ζn be a primitive n-th root of unity, and let K ′ = K(ζn). Let L′ = LK ′. We will translate the
problem to the extension L′/K ′. (Note that the extension K ′/K is a constant field extension,
hence it is unramified.)

We will refer to Diagram II.1; the solid lines in the figure connect fields that are actually
constructed during the execution of the algorithm, while dotted lines connect fields that are only
implicitly used.

By Theorem II.2.7, since L/K is cyclic of degree n, the field L′ = L(ζn) = K ′L is a
Kummer extension of K ′, and hence there exists a nonzero element α ∈ K ′ such that L′ =
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Divm′
(·,M/K′) //

NK′/K

��

Gal(M/K ′)

ψ

zzttt
tt
tt
tt
tt
tt
tt
tt
tt
t

Divm/H

.

Diagram II.2: Definition of ψ.

K ′( n
√
α). Now by Theorem II.2.8 ii), since L′/K has to be unramified outside places in the

modulus m of L/K, there exists a set S of places of K ′, depending only on m and K ′, such that
α can be chosen as an element of the S-units US , that is, as an element that has no poles outside
S; in particular, L′/K ′ is unramified outside S. Let m′ be an admissible modulus for L′/K ′,
and assume without loss of generality that m′ is supported on S. By the Dirichlet unit theorem,
we have

US = ⟨ϵ1, . . . , ϵs⟩

for independent elements ϵi (1 ≤ i ≤ s− 1) and a torsion unit ϵs. Set M = K ′( n
√
US), so that

Gal(M/K ′) = (Z/nZ)s.

For any place P of K ′ unramified in M/K ′, the Frobenius (P,M/K ′) at P is defined by its
operation on the n

√
ϵi. Since M/K ′ is unramified outside S, we see that we get a map

Divm′ → (Z/nZ)s

defined by P 7→ (ni), where ni satisfies

ϵ
⌈N(P )/n⌉
i ≡ ζni

n mod P.

(Theorem II.2.8 iii)). In summary, the Artin map from Divm′ to (Z/nZ)s is explicit and can be
computed in K ′!

To compute L′ we need to find divisors D ∈ Divm′ such that (D,M/K ′) fixes L′. By
the Existence Theorem, this is equivalent to D ∈ H ′, where H ′ is the congruence subgroup
modulo m′ whose class field is L′. By standard properties of the Artin map, this reduces to
NK′/K(D) ∈ H . We use this as summarized in Diagram II.2 to explicitly construct the map ψ:
Computing (P,M/K ′) on the one side and NK′/K(P ) +H ∈ Divm/H on the other, we collect
(small) places outside S until the full group Gal(M/K ′) can be generated. The field L′ is then
obtained as the field fixed by the kernel of ψ.

In order to find αwe apply a similar idea (see Fieker [Fie01, §4] for details): L′/K is abelian
and the Galois group can be computed explicitly. Once the automorphisms of L′/K are known,
we can easily establish again an explicit Artin map, now from Divm to Gal(L′/K), and find the
subgroup fixing L as above. We note that the conductor of L′ can be larger than the conductor
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of L/K, but since L′ is obtained via a constant field extension, the ramified primes remain the
same, hence the map is well defined and surjective (but the kernel may not be a congruence
subgroup modulo m).

CYCLIC CASE: ℓ = p

Finally we turn to the case when L/K is cyclic of degree n = pm, for an integer m ≥ 1.
By Theorem II.2.4, we can assume that the cyclic extension of degree pm of K is of the form
L = K(y) for some x ∈ Wm(K) and y ∈ Wm(K̄) satisfying ℘(y) = x, and we now explain
how to compute x. It is clear that the extension does not change if one replaces x with x+ ℘(z)
for some z in Wm(K), so we will look for x as an element of Wm(K)/℘(Wm(K)).

We first look at the case m = 1; hence we assume that L/K is a cyclic extension of de-
gree p. We also make use of the fact that the ramified places P in L/K (which appear in the
support of m) are exactly those for which there exists a uP as in Proposition II.2.6 such that
λP = −vP (y+upP −uP ) is positive and coprime to p; furthermore, the conductor fL/K verifies
vP (fL/K) = λP + 1 by Theorem II.2.5 i), so λP does not depend on y. Thus, while Proposi-
tion II.2.6 helps us understand the ramification in L/K, if we want to explicitly compute L we
need to find a Riemann-Roch space containing the generator x. With this in mind, we combine
Proposition II.2.6 with the strong approximation theorem to get a global result.

Lemma 3.1. Let y be an element of K. For every place P of K, let uP and λP be as above. Let
S be the set of places P of K such that λP > 0, and let

S′ = {P ∈ PlK : vP (y) < 0},

so that S ⊆ S′. Fix an arbitrary place P0 /∈ S′, and let n0 be a positive integer such that
D = n0P0 −

∑
P∈S′ 2P is nonspecial. Then there exists an element u ∈ K such that

• vP (y + up − u) = −λP for P ∈ S,

• vP (y + up − u) ≥ 0 for P /∈ S ∪ {P0}, and

• vP0(y + up − u) ≥ −pn0.

PROOF. By the strong approximation theorem and its proof [Sti09, Theo. 1.6.5], there exists an
element u in K such that vP (u − uP ) = 1 for P ∈ S′, vP (u) ≥ 0 for P /∈ S′ ∪ {P0}, and
vP0(u) ≥ −n0. We have

v = vP (y + up − u) = vP (y + upP − uP + (u− uP )p + (uP − u))
≥ min{vP (y + upP − uP ), pvP (u− uP ), vP (uP − u)},

which shows that v = −λP if P ∈ S, and v ≥ 0 if P ∈ S′ \ S. In the same way,

v = vP (y + upP − uP + (up − u)− (upP − uP ))
≥ min{vP (y + upP − uP ), vP (up − u), vP (upP − uP )},

so v ≥ 0 if P /∈ S′ ∪ {P0}, and v ≥ −pn0 if P = P0 (note that uP = 0 when P /∈ S′). �
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Thus x = y + up − u is an element of the Riemann-Roch space

L
(
pn0P0 +

∑
S

λPP

)
=
{
f ∈ K : div(f) ≥ −pn0P0 −

∑
S

λPP

}
.

We now return to our hypothesis that L/K is a cyclic extension of degree pm for some
m ≥ 1, with primitive element x. As above, let

λP = −vP (x) = (−vP (x1), . . . ,−vP (xm)).

By adding elements of the form ℘(0, . . . , 0, x, 0, . . . , 0) we can assume that there exist sets
Si ⊂ Supp(m), places P0,i not in Si, and positive integers n0,i such that xi is in L(pn0,iP0,i +∑
Si
λP,iP ), where λP,i = −vP (xi) > 0 and gcd(λP,i, p) = 1 for P ∈ Si.

Setting
MP = max{pm−iλP,i : 1 ≤ i ≤ m},

we obtain vP (fL/K) = MP + 1 from Theorem II.2.5 i). Given that we already know a modulus
m such that fL/K ≤ m, we immediately get λP,i ≤ (vP (m)− 1)pi−m. If m =

∑
P nPP we set

Di = pn0,iP0,i +
∑
Si

(nP − 1)pi−mP.

With this notation, we see that xi is an element of L(Di).
By induction, we assume that the xi have been computed for 1 ≤ i ≤ m − 1 and explain

how to find xm. Set
Mm = K(℘−1(x1, . . . , xm−1))

and D = Dm; as remarked above, we can identify xm as an element of the Fq-vector space

LK(D) = LK(D)/℘(LK(D)).

Let d be the dimension of this space over Fp. We compute an Fp-basis of LK(D) and lift it to
a set of d elements {f1, . . . , fd} of LK(D). Hence xm is an element of the sub-vector space of
LK(D) generated by the fi, and we have

xm =
d∑
i=1

aifi

for some unknown elements ai of Fp. Next, we set

M = K(℘−1((x1, . . . , xm−1,LK(D)))) = Mm(℘−1(0, . . . , 0,LK(D))),

so that we have a tower K ⊂ Mm ⊂ L ⊂ M . Note that as in the Kummer case, neither M nor
Mm is actually ever constructed. We will use the explicit action of the Frobenius automorphisms
on Witt vectors of length m, so we identify (x1, . . . , xm−1) with (x1, . . . , xm−1, 0) ∈ Wm(K)
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and fi with (0, . . . , 0, fi) ∈Wm(K). Let P be an unramified place of K; by Theorem II.2.5 ii)
the Frobenius automorphism (P,L/K) acts on y via the formula

(P,L/K)(y) = y +
{
x

P

}
.

We now compute Gal(M/Mm). We have canonical isomorphisms

Gal(M/Mm) ∼=
d∏
i=1

Gal(Mm(0, . . . , 0, ℘−1(fi))/Mm) ∼= (Z/pZ)d,

and this is made explicit via the Frobenius: Every Gal(Mm(0, . . . , 0, ℘−1(fi))/Mm) is gener-
ated by the isomorphisms (Q,Mm(0, . . . , 0, ℘−1(fi))/Mm), where Q is a place of Mm. Be-
cause of the canonical isomorphism

Gal(Mm(0, . . . , 0, ℘−1(fi))/Mm) ∼= Gal(K(℘−1(fi))/K),

the generating isomorphisms are of the form

yi 7→ yi +
{
fi
P

}
,

where yi is a primitive element of K(℘−1(fi))/K and P is the place of K below Q. Since the
symbol {·} is additive, we have

Gal(K(℘−1(fi))/K) ∼=
⟨{

fi
P

}⟩
,

and so the isomorphism Gal(M/Mm) ∼= (Z/pZ)d is made explicit via the map

(Q,M/Mm) 7→
({

f1
P

}
, . . . ,

{
fd
P

})
.

We lift the terms in {·} from Wm(Fp) to Zp, and if we can find enough places Pi such that the
Zp-vectors ({

f1
Pi

}
, . . . ,

{
fd
Pi

})
i

form a matrix of rank d over Zp, then we are done, because by class field theory every element
of Gal(M/Mm) is a Frobenius automorphism for some place Q. The generator is now obtained
in exactly the same way as in the previous section for Kummer extensions, for which all that is
necessary is an explicit Artin map.

4 An algorithm to find curves with many points

We now turn to the explicit applications of the theory described in the preceding sections, and
we switch between the language of curves and function fields when necessary. Our aim here is
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to find curves of low genus (g ≤ 50) defined over a small finite field (q ≤ 100) such that the
number of rational points is the maximum possible; the current records can be found at www.
manypoints.org. So we will only be interested in the abelian extensions L of K defined
over the same finite field Fq such that the number of rational places of the field L is greater than
or equal to the corresponding entry in the table2 (as it was in June 2011). Furthermore, with the
aid of the theory of §II.3, we will be able to find the equations of such extensions.

Proposition 4.1. Let L/K be a cyclic extension of prime degree ℓ of function fields defined over
a finite field Fq. The genus of L satisfies

gL = 1 + ℓ(gK − 1) + 1
2

(ℓ− 1) deg fL/K .

PROOF. By the Riemann-Hurwitz genus formula, this comes down to showing that the degree
of the different DL/K of L/K is (ℓ − 1) deg fL/K . Let Q be a place of L and let P be the
place of K below Q. The extension being Galois, the inertia degree of P relative to Q is
independent of Q, so we denote it fP . From the general relation degQ = fP degP , we note
that deg NL/K(DL/K) = degDL/K . By the conductor-discriminant formula, NL/K(D(LK)) is
equal to (ℓ− 1)fL/K , so by taking degrees we obtain the proposition. �

From Proposition II.4.1, the genus of a cyclic extension of global function fields L/K of
prime degree is determined by its conductor fL/K , or even simply by deg(fL/K). On the other
hand, fL/K identifies L as the unique field such that the Galois group of L/K is a quotient of
the ray class group modulo fL/K by a certain subgroup of finite index. So, starting from a prime
number ℓ and a modulus m defined over a global function field K with field of constants Fq, one
can enumerate all the cyclic extensions L of K of degree ℓ and of conductor fL/K less than m
by computing all the subgroups of index ℓ of Picm. We also know in advance that the genus of
these extensions will be less than

1 + ℓ(gK − 1) + 1
2

(ℓ− 1) degm.

Since ℓ is a prime, all places which ramify have the same ramification type: Either they are
all wildly ramified, or they are all tamely ramified. The following proposition describes what
kind of m one should test for a given ℓ.

Proposition 4.2. Let L/K be an abelian extension of function fields. Let P be a place of K.
Then P is wildly ramified in L/K if and only if P appears in the conductor of L/K with
multiplicity greater than 2, that is,

P is wildly ramified if and only if fL/K ≥ 2P.

PROOF. From Milne [Mil11a, Corollary 7.59], we see that a place P is tamely ramified if and
only if the first ramification group in upper numbering is trivial, and from the local-global prop-
erty of the conductor, this amounts to saying that P has weight one in fLK

. So a place with
weight at least two must be wildly ramified. �

2Note that L will be defined over Fq if at least one rational place of K splits totally in L, which will be the case
when we are looking for L with many rational places.

www.manypoints.org
www.manypoints.org
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We see that if ℓ is prime to the characteristic p of K, then m must be of the form

m =
n∑
i=1

Pi,

whereas if ℓ equals p, then m must be of the form

m =
n∑
i=1

miPi,

where mi ≥ 2.

Because we want the greatest possible number of rational places for the field L, and because
of the formula

N(L) = ℓ ·#S + r

(where S is the set of rational places of K which split in L and r is the number of rational
places in the support of fL/K), it seems reasonable to start from a field K which itself has many
rational points compared to its genus. In this way, we will find curves with many points and their
equations recursively: We start from the projective line or a maximal elliptic curve, compute
all of its ‘best’ coverings reaching or improving a lower bound in www.manypoints.org,
start the process again on these coverings, and so on. We summarize the process in Algorithm 1
below. Note that a reasonable restriction, especially when the size of the constant field increases,
could be to take only conductors with places of degree 1 in their support.

Algorithm 1 (Good abelian coverings)

Input: A function field K/Fq, a prime ℓ, an integer G.
Output: The equations of all cyclic extensions of K of degree ℓ and genus less than G whose

number of Fq-rational points improves the current records.

1. Compute all the moduli of degree less than B = (2G − 2 − ℓ(2g(K) − 2))/(ℓ − 1) using
Proposition II.4.2.

2. for each such modulus m do
3. Compute the ray class group Picm modulo m.
4. Compute the set S of subgroups of Picm of index ℓ and conductor m.
5. for every s in S do
6. Compute the genus g and the number of rational places n of the class field L of s.
7. if n is greater or equal to the known record for a genus g curve defined over Fq then
8. Update n as the new lower bound on Nq(g).
9. Compute and output the equation of L.

10. end if
11. end for
12. end for

The complexity of the algorithm is linear in the number of fields (or pairs of divisors and
subgroups) we need to consider. The total number of divisors of degree bounded byB is roughly

www.manypoints.org
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O(qB) since this is the estimate for the number of irreducible polynomials of degree bounded
by B. The number of subgroups to consider depends on the structure of the ray class group. For
tamely ramified extensions, the group is the extension of the divisor class group by the product
of the multiplicative groups of the divisors (modulo constants), so the number of cyclic factors
depends on the number of places such that ℓ | qdegP − 1. For wild extensions, the number of
ramified places provides the same information. In the wild case, the number is bounded byB/2,
so the total number of fields to investigate is roughly O(qB · qB/2). For each pair we have to
compute the genus and the number of rational places. The computation of the genus can be seen
to run in time quartic in the number of (potentially) ramified places, since for each place we need
to check if it divides the conductor. This test is done by some Z-HNF computation of a matrix
whose dimension depends again on the total number of places. The computation of the number
of rational places requires the computation of discrete logarithms in the divisor class group for
every rational place of the base field. Assuming a small degree, this depends linearly on the
number of ramified places.

In summary, the total complexity is essentially exponential in the genus bound, and is thus
limited in scope.

Remark 4.3. It is possible to extend the algorithm to coverings of nonprime degrees, to in-
clude Artin-Schreier-Witt extensions for example, and this is what we have implemented in
Magma. The genus and the conductor can then be computed using techniques of Hess, Pauli,
and Pohst [HPP03]. Note however that the computations then are much longer. This is the
reason why we presented the algorithm only for cyclic extensions of prime degree: Since their
arithmetic is simpler, the algorithm works best for them and can thus be used more efficiently
over finite fields of size greater than 2 or 3.

5 Results

In this section we present the explicit results we obtained by implementing our algorithm. All
of our computations were carried out in Magma [BCP97], using a class field theory library
implemented by Claus Fieker.

We restrict our attention here to the case where the base field is F2.

In Table II.1 we give the equations for the base curves to which we applied our algo-
rithm. The curves Dg have genus g and are maximal; the curves D′

g have genus g and satisfy
#D′

g(F2) = Nq(g) − 1. Note that Rigato [Rig10] has shown that the maximal curves of genus
1, 2, 3, 4, and 5 over F2 are unique.

Table II.2 presents data on the curves we constructed that improved the previous records for
the number of points on a curve of genus g over F2. The first two columns in the table give the
genus g and the number of rational points N on the abelian coverings we construct. The third
column gives the Oesterlé bound on the number of rational points of a g curve of genus g defined
over F2; in the cases we consider this is the best upper bound known. The fourth column gives
the name (from Table II.1) of the base curve used in the construction. The fifth column gives the
conductor of the covering; a summand of the form niPi means that there is a place of degree i
occurring in the conductor with weight ni. The final four columns give the Galois group G of
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Name f

D1 y2 + y + x3 + x
D2 y2 + (x3 + x+ 1)y + x5 + x4 + x3 + x
D3 y3 + x2y2 + (x3 + 1)y + x2 + x
D4 y4 + (x+ 1)y2 + (x3 + x)y + x7 + x3

D5 y4 + (x2 + x+ 1)y2 + (x2 + x)y + x7 + x6 + x5 + x4

D6 y4 + (x6 + x5 + x4 + 1)y2 + (x7 + x4 + x3 + x2)y + x11 + x10 + x3 + x2

D7 y4 + (x7 + x6 + x4 + x2 + 1)y2 + (x8 + x6 + x5 + x4)y + x10 + x8 + x6 + x4

D′
1 y2 + xy + x3 + x

D′
2 y2 + y + x5 + x

D′
3 y4 + (x2 + x+ 1)y2 + (x2 + x)y + x6 + x5

D′
4 y4 + xy2 + (x+ 1)y + x5 + x4 + x3 + x2

D′
5 y4 + (x3 + 1)y2 + (x4 + x2)y + x9 + x5

D′
6 y4 + (x3 + x+ 1)y2 + (x3 + x)y + x9 + x8 + x5 + x4

D′
7 y4 + x7y2 + (x7 + 1)y + x5 + x

Table II.1: Equations f = 0 for the base curves over F2 used in our calculations. The curves Dg

have genus g and are maximal; the curves D′
g have genus g and satisfy #D′

g(F2) = N2(g)− 1.

the covering, the number #S of totally split places, the number #T of totally ramified places,
and the number #R of partially ramified places. In some cases we obtained the same values
of g and N by applying our algorithm to different base curves; in these cases, we only make
one entry in our table, corresponding to the construction using the base curve with the smallest
genus. Finally, we mention that the average bound on the degree of the possible conductors we
have tested was 14.

For each row of Table II.2, let Cg denote the covering curve of genus g corresponding to
that row. We present explicit equations for each Cg below; these are equations for the Cg as
coverings of their base curves, so the equations for the base curves (given in Table II.1) are left
unstated here. We have attempted to present the equations so that the structure of each cover as
a tower of Artin-Schreier covers is clear.

C14 :
{

0 = (x7 + x3 + 1)(z2 + z)
+ y3 + (x4 + x)y2 + (x4 + x2 + 1)y + (x8 + x6 + x5 + x4)

C17 :


0 = z2 + x2z

+ x(x+ 1)(x3 + x2 + 1)y + x2(x+ 1)2(x4 + x3 + x2 + x+ 1)
0 = w2 + xw + x(x+ 1)(x2 + x+ 1)y + x2(x+ 1)
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Oesterlé Base Galois
g N bound curve Conductor f group G #S #T #R
14 16 16 D4 2P7 Z/2Z 16 0 0
17 18 18 D2 4P1 + 6P1 Z/2Z⊕ Z/2Z 16 2 0
24 23 23 D′

4 2P1 + 4P1 + 2P2 Z/2Z⊕ Z/2Z 20 1 2
29 26 27 D4 4P1 + 8P1 Z/2Z⊕ Z/2Z 24 2 0
41 34 35 D′

3 4P1 + 4P1 Z/2Z⊕ Z/4Z 32 2 0
45 34 37 D2 4P1 + 8P1 Z/2Z⊕ Z/4Z 32 2 0
46 35 38 D3 3P1 + 8P1 Z/2Z⊕ Z/4Z 32 1 2

Table II.2: New results over F2. For each genus g in the leftmost column, we give the largest
number N for which we have constructed a genus-g curve over F2 having N rational points.
The meaning of the other columns is explained in the text.

C24 :



0 = z2 + x2(x+ 1)z
+ x(x3 + x2 + 1)y3 + x3(x+ 1)4y2 + x2(x4 + x3 + 1)y
+ x(x+ 1)(x7 + x6 + x3 + x2 + 1)

0 = w2 + x2w

+ x(x+ 1)y3 + x3(x+ 1)2y2 + x2(x+ 1)2y + x(x+ 1)(x2 + x+ 1)

C29 :



0 = z2 + x2(x+ 1)4z

+ (x+ 1)(x6 + x5 + x4 + x3 + 1)y3

+ x(x+ 1)3(x5 + x4 + x3 + x2 + 1)y2 + (x+ 1)2(x6 + x2 + 1)y
+ x2(x+ 1)3(x5 + x4 + x3 + x2 + 1)

0 = w2 + x2(x+ 1)5w

+ (x+ 1)(x9 + x8 + x5 + x4 + 1)y3

+ x(x+ 1)3(x9 + x8 + x6 + x5 + x4 + x2 + 1)y2

+ (x+ 1)2(x9 + x8 + x3 + x2 + 1)y
+ x2(x+ 1)3(x11 + x9 + x8 + x6 + x5 + x4 + x3 + x2 + 1)

C41 :



0 = z2 +
[
x6(x2 + x+ 1)y3 + x7(x4 + x3 + x2 + x+ 1)y2

+ x6(x+ 1)(x2 + x+ 1)y + x10(x+ 1)4]z
+ x(x+ 1)7(x13 + x12 + x11 + x9 + x6 + x4 + 1)y3

+ x2(x+ 1)3(x17 + x15 + x12 + x11 + x9 + x3 + 1)y2

+ x(x+ 1)6(x17 + x15 + x14 + x13 + x4 + x2 + 1)y
+ x5(x+ 1)4(x17 + x16 + x12 + x11 + x6 + x3 + 1)

0 = v2 + x7v + xz

0 = w2 + x2w + xy2 + x2y
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C45 :


0 = z2 + (x+ 1)2(xy + 1)z

+ x2(x13 + x11 + x9 + x+ 1)y + x9(x8 + x6 + x4 + x3 + x2 + x+ 1)
0 = v2 + (x+ 1)2v + x(x+ 1)z + x7(x4 + x+ 1)
0 = w2 + (x+ 1)2w + (x+ 1)(x5 + x2 + x)y + (x+ 1)(x8 + x5 + x4)

C46 :



0 = z2 +
[
(x+ 1)y2 + (x3 + x2 + 1)y + (x4 + x3 + x2 + x+ 1)

]
z

+ (x+ 1)2(x11 + x8 + x6 + x+ 1)y2 + (x+ 1)6(x9 + x2 + 1)y
+ x7(x+ 1)2(x7 + x5 + x4 + x3 + 1)

0 = v2 + v + x(x+ 1)z + x5(x+ 1)
0 = w2 + w + xy2 + x2(x3 + x2 + 1)y

Remark 5.1. After the article [DF13] was written, a preprint now published of Karl Rökaeus
appeared in which he undertakes similar computations over the finite fields of size 2, 3, 4, and 5
[Rök13]. Over F2 he recovers our genus-17 record, and he improves our genus-45 bound to 36
points. (He obtains the record-setting genus-45 curve as an abelian cover of a genus-2 curve D
with #D(F2) = N2(2)− 2.) In private communication, Rökaeus indicated that he also found a
genus-46 curve over F2 with 36 points.

Remark 5.2. As mentioned above, we have restricted our search to curves over the field F2.
However, our code works over other fields as well, and while we were testing it we found a
curve of genus 11 over F3 with 21 rational points (the Oesterlé bound in this case is 22). This
curve is a cover of degree 2 of the maximal curve of genus 4 defined by

C : y4 − y2 + x6 + x4 + x2 = 0.

With notation as above, the conductor of the cover is of the form P1 + P1 + P1 + P5, and we
have #S = 9, #R = 3, and #T = 0. The resulting cover C ′ is given by the equation

z2 = −(x5 + x4 + x3 − x2 + x− 1) · (y + x2 + x) · (y2 + (−x+ 1)y + x3 − x2 − x+ 1)

·
(
(x7 + x6 + x5 − x3 − 1)y3 + (−x8 + x6 + x5 − x4 − x3 − x)y2

+ (−x10 − x9 − x8 + x5 + x4 + x3 − x2 + 1)y

− x12 − x9 − x8 + x6 + x4 + x
)
.



III

QUATERNION ALGEBRAS

In this chapter we gather the information on quaternion algebras we will need in our study of
Shimura curves in the next chapter. Almost all we are going to say, together with proofs, can be
found in Vignéras [Vig80]. See also the forthcoming book of Voight [Voi], or Sijsling [Sij10]
for a summary.

1 Quaternion algebras over a field

Definition. An algebraB over a ringR is a ring with a structure ofR-module and an embedding
of R in the center of B such that we can identify R with its image in B. The algebra B is simple
if the only two-sided ideals of B are B and {0}, and B is central if R is the center of B. A
quaternion algebra B over a field F is a central simple algebra of dimension 4 over F .

A quaternion algebra comes naturally equipped with an F -endomorphism x 7→ x̄ which is
an involution, and two maps nrd, trd : B → B defined by

nrd : x 7→ xx̄

and
trd : x 7→ x+ x̄,

which are called the reduced norm and reduced trace respectively. The reduced norm induces
a group homomorphism B× → F×, and the reduced trace is an F -linear map inducing a non-
degenerate pairing (x, y) 7→ trd(xȳ) on B. The Skolem-Noether theorem implies that every
F -automorphism of B is an inner automorphism.

One verifies easily for all x ∈ B that

x2 − trd(x)x+ nrd(x) = 0,

so any x /∈ F generates a commutative algebra F [x] of dimension 2 over F for which the
involution and identity maps are the only F -automorphisms.

The invertible elements of B are exactly those of nonzero norm, since xx̄ = nrd(x) implies
x−1 = x̄ · nrd(x)−1 when nrd(x) ̸= 0. Also, the group of commutators of B× is exactly the
subgroup B1 of elements of B× of reduced norm 1.

Example 1.1. In some cases we have a very explicit description of B:

40
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a) If B is not a division algebra, then B is isomorphic to the matrix algebra M2(F ). In this case
the involution is (

a b
c d

)
7→
(
d −c
−b a

)
,

so nrd and trd are the usual determinant and trace on M2(F ). The group of invertible elements
of M2(F ) is GL2(F ), and the group of commutators is SL2(F ).

b) When char(k) ̸= 2, there exist a, b ∈ F such that B is isomorphic to the quaternion algebra(
a,b
F

)
, with basis {1, i, j, ij} satisfying

i2 = a, j2 = b, ji = −ij.

The involution on
(
a,b
F

)
is defined by

x+ yi+ zj + wij 7→ x− yi− zj − wij,

so nrd(x + yi + zj + wij) = x2 − ay2 − bz2 + abw2 and trd(x + yi + zj + wij) = 2x. In
particular, if a = b = −1 and F = R, we obtain the algebra H of Hamilton quaternions, which
up to R-isomorphism is the unique division algebra of finite dimension over R.

Note that for any field injection F ⊆ K, there is an isomorphism(
a, b

F

)
⊗F K ∼=

(
a, b

K

)
.

We call a field extension K/F a splitting field for B, and say that B is split by K, if

B ⊗F K ∼= M2(K).

The separable closure F s of F is a splitting field of B, so in particular when F is separably
closed (e.g. when F = C), then B ∼= M2(F ).

Definition. Assume that char(F ) ̸= 2, and let a, b ∈ F×. The Hilbert symbol of a and b,
denoted by (a, b)F , is defined to be 1 if ax2 + by2 − z2 = 0 has a nontrivial solution (x, y, z) ∈
P2(F ), and −1 otherwise.

In general, if char(F ) ̸= 2 and B =
(
a,b
F

)
, then B is a matrix algebra if and only if

(a, b)F = 1.

IDEALS AND ORDERS

We now assume that F is either a number field or a nonarchimedean local field, and let ZF be
the ring of integers of F .

Definition. A lattice of B is a finitely generated ZF -submodule of B. A full lattice I of B is a
lattice such that I ⊗ZF

F = B.
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An element b ∈ B is integral over ZF if ZF [b] is a lattice, which is the case if and only
if nrd(b) and trd(b) belong to ZF . A ring R is integral over ZF if all the elements of R are
integral over ZF . The set of integral elements of B does not form a ring, so there is no canonical
notion of a ‘ring of integers’.

Definition. An order O of B is a full lattice which is also a ring.

In particular O is integral over ZF and satisfies O ⊗ F = B. Every order is contained
in some maximal order (for the inclusion), and we call the intersection of two (not necessarily
distinct) maximal orders of B an Eichler order. In particular, every maximal order is an Eichler
order.

The left order of a full lattice I is the set

Oℓ(I) = {b ∈ B : bI ⊆ I},

and one can define the right order Or(I) similarly. If O is an order, a full lattice I is called a
left O-ideal (respectively a right O-ideal) if Oℓ(I) = O (respectively Or(I) = O).

A left or right O-ideal I is called integral if I ⊆ O, two-sided if it is both a left and right
O-ideal, and principal if there exists an element b ∈ B such that I = Ob = bO. We set

I−1 = {b ∈ B : bIb ⊆ I},

and say that I is invertible if
II−1 = I−1I = O.

We define the reduced norm nrd(I) of an ideal I to be the ZF -ideal of B generated by the
reduced norm of the elements of I . In particular, the reduced norm of an integral O-ideal is an
integral ZF -ideal. Note that an element x of O is a unit in O× if and only if nrd(x) is a unit in
Z×
F , so

nrd−1(Z×
F ) ∩ O = O×.

Two right O-ideals I and I ′ are left-equivalent if there exists x ∈ B× such that I = xI ′.
The left classes of an order O are the classes Picℓ(O) of invertible right O-ideals which are
left-equivalent, and we can define similarly the right classes Picr(O) of O. The map I → I−1

induces a bijection between Picℓ(O) and Picr(O), so since the quantity

h(O) = #Picℓ(O) = #Picr(O)

is finite, we call h(O) the class number of O.

The different D(O) of an order O is the integral two-sided O-ideal defined to be the inverse
of the two-sided O-ideal

C = {x ∈ B : trd(xO) ⊆ ZF }.

The (integral) ideal d(O) = nrd(D) is called the reduced discriminant of O. An inclusion of
orders O ⊆ O′ implies an inclusion of discriminants d(O) ⊆ d(O′), with equality if and only if
O = O′.
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Example 1.2. The order M2(ZF ) in M2(F ) is maximal because it has discriminant ZF .

Let K be a quadratic extension of F and R a ZF -order in K. A map f : K → B is an
embedding if f is a morphism of F -algebras, and f is optimal relative to R and O if

f(K) ∩ O = f(R).

Note that f is determined by its restriction to R, so one also speaks of optimal embedding of R
intoO. Denote by m(R,O) the number of classes of optimal embeddings f : R→ O under the
equivalence relation: f is equivalent to K : R→ O if and only if there exists x ∈ O× such that
f(y) = x−1f(y)x for all y ∈ R.

2 Quaternion algebras over local fields

The arithmetic of quaternion algebras over local fields is simpler than for general fields. For
instance, if F ̸= C, then up to F -isomorphism there is only one division quaternion algebra
over F (e.g. the Hamilton quaternions in the case F = R). Let Bp be a quaternion algebra over
a non-archimedean local field Fp, and let ZF,p be the ring of integers of Fp, with uniformizer πp.
We have nrd(B×

p ) = F×
p , but in general the arithmetic of Bp is very different depending on

whether Bp is a matrix or division algebra. We begin with this latter case.

Bp IS A DIVISION ALGEBRA

Let Bp be a division algebra over Fp. A finite separable extension Kp/Fp splits Bp if and only
if the degree [Kp : Fp] is even. In particular a separable quadratic extension Kp of Fp splits Bp,
and furthermore Kp then embeds in Bp.

Let vp : Fp → Z ∪ {∞} be a discrete valuation of Fp, normalized so that vp(F×
p ) = Z. The

map
vBp = vp ◦ nrd : Bp → Z ∪ {∞}

is a discrete valuation of Bp. The set

OBp = {x ∈ Bp : vp(x) > 0}

is the unique maximal order of Bp, with unique maximal two-sided OBp-ideal

P = {x ∈ B×
p : vBp(x) > 0}

such that P 2 = πpOBp = OBpπp. For this reason, we say that Bp is ramified. Left or right
OBp-ideals are in fact two-sided and of the form Pn for some n ∈ Z. The discriminant of OBp

is
d(OBp) = nrd(P ) = πpZF,p.
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Bp IS THE MATRIX ALGEBRA M2(Fp)

Suppose Bp
∼= M2(Fp). Then every maximal order of Bp is conjugate to M2(ZF,p). The

unique prime M2(ZF,p)-ideal P of Bp is πpM2(ZF,p), so the two-sided M2(ZF,p)-ideals of Bp

are generated by P . In contrast with the case when Bp is a division algebra, we say that Bp is
split or unramified. This also explains the terminology of splitting fieldKp forBp as a field such
that Bp ⊗Fp Kp is split.

Theorem 2.1. The right integral M2(ZF,p)-ideals of Bp are the distinct ideals(
πℓp r

0 πmp

)
M2(ZF,p) ⊂ M2(ZF,p),

where ℓ and m are non-negative integers and r runs through a system of representatives of
ZF,p/πmp ZF,p.

From Theorem III.2.1, we see that the number of right (or left) M2(ZF,p)-ideals of Bp of
reduced norm πdpZF,p for d > 0 is equal to

∑d
i=0 N(πp)i, where N(πp) is the cardinality of

Fp = ZF,p/πpZF,p. This formula will be useful later when we compute the degree of Hecke
operators, see (IV.9).

Recall that an Eichler orderOp is the intersection of two maximal ideals. In fact, there exists
a unique integer N > 0 such that an Eichler order Op is conjugate in Bp to

O0(πNp ) =
{(

a b
c d

)
∈ M2(ZF,p) : c ∈ πNp ZF,p

}
.

Proposition 2.2. The normalizer of O0(πNp ) in B×
p = GL2(Fp) is

NB×
p

(O0(πNp )) =
⟨
F×
p O0(πNp ),

(
0 −1
πNp 0

)⟩
.

3 Quaternion algebras over number fields

We now assume that F is a number field. We denote a place of F by v, or p if it corresponds to
a non-archimedean prime of ZF .

We say that a place v of F is ramified in B if Bv = B ⊗ Fv is ramified. If Bv ∼= M2(Fv),
we say that B is split or unramified at v. Therefore B ∼=

(
a,b
F

)
is ramified at v if and only if the

Hilbert symbol (a, b)v = (a, b)Fv at v is equal to −1.

The following theorem is fundamental and classifies quaternion algebras over a global field,
see Vignéras [Vig80, § III.3] for a proof.
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Theorem 3.1 (Classification theorem). The number of ramified places of B is finite and of
even cardinality. Conversely, for any finite set S of places of F such that #S is even, there exists
a quaternion algebra B over F such that S is exactly the set of places of F which ramify in
B. Two quaternion algebras B and B′ are isomorphic if and only they are ramified at the same
places.

As a consequence of this result, we obtain the product formula∏
v

(a, b)v = 1

for the Hilbert symbol.

Definition. We call the product D(B) of the finite primes of F which ramify in B the discrim-
inant of B.

A consequence of Theorem III.3.1 is that B is split if and only if Bv is split for all places of
F (finite and infinite). The first of the following local-global theorems is a generalization of this
result.

Theorem 3.2.

i) HASSE-MINKOWSKI THEOREM

A quadratic form has a zero over F if and only if it has a zero over Fv for all places v of F .

ii) NORM THEOREM IN QUADRATIC EXTENSIONS

Let K/F be a quadratic extension of number fields. An element of F× belongs to the norm
group NK/F (K) if and only if it belongs to the local norm groups NKw/Fv

(Kw) for every place
v of F and every extension w of v from F to K.

iii) CHARACTERIZATION OF SPLITTING FIELDS

A finite extension of fields K/F splits B if and only if Kw splits Bv for every place v of F and
every extension w of v from F to K.

iv) CHARACTERIZATION OF QUADRATIC SUB-EXTENSIONS

A quadratic extension K of F can be embedded in B if and only if Kv is a field for every place
v which ramifies in B.

PROOF. See Vignéras [Vig80, § III.3]. �

Let F (+) be the subgroup of F× of elements that are positive at every real place of F
ramified in B. Eichler proved the following result.

Theorem 3.3 (Eichler norm theorem). We have

nrd(B×) = F (+).

PROOF. See Vignéras [Vig80, Théo. III.4.1]. �
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STRONG APPROXIMATION THEOREM

We now consider adelizations of our objects. We have that F and F× have discrete images in B̂
and B̂× respectively, and that there is a product formula

∏
v |x|v = 1 for x ∈ F×.

For every prime p of F , one can extend the reduced norm to get a local map nrdp : Bp → Fp.
This map is continuous by definition, and taking the product of the local norm maps gives rise
to an adelic reduced norm map nrd : B̂ → F̂ which is thus also continuous. Let

B̂1 = {b̂ ∈ B̂× : nrd(b̂) = 1}.

Definition. We say that B satisfies the Eichler condition if the set of archimedean places of B
contains at least one unramified place.

Theorem 3.4 (Strong approximation theorem). If B satisfies the Eichler condition, then B1

is dense in B̂1.

PROOF. See Vignéras [Vig80, Théo. III.4.3] or Voight [Voi, Theo. 2.11]. �

Eichler used Theorem III.3.4 to prove the following result.

Corollary 3.5 (Eichler). Assume that B satisfies the Eichler condition. Then if O is an Eichler
order, a left O-ideal is principal if and only if its reduced norm is a principal ideal.

As can be seen from Theorem III.3.4, the arithmetic of B is greatly influenced by the fact
that B satisfies the Eichler condition or not. When F is totally real, we distinguish the two
situations and say that B is indefinite if B satisfies the Eichler condition and definite otherwise.
If all the archimedean places of F are unramified in B, we say that B is totally indefinite.

LOCAL-GLOBAL DICTIONARY

The map
I 7→ Î =

∏
p

Ip

induces a bijection from the set of ZF -lattices in B to the set of ẐF -lattices in B̂, with inverse
Î 7→ Î ∩ B. By restriction, it also induces a bijection between the set of ideals (respectively,
orders) of B and the set of ideals (respectively, orders) of B̂. If I and J are two lattices (for
instance ideals or orders) such that I ⊆ J , then there is a group isomorphism I/J ∼= Î/Ĵ .

Many global properties of lattices can be checked locally thanks to this bijection. For in-
stance, being a maximal or an Eichler order, or an integral or two-sided ideal, are all local
properties. Also, the completion at a prime p of the left (or right) order of an ideal I is the left
(or right) order of Ip, and the same is true for the norm of an ideal or the reduced discriminant of
an order. In particular, an order of B is maximal if and only if its reduced discriminant is equal
to D(B).
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The level of an Eichler orderO is the integral ideal N =
∏

p p
Np , whereNp is the level of the

local Eichler orderOp at p. We sometimes use the notationO0(N) for an Eichler order, to make
the level explicit. The level N ofO is prime to the discriminant D of B, andO has discriminant
DN

Remark 3.6. If we take B = M2(Q) and N = NZ for a positive integer N , then the classical
congruence subgroup

Γ0(N) =
{(

a b
c d

)
∈ SL2(Z) : c ∈ NZ

}
⊂ B

is an Eichler order of level N .

The use of adeles allows us to obtain a nice description of several objects.

Proposition 3.7.

i) The right locally principal O-ideals are in bijection with the set B̂×/Ô×: to the idele (xp)p
one associates the O-ideal I such that Ip = xpOp.

ii) The set of locally principal two-sided O-ideals are thus in bijection with NB×(Ô×)/Ô×,
and Picr(O) is in bijection with B×\B̂×/Ô×.

The number of left (or right) classes of an order O is finite, and thus so is the number of
two-sided classes, because it is bounded by the former quantity. WhenO is an Eichler order, we
can be more precise if we assume that the Eichler condition is satisfied, as in the next section.

B SATISFIES THE EICHLER CONDITION

From now on we assume that B satisfies the Eichler condition. Let O be an Eichler order and
consider the subgroup Ô× of B̂×; it is compact and open [Sij10, p. 25]. The reduced norm is
open, thus in particular nrd(Ô×) is open in F̂×. Let

ZF,(+) = ZF ∩ F (+).

As in Vignéras [Vig80, Prop. III.5.8], we have

nrd(O×) = nrd(Ô× ∩B×) = nrd(Ô×) ∩ ZF,(+).

The local description of O of § III.2 shows that

nrd(Ô×) = Ẑ×
F ,

hence
nrd(O×) = nrd(Ô×) ∩ ZF,(+) = Ẑ×

F ∩ ZF,(+) = Z×
F,(+). (III.1)
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CLASS GROUPS

By Proposition III.3.7 ii), we have a group isomorphism

Picr(O) = B×\B̂×/Ô×.

Let
F+ = {x ∈ F : ι(x) > 0 for every real place ι : F ↩→ R}

be the group of totally positive elements of F . We define ZF,+ = ZF ∩ F+, and

B+ = {x ∈ B : nrd(x) ∈ F+}.

The following group will naturally appear in the next chapter

Pic+
r (O) = B+\B̂×/Ô×.

Let now
Cl(+)(F ) = {Ideals of F}/{xZF : x ∈ F (+)}

be the restricted class group of F , and let

h(+)(F ) = #Cl(+)(F )

be the restricted class number of F , relative to B. Let Cl+(F ) be the narrow class group of F .
We have an isomorphism

F+\F̂×/Ẑ×
F

∼=−→ Cl∞(F )

As a consequence of the strong approximation theorem, we have the following theorem.

Theorem 3.8. The reduced norm map induces bijections of finite sets

nrd : Picr(O) ∼→ Cl(+)(F )

and
nrd : Pic+

r (O) ∼→ Cl∞(F ).

PROOF. See Vignéras [Vig80, p. 89]. �

Corollary 3.9. The class number h(O) of O is equal to h(+)(F ).

EMBEDDING NUMBERS

A quadratic order R is a finitely generated ZF -module which is also a ring whose field of
fractions is a quadratic extension K of F . Let R be a quadratic order in B and let h(R) be the
class number of R. The number of optimal embeddings of R in an Eichler order O of given
level N is independent of O and equal to the product

m(R,O) = h(R)
h(+)(F )

∏
p

m(Rp,Op)
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(see Vignéras [Vig80, Prop. III.5.16]).
Let mp(R,O) = m(Rp,Op). We can give explicit formulas for the local embedding num-

bers mp(R,O), but we first need to look at the arithmetic of quadratic orders. Let FR be the
conductor of R in ZK , that is

FR = {x ∈ ZK : xZK ⊆ R}.

We set fR = FR ∩ ZF and by abuse of terminology we also call fR the conductor of R.
The relative discriminant dR of R over ZF is by definition the ideal of ZF generated by the

discriminants of all x ∈ R. By [Shi10, pp. 213-214], we have the relation

dR = f2RdK/F . (III.2)

Also note that an inclusion of orders R ⊆ R′ implies the divisibility condition f(R′) | f(R) on
their conductors.

Proposition 3.10. We can write

R = ZF + FR = ZF + fRZK .

PROOF. This result is local in nature, so we assume that F is a nonarchimedean local field
and let ZF be its ring of integers. The ring ZF is principal, so by the corollary to Theorem 1
in [Sam70, §2.7], the ZF -module ZK is free of rank 2. Therefore we see that ZK = ZF [α] =
ZF +ZFα for an element α ∈ ZK . It is immediate that fR = {x ∈ ZF : xα ∈ R}. If a+bα ∈ R
with a and b in ZF , then b ∈ fR, so we can write R = ZF + fRα = ZF + fαZF = ZF + fZK ,
where f ∈ ZF is such that fR = fZF . �

From Proposition III.3.10, a quadratic order R is uniquely determined by fR, and conversely, for
every ideal a of ZF , the ring ZF + aZK is an order in K of conductor aZK . We denote it Ra.

We define the Artin symbol
(
K
p

)
at a place p of F by

(
K

p

)
=


−1 if p is inert in K,
0 if p is ramified in K,
1 if p is split in K.

Theorem 3.11. Let y be an integral element of B \ F with minimal polynomial P (X) = X2 −
tX + n ∈ ZF [X] over F . Let R0 be the order ZF [y] ⊂ B, with conductor fR0 , and let K ⊂ B
be the fraction field ofR0. LetR ⊂ K be another ZF -order ofK containingR0, with conductor
fR. For a prime q of F , the number mq(R,O) takes the following values:

a) If q - DN, then mq(R,O) = 1.

b) If q | D, then mq(R,O) =

0, if q | fR,
1−

(
K
q

)
, otherwise.
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c) Let e = vq(N), and let ρ = vq(fR0)− vq(fR). For every integer s > 0, define the set

E(s) = {x ∈ ZF,q/(πq)s+2ρ : P (x) ≡ 0 mod (πq)s+2ρ, 2x ≡ t mod (πq)ρ}.

Then

mq(R,O) =
{

#E(e), if e = 0 or vq(t2 − 4n) = 2ρ
#E(e) + #Im

(
E(e+ 1)→ ZF,q/(πq)e+2ρ) , otherwise.

PROOF. This result comes from Hijikata [Hij74, Theo. 2.3 and § 2.8]. See also Vignéras [Vig80,
§ II.3] (but note that there are a few typos). �

Remark 3.12. With the notations of the theorem, [Neu99, §III.2] and [Sam70, §2.7] imply that
dR0 = (t2 − 4n), so together with (III.2) we obtain

vq(t2 − 4n)− 2ρ = vq

(
f2R
f2R0

dR0

)
= vq(f2RdK/F ) = vq(dR).

In the case whenB does not satisfy the Eichler condition, the local formulas remain true, but
the number of optimal global embeddings is not necessarily equal to the product of the numbers
of optimal local embeddings at every prime, up to a quotient of class numbers.

Now we look at the relation between h(R) and h(K).

Proposition 3.13. The class numbers of an order R of conductor f in K and its integral closure
ZK are related as follows:

h(R) = h(K)
[Z×
K : R×]

N(f)
∏
p|f

(
1−

(
K

p

) 1
Np

)
,

PROOF. From [Neu99, Theo. 12.12], we know that

h(R) = h(K)
[Z×
K : R×]

#(ZK/F)×

#(R/F)× .

First note that we have group isomorphisms

R/F ∼= (ZF + F)/F ∼= ZF /f,

so #(R/F)× = #(ZF /f)×. By the Chinese Remainder Theorem, we obtain

#(ZF /f)× = NF (f)
∏
p|f

(
1− 1

NF (p)

)
.

From the ramification behavior in K/F , it is clear that we can write∏
q|F

(
1− 1

NK(q)

)
=
∏
p|f

(
1− 1

NF (p)

)(
1−

(
K

p

) 1
NF (p)

)

and that N(F) = N(f)2, so we obtain our result. �
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NORMALIZERS

Let O be an Eichler order of level N in B with reduced discriminant d = DN. Recall that B
satisfies the Eichler condition. For an ideal a of ZF dividing d, we write a || d if a and d/a are
coprime and call a a unitary divisor of d. The set

{a || d : [a] ∈ Cl(F )2}

of unitary divisors of d(O) which are squares in Cl(F ) can be given the structure of an elemen-
tary abelian 2-group by considering it as a subgroup of

⊕
pe||d Z/2Z.

We abbreviate N(O) = NB×(O). The set

W (O) = N(O)/(F×O×)

is a group because O× is a normal subgroup of N(O).

Proposition 3.14. The reduced norm induces an isomorphism of elementary abelian 2-groups:

W (O) ∼= {a || d(O) : [a] ∈ Cl(F )2} × Cl(F )[2].

PROOF. We reproduce the proof of Doyle, Linowitz and Voight [DLV, Prop. 1.13] for the con-
venience of the reader. Let α ∈ N(O), we have that OαO = cJ , where c is a fractional of
ZF and J is a two-sided O-ideal such that nrd(J) = a || d [KV10, §3]. By the Eichler norm
theorem (Theorem III.3.3), we have nrd(α) = c2a = aZF for an element a ∈ F (+) ⊂ F×. The
reduced norm thus induces a homomorphism

N(O) → {a || d(O) : [a] ∈ Cl(F )2} (III.3)

whose kernel contains O×. This map is surjective, since if a || d is such that [a] ∈ Cl(F )2 then
there exists a fractional ideal c satisfying [c2] = [a−1] in Cl(F ). Let [O,O] be the group of
commutators ofO. The two-sided ideal cJ with J = [O,O] + aO satisfies [nrd(cJ)] = [c2a] =
[1] in Cl(F ), therefore by Theorem III.3.8 there exists α ∈ O× ⊂ N(O) such that OαO = cJ .
The kernel H of (III.3) is generated by the α ∈ N(O) such that OαO = cO with [c2] = [(1)] in
Cl(F ), and the image of F× is the subgroup of principal ideals of ZF . We therefore obtain two
exact sequences

1 → H/F× → N(O)/F× → {a || d(O) : [a] ∈ Cl(F )2} → 1

and

1 → O×/(O× ∩ F×) → H/F× → Cl(F )[2] → 1

induced by α 7→ a and α 7→ c respectively, from which we deduce the result. �
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CLASS NUMBER FORMULA

Suppose now that F is totally real of degree d over Q and that the quaternion algebra B is
definite, with discriminant D. Thus the discriminant dF of F is positive.

Let
Φ(D) = #(ZF /D)× = N(D)

∏
p|D

(
1− 1

N(p)

)
and

Ψ(N) = N(N)
∏
p|N

(
1 + 1

N(p)

)
.

Theorem 3.15 (Class number formula). The number of left (or right) classes of an Eichler
order O of level N is equal to

h(O) = 21−d|ζF (−1)|h(F )Φ(D)Ψ(N) + 1
2
∑
R

([R× : Z×
F ]− 1) h(R)

[R× : Z×
F ]
∏
q

mq(R,O),

where R runs through the quadratic orders of B.

PROOF. See Vignéras [Vig80, §V.2]. �

By the Klingen-Siegel theorem, if F is a totally real number field, then ζF (−1) is a rational
number, which by the functional equation of the Dedekind zeta function is equal to

ζF (−1) = d
3/2
F (−2π2)−dζF (2).

Since ζF (2) is positive, we obtain

|ζF (−1)| = d
3/2
F (2π2)−dζF (2).

Therefore h(O) is also equal to

2
(2π)d

d
3/2
F ζF (2)h(F )Φ(D)Ψ(N) + 1

2
∑
R

([R× : Z×
F ]− 1) h(R)

[R× : Z×
F ]
∏
q

mq(R,O). (III.4)

4 Arithmetic groups

We now turn to geometric applications of the theory described in the preceding sections.

Definition. A subgroup Γ of GL+
2 (R) (or PGL+

2 (R)) is a Fuchsian group if Γ is discrete, and
of the first kind if the quotient Γ\H has finite volume.

We will study a particular class of subgroups of GL+
2 (R). Let B be a quaternion algebra

over a number field F admitting a real embedding ι : F ↩→ R at which B is split. Let O(1) be
a maximal order of B and consider the group

ΓB(1) = ι ({b ∈ O(1) : nrd(b) is totally positive}) .
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Theorem 4.1. The group ΓB(1) is a Fuchsian group if and only if F is a totally real number
field and there is exactly one (real) infinite place at which B is split. Furthermore, the quotient
Γ\H is compact if and only if B is a division algebra.

PROOF. This comes from results of Weil, see Weil [Wei60] and Milne [Mil05, Theo. 3.3]. �

Therefore when B = M2(Q) it is necessary to compactify the quotients Γ\H. We consider
instead quotients of

H∗ = H ∪ P1(Q),

where P1(Q) is the set of cusps of Γ. We denote byX(Γ) the compactification of Y (Γ) = Γ\H.
Recall that two groups G and G′ are commensurable if G ∩ G′ has finite index in both G

and G′.

Definition. A subgroup of GL+
2 (R) is arithmetic if it is commensurable with ΓB(1) for a quater-

nion algebra B over a totally real number field F such that B is unramified at exactly one real
place. A Shimura curve is a quotient of the form Y (Γ) = Γ\H for an arithmetic Fuchsian group
Γ ⊂ GL+

2 (R).

By classical theory of Riemann surfaces (e.g. Katok [Kat92]), the quotient of the Poincaré
upper half-plane by an arithmetic Fuchsian group can be given the structure of a connected
Riemann surface and of a nonsingular and irreducible complex algebraic curve, which is pro-
jective when the quotient is compact. Therefore a Shimura curve is naturally an irreducible and
nonsingular complex algebraic curve.

Definition. An elliptic point of order q (respectively, a parabolic point) for Γ is a fixed point of
an elliptic matrix of order q (respectively, a parabolic matrix). A conjugacy class of elliptic (re-
spectively parabolic) points of order q under Γ is called an elliptic cycle of order q (respectively
a parabolic cycle).

The number of elliptic cycles of order q (respectively of parabolic cycles) for Γ is de-
noted by eq(Γ) (respectively e∞(Γ)). Note that e∞(Γ) = 0 if Y (Γ) = Γ\H is compact (see
Shimura [Shi71, Prop. 1.33]).

Let vol be the volume with respect to the hyperbolic measure (dx2 + dy2)/y2 on H. By
[Shi71, Theo. 2.20], we have the following formula.1

Theorem 4.2. Let Γ ⊂ GL+
2 (R) be a Fuchsian group of the first kind. The genus g of the

Shimura curve Y (Γ) = Γ\H verifies

2g − 2 = 1
2π

vol(Y (Γ))−
∑
q

eq(Γ)
(

1− 1
q

)
− e∞(Γ). (III.5)

1Shimura states his theorem for a subgroup Γ ⊂ SL2(R), but his proof works for the more general case of a
subgroup of GL+

2 (R).



IV

SHIMURA CURVES OVER FINITE

FIELDS

The objective of this chapter is to use the theory of quaternion algebras developed in the previous
chapter to study the arithmetic of Shimura curves, with an emphasis on finite fields. The modular
curvesX0(N) are known to give examples of asymptotically optimal sequences of curves which
naturally form optimal recursive towers over finite fields, and our goal in this chapter is to look
at what happens for the Shimura curves which are the natural generalizations of modular curves.
We introduce the necessary background on Shimura curves and modular forms in the first two
sections, before presenting our results on the arithmetic of Shimura curves over finite fields in
the subsequent sections.

1 Shimura curves

In this section we introduce our main object of study from both a classical and adelic perspective.
Let F be a totally real number field of degree d and absolute discriminant dF . Let ι1, . . . , ιd be
the real embeddings of F . We consider a quaternion algebra B over F unramified at ι1 and
ramified at the other real places.

Let N be a nonzero integral ideal of ZF prime to the discriminant D of B, and letO0(N) be
an Eichler order of level N. Consider the group

O1
0(N) = {γ ∈ O0(N) : nrd(γ) = 1}.

The image group
Γ1

0(N) = ι1(O1
0(N)) ⊂ GL+

2 (R)

is an arithmetic Fuchsian group (see § III.4). The quotient

Y 1
0 (N) = Y (Γ1

0(N)) = Γ1
0(N)\H

can be given the structure of a Riemann surface which depends only on ι1 and O0(N), up to
isomorphism. Hence Y 1

0 (N) is an irreducible and non-singular complex algebraic curve, whose
projective closure is denoted X1

0 (N) = X(Γ1
0(N)).

54
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We now define Shimura curves from an adelic perspective, as it is more adapted to the local-
global principle appearing in the study of quaternion algebras. LetH± = C \R be the union of
the upper and lower half planes. We define a left action of B× onH± × B̂× by

b(τ, b̂) = (bτ, bb̂),

where b acts on τ as the fractional linear transformation associated to ι1(b).
From now on we setO = O0(N). The group Ô× is compact open and acts onH±× B̂× on

the right by
(τ, b̂)k = (τ, b̂k).

Consider the quotient space

Y (Ô×) = B×\(H± × B̂×)/Ô×.

One can give Y (Ô×) the structure of a Riemann surface as follows. Let b̂ ∈ B̂× be the repre-
sentative of a class [b̂] in Pic+

r (Ô×) = B+\B̂×/Ô×, and set

Γb̂ = ι1(b̂Ô×b̂−1 ∩B+) ⊂ GL+
2 (R).

By Milne [Mil05, Lem. 5.13], the maps

Y (Ô×) → Y (Γb̂)
[τ, b̂] 7→ [τ ]

,

for [b̂] ∈ Pic+
r (Ô×), induce a homeomorphism

Y (Ô×) ∼=
⊔

[b̂]∈Pic+
r (Ô×)

Y (Γb̂). (IV.1)

Every Γb̂ is an arithmetic Fuchsian group [Shi71, Prop. 9.5], and thus each Y (Γb̂) can be given
the structure of a connected Riemann surface, hence an irreducible and non-singular complex
algebraic curve, which is projective when Y (Γb̂) is compact. Therefore (IV.1) provides a natural
way to put on Y (Ô×) the structure of a (possibly disconnected) Riemann surface and also of
a nonsingular complex algebraic curve. We call Y (Ô×) an (adelic) Shimura curve. Note that
Theorem III.3.8 implies that Y (Ô×) is naturally a disjoint union of curves indexed by Cl∞(F ).
LetX(Ô×) be the projective closure of Y (Ô×). By Theorem III.4.1 we haveX(Ô×) = Y (Ô×)
if and only if B ̸= M2(Q).

The group nrd(Ô×) is open in F̂×, so by the Existence Theorem of class field theory (The-
orem II.1.7), Pic+

r (O) is isomorphic to the Galois group of an abelian extension of F , which
is the narrow Hilbert class field F∞ of F . Actually, by the theory of Shimura and Deligne (see
[Shi67], [Del71], [Car86] or [Mil05]), the complex curve Y (Ô×) admits a model Sh(Ô×) over
F , and every connected component admits a model over F∞. Let

O+ = O× ∩B+
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be the set of units x of O with totally positive reduced norm1. We let 1B̂× represent the trivial
class in Pic+

r (Ô×), so

Γ1B̂× = Ô× ∩B+ = O+.

We write

Γ+
0 (N) = ι1(O+)

and

Y +
0 (N) = Y (Γ+

0 (N)),

and let X+
0 (N) denote the projective closure of Y +

0 (N). Let Sh+
0 (N) be the model of Y +

0 (N)
over F∞. The action of Gal(F∞/F ) = Cl∞(F ) on the set of connected components of Sh(Ô×)
is transitive [Sij10, Theo. 3.1.3], so we have the following isomorphism of curves over F∞:

Sh(Ô×)×F F∞ ∼=
⊔

σ∈Gal(F∞/F )
Sh+

0 (N)σ. (IV.2)

The model Sh(Ô×) is connected over F , however it is not geometrically connected in general
as this last isomorphism shows.

By (III.1) the reduced norm induces a surjective map O+ � Z×
F,+, hence a surjective map

O+/Z×
F � Z×

F,+/Z
×
F

2, with kernelO1/(O1∩Z×
F ). By Theorem II.1.4 we have an isomorphism

Z×
F,+/Z

×
F

2 ∼= Cl∞(F )/Cl(F ),

so we see that Y 1
0 (N) is a covering of Y +

0 (N) of degree h∞/h, where h = h(F ) is the class
number of F . When h∞ = h = 1, we have isomorphisms

Y (Ô×)
∼=−→ Y +

0 (N)
∼=−→ Y 1

0 (N).

When h∞ > 1, the curve Y (Ô×) is no longer connected, so we cannot expect to obtain such an
identification anymore. However, by Shimura’s theory [Shi67], Y 1

0 (N) admits a model Sh1
0(N)

over F∞, and F∞ = F when h∞ = 1. But it should be emphasized that the natural way to do
arithmetic with Shimura curves, as will become apparent in the next sections, is with the curve
Y (Ô×), for which Y +

0 (N) inherits many interesting properties as a connected component. The
arithmetic theory developped in the next sections works nicely for the curve Y 1

0 (N) only when
h∞ = h, in which case Y 1

0 (N) ∼= Y +
0 (N). Therefore, at least concerning the arithmetic theory,

the natural analogues of the modular curves X0(N) are not the curves Y 1
0 (N), but the curves

Y +
0 (N).

1Note that this is equivalent to ι1(nrd(x)) > 0, because by the Eichler norm theorem (Theorem III.3.3) the
reduced norm of any element of B× is already positive at any infinite place other than ι1.



2. MODULAR FORMS AND HECKE OPERATORS 57

2 Modular forms and Hecke operators

We now define quaternionic modular forms. For a matrix

γ =
(
a b
c d

)
∈ GL+

2 (R)

and an element τ ∈ H, we set
j(γ, τ) = cτ + d.

Let Γ be a subgroup of ι1(B+) ⊂ GL+
2 (R) with discrete image, and assume that the quotient

Y (Γ) = Γ\H is compact (equivalently, B ̸= M2(Q)), so X(Γ) = Y (Γ). To avoid cusps and
growth conditions in the definition of modular forms, we will restrict our attention to compact
Shimura curves, whence the assumption on Γ (see for instance Shimura [Shi71] for an account
of the theory in the elliptic modular case).

Definition. A function f : H → C is called a quaternionic modular form of weight 2 for Γ if it
is holomorphic and satisfies

f(γτ) = j(γ, τ)2

det(γ)
f(τ)

for every γ ∈ Γ and τ ∈ H. When Γ is Γ1
0(N) or Γ+

0 (N), we say that f has level N.

Because Y (Γ) is compact, there are no cusps and a quaternionic modular form is thus triv-
ially a cusp form. The set of cusp forms of weight 2 for Γ will be denoted S2(Γ). For brevity we
write S+

2 (N) = S2(Γ+
0 (N)) and S1

2(N) = S2(Γ1
0(N)).

There is an isomorphism of complex vector spaces between S2(Γ) and the setH0(Y (Γ),Ω1)
of holomorphic differential 1-forms on the Shimura curve Y (Γ), given by

S2(Γ)
∼=−→ H0(Y (Γ),Ω1)

f 7−→ f(τ)dτ
. (IV.3)

Definition. Let f̂ : H± × B̂× → C be a function that is holomorphic in the first variable and
locally constant in the second variable, and let Ô× be a compact open subgroup of B̂×. The
function f̂ is an adelic quaternionic cusp form of weight 2 and level N if it verifies

f̂(b(τ, b̂)k) = j(b, τ)2

det(b)
f̂(τ, b̂)

for all b ∈ B×, (τ, b̂) ∈ H± × B̂× and k ∈ Ô×, where we consider b as embedded in GL2(R)
by ι1. We denote the space of adelic quaternionic cusp forms of weight 2 and level N by Ŝ2(N).

As in the previous paragraph, the adelic quaternionic cusp forms decompose as a direct sum
of quaternionic cusp forms indexed by Pic+

r (Ô×) (and thus also Cl∞(F )). More precisely, we
have an isomorphism of C-vector spaces

Ŝ2(N) =
⊕

[b̂]∈Pic+
r (Ô×)

S2(Γb̂) (IV.4)
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given by f̂ 7→ (fb̂)b̂, where Γb̂ = b̂Γb̂−1 and fb̂ : H → C is the function defined by

fb̂(τ) = f̂(τ, b̂)

(see Sijsling [Sij10, Prop. 4.1.3]). In the case where h∞ = 1, we thus have an isomorphism

Ŝ2(N) ∼= S+
2 (N) ∼= S1

2(N).

Combining with (IV.1) and (IV.3), we obtain isomorphisms

Ŝ2(N)
∼=−→ H0(X(Ô×),Ω1)

∼=−→
⊕

[b̂]∈Pic+
r (Ô×)

H0(X(Γb̂),Ω
1)

f̂ 7−→ f̂(τ, b̂)dτ 7−→ (fb̂(τ)dτ)[b̂]

(IV.5)

(we have used the fact that the cohomology of a disjoint union of curves is the direct sum of the
cohomologies of the curves).

HECKE OPERATORS

Our goal here, by analogy with the case B = M2(Q), is to define Hecke operators before
studying their arithmetic properties in the next sections. We begin by defining Hecke operators
in the classical setting, then we extend this definition to the adelic setting.

For every α in GL+
2 (R) such that α−1Γα is commensurable with Γ, there exists a positive

integer dα such that we have a finite decomposition (see Miyake [Miy06, Lem. 2.7.1])

ΓαΓ =
dα⊔
ℓ=1

αℓΓ,

with αℓ ∈ GL+
2 (R), and an action on the left [ΓαΓ] : S2(Γ)→ S2(Γ) defined by

([ΓαΓ] · f)(τ) =
dα∑
ℓ=1

det(α−1
ℓ )

j(α−1
ℓ , τ)2 f(α−1

ℓ τ).

The integer dα is called the degree of the operator [ΓαΓ]. These definitions extend linearly to
finite unions of double cosets ΓαΓ.

Remark 2.1. Since Γ acts on H on the left, it would be more natural to decompose ΓαΓ as a
disjoint union

⊔dα
ℓ=1 Γα′

ℓ, and consider the operator [ΓαΓ]∨ defined by

([ΓαΓ]∨ · f)(τ) =
dα∑
ℓ=1

det(α′
ℓ)

j(α′
ℓ, τ)2 f(α′

ℓτ).

However it turns out that it is the operator [ΓαΓ] that one needs to consider in order to get a
satisfying theory in the context of Shimura curves. Both [ΓαΓ] and [ΓαΓ]∨ are related in a nice
geometric way (see (IV.11)).
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One can generalize the above constructions to the adelic setting. Let α̂ ∈ B̂×. Because Ô×

is compact open, α̂−1Ô×α̂ is commensurable with Ô×, hence we have a finite decomposition

Ô×α̂Ô× =
dα̂⊔
ℓ=1

α̂ℓÔ×

(notice that we consider decompositions in right cosets because Ô× acts on the right of H± ×
B̂×). We define an operator [Ô×α̂Ô×] on Ŝ2(N) by

([Ô×α̂Ô×] · f̂)(τ, b̂) =
dα̂∑
ℓ=1

f̂(τ, b̂α̂ℓ),

and define the degree of [Ô×α̂Ô×] by dα̂. To see how this operator is related to the connected
components of X(Ô×), choose a set (ri)i of representatives of Pic+

r (Ô×). For every i there
exist elements bℓ ∈ B+ and kℓ ∈ Ô× such that

riα̂ℓ = bℓrjkℓ ∈ Pic+
r (Ô×). (IV.6)

Note that the integer j does not depend on ℓ, because for two indexes ℓ and ℓ′, there exists
k ∈ Ô× such that α̂ℓ′ = α̂ℓk, so [riα̂ℓ′ ] and [riα̂ℓ] have the same class [rj ] in Pic+(Ô×). To
simplify notation, if f̂ belongs to Ŝ2(N) we write Γi = Γri and f̂i = f̂ri in (IV.1) and (IV.4)
respectively. We thus have:

([Ô×α̂Ô×] · f̂)i(τ) = ([Ô×α̂Ô×] · f̂)(τ, ri)
=

∑
ℓ

f̂(τ, riα̂ℓ)

=
∑
ℓ

f̂(bℓ(b−1
ℓ τ, rjkℓ))

=
∑
ℓ

j(bℓ, b−1
ℓ τ)2

det(bℓ)
f̂(b−1

ℓ τ, rjkℓ) by the transformation properties of f̂

=
∑
ℓ

det(b−1
ℓ )

j(b−1
ℓ , τ)2 fj(b

−1
ℓ τ) by (IV.4).

(IV.7)
Therefore the action of [Ô×α̂Ô×] on Ŝ2(N) permutes the components S2(Γi), by sending a
modular form for Γi to a modular form for Γj , where j is such that [rj ] = [ri][α̂] in Pic+

r (Ô×).
So we see that [Ô×α̂Ô×] induces an operator [Ô×α̂Ô×]i on each S2(Γi) if and only if [α̂] = 0.
In this case we obtain

[Ô×α̂Ô×]i · f̂ = [ΓiγΓi] · f̂i, (IV.8)

where γ ∈ B+ satisfies ΓiγΓi =
⊔
ℓ bℓΓi.

Let n be an integral ideal of ZF prime to D. Consider the set of quaternionic matrices of
determinant generating n̂:

Θ̂(n) = {α̂ ∈ Ô : nrd(α̂)ẐF = n̂}.
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For every p - D we fix a splitting Bp
∼= M2(Fp). As in Miyake [Miy06, Lem. 4.5.2], we have

Θ̂(n) =
⊔

l|m, (l,N)=1
lm=n

Ô×α̂m,lÔ×,

where for two integral ideals l =
∏

pℓp and m =
∏

pmp we define α̂m,l to be the idele whose
p-component is 1 if p | D, and

(α̂m,l)p =
(
π
mp
p 0
0 π

ℓp
p

)
∈ Bp

∼= M2(Fp)

otherwise. Let
T̂(m, l) = [Ô×α̂m,lÔ×],

and define the Hecke operator T̂(n) by the formula

T̂(n) =
∑

l|m, (l,N)=1
lm=n

T(m, l).

In particular, if n = p is prime, we have T̂(p) = T̂(p, 1).

Let M2(ẐF ) ∩ B̂ be the set of matrices γ ∈ M2(ẐF ) such that γp = b̂p ∈ Bp at any prime
p | D. Then equivalently, one has Θ̂(n) =

⊔
α̂∈∆̂0(n) Ô

×α̂Ô×, where

∆̂0(n) =
{(

a b
c d

)
∈ M2(ẐF ) ∩ B̂ : (d,N) = 1, c ∈ N̂, (ad− bc)ẐF = n̂

}
.

This gives rise to a decomposition⊔
α̂∈∆̂0(n)

Ô×α̂Ô× =
⊔

β̂∈∆̂′
0(n)

β̂Ô×,

where ∆̂′
0(n) is the finite set

∆̂′
0(n) =

{(
a b
0 d

)
∈ M2(ẐF ) ∩ B̂ : (d,N) = 1, (ad− bc)ẐF = n̂, b ∈ ẐF /dẐF

}

(see Zhang [Zha01, § 3] or Miyake [Miy06, p. 142]). This way one has an ‘explicit’ description
of T̂(n).

As in Hijikata [Hij74, §5.2-5.3], if [n] = 0 in Cl∞(F ) then the group Θ̂(n) admits a decom-
position as a finite union of double cosets

Θ̂(n) =
⊔
s

Ô×γsÔ×
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with γs ∈ O+, and

Θ+(n) = Θ̂(n) ∩B+ = {x ∈ O+ : nrd(x)ZF = n}

admits a decomposition Θ+(n) =
⊔
sO+γsO+. We can thus define a Hecke operator T(n) on

S2(Γ+
0 (N)) by setting

T(n) =
∑
s

[Γ+
0 (N)γsΓ+

0 (N)].

Let α̂ = γs ∈ O+ for some s. Because [n] = 0 in Cl∞(F ), by Theorem III.3.8 we see that
i = j in (IV.6). Thus we have a well defined operator

[Ô×α̂Ô×]i · fi(τ) = ([Ô×α̂Ô×] · f)i(τ)

on S2(Γi), for every i. If i = j = 1, we can choose r1 = 1 and so we can write α̂ℓ = bℓkℓ.
Therefore we see that Γ+

0 (N)γsΓ+
0 (N) = ι1(Ô×α̂Ô× ∩ B+) =

⊔
bℓΓ+

0 (N). Consequently, if
n is a principal ideal of F generated by a totally positive element, then by (IV.8) we have an
equality of Hecke operators on S+

2 (N)

T̂(n)1 = T(n).

In particular, the traces of T̂(n) and T(n) on the C-vector space S+
2 (N) are equal.

By Hijikata [Hij74, § 5], both Hecke operators have degree

deg(T̂(n)) = deg(T(n)) =
∏
pe||n
p|N

N(p)e
∏
pe||n
p-N

(1 + N(p) + · · ·+ N(p)e) (IV.9)

(note that the case N = ZF follows from Theorem III.2.1).

Proposition 2.2. For all integral ideals l ⊂ ZF admitting a totally positive generator ℓ, the
operator T̂(l, l) acts as the identity on S2(N).

PROOF. Indeed, the idele α̂l,l is equal to
∏

p π
vp(l)
p ∈ ẐF , so α̂l,l belongs to the center of B̂,

hence the center of Ô×. Therefore

Ô×α̂l,lÔ× = α̂l,lÔ×.

Also, α̂l,l/ℓ ∈ Ẑ×
F , so we can write α̂l,l = ℓk for an element k ∈ Ô×. Hence α̂l,lÔ× = ℓÔ×,

and if we choose r1 = 1 in (IV.6) we see that rj = 1 as well, thus T̂(l, l) stabilizes S2(N).
Furthermore, for f̂ ∈ Ŝ2(N) we have

(T̂(l, l)f̂)1(τ, b̂) = f̂1(ℓ−1τ) = f̂1(τ),

because any scalar matrix in GL+
2 (R) acts trivially onH. �

Set T(p−1) = 0 and T (1) = Id. We now give a recursive formula between Hecke operators.
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Corollary 2.3. Let p - D be a prime of ZF such that [p] = 0 in Cl∞(F ). For every r > 0 we
have the following relation inside EndC(Ŝ2(N)):

T̂(p)T̂(pr) = T̂(pr+1) + N(p)T̂(pr−1).

PROOF. By Shimura [Shi71, Theo. 3.24] we have

T̂(p)T̂(pr) = T̂(pr+1) + N(p)T̂(p, p)T̂(pr−1).

By applying Proposition IV.2.2, we obtain the result. �

HECKE CORRESPONDENCES

We now look at the geometric aspects of Hecke operators. We start with the adelic case and
derive from it the classical case.

An element α̂ ∈ B̂× induces a map

H± × B̂× → H± × B̂×

(τ, b̂) 7→ (τ, b̂α̂)
.

The operators [Ô×α̂Ô×] naturally arise when attempting to define a map on

X(Ô×) = B×\H± × B̂×/Ô×.

See Chapter 5 of Milne [Mil12] for more details on what follows. The map which sends the
class b̂Ô× to b̂Ô×α̂ (respectively b̂α̂Ô×) is not well defined, because in general b̂Ô×α̂ is not
a Ô×-orbit (respectively α̂ does not normalize Ô×, so the orbit depends on the choice of b̂).
To obtain a Ô×-orbit, we consider the set b̂Ô×α̂Ô×. Since Ô× is compact open, α̂Ô×α̂−1 is
commensurable with Ô×, therefore we have a finite decomposition Ô×α̂Ô× =

⊔
α̂ℓÔ×, and

we can thus associate to the class b̂Ô× the set {b̂αℓÔ×}ℓ. Let Ô×
α̂ = Ô× ∩ α̂Ô×α̂−1. In more

geometric terms, multiplication by α̂ induces a correspondence

X(Ô×
α̂ )

p1

zzttt
tt
tt
tt p′

1◦mα̂

$$JJ
JJ

JJ
JJ

J

X(Ô×)
[Ô×α̂Ô×]

// X(Ô×)

(IV.10)

where p1 : X(Ô×
α̂ ) → X(Ô×) and p′

1 : X(Ô×
α̂−1) → X(Ô×) are the projection maps, and

mα̂ : X(Ô×
α̂ )→ X(Ô×

α̂−1) is the map induced by b̂Ô×
α̂ 7→ b̂α̂Ô×

α̂−1 , which is now well defined.
By Milne [Mil05, Theo. 13.6] the correspondence (IV.10) is defined over F .

As we have seen, an element of Ŝ2(N) is a holomorphic differential 1-form on X(Ô×),
that is a global section of the sheaf Ω1. For a morphism ϕ : X → Y of Riemann surfaces, let
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ϕ∗ : H0(Y,Ω1)→ H0(X,Ω1) and ϕ∗ : H0(X,Ω1)→ H0(Y,Ω1) be respectively the pullback
and pushforward morphisms induced by ϕ.

As in Milne [Mil12, Lem. 5.30], one can write Ô×α̂Ô× =
⊔
kℓα̂Ô×, where {kℓ} is a set

of representatives of the right classes of Ô×/Ô×
α̂ . For a modular form f̂ ∈ Ŝ2(N), we have

(p′
1∗ ◦mα̂∗ ◦ p∗

1)f̂(τ, b̂)dτ =
∑
ℓ

(p′
1∗ ◦mα̂∗)f̂(τ, b̂kℓ)dτ

=
∑
ℓ

p′
1∗f̂(τ, b̂kℓα̂)dτ

=
∑
ℓ

f̂(τ, b̂kℓα̂)dτ

= [Ô×α̂Ô×] · f(τ, b̂)dτ,

so [Ô×α̂Ô×] is indeed the operator on Ŝ2(N) induced by the correspondence.
Note that the Jacobian of X(Ô×) verifies

Jac(X(Ô×)) ∼= H0(X(Ô×)∨,Ω1)/H1(X(Ô×),Z),

so by functoriality [Ô×α̂Ô×] induces an endomorphism of finite degree, hence an isogeny, of
Jac(X(Ô×)). In particular, when

∑
[Ô×α̂Ô×] is the Hecke operator T̂(n) for an integral ideal

n prime to D, we speak of Hecke correspondence for both the correspondence and the isogeny
of Jac(X(Ô×)) it induces.

Of course all that we have said can be transfered naturally to the classical case. For instance
the operators [ΓαΓ] arise when one tries to give a sense to the map Γ\H → Γ\H sending [τ ]
to [α−1τ ]. When p - D is a prime ideal with trivial image in Cl∞(F ), we obtain the Hecke
correspondence on X+

0 (N):

X+
0 (Np)

p1

yysss
ss
ss
ss p′

1◦mn

%%KK
KK

KK
KK

K

X+
0 (N)

T(p)
// X+

0 (N)

Let α ∈ GL+
2 (R) be such that α−1Γα and Γ are commensurable. Choose a set of common

representatives for the left and right classes Γ\ΓαΓ and ΓαΓ/Γ respectively (this is always
possible, see for instance the proof of Milne [Mil12, Lem. 5.24]). We easily check that

[ΓαΓ] ◦ [ΓαΓ]∨ = [ΓαΓ]∨ ◦ [ΓαΓ] = [deg([ΓαΓ])] = [deg([ΓαΓ]∨)], (IV.11)

where [ΓαΓ]∨ is the operator defined in Remark IV.2.1, and where for an integer n, [n] is the
multiplication-by-n map. This means that the isogenies induced by these two operators are dual
to each other. For a prime p of F as above and the Hecke operator T(p), we obtain

T(p) ◦ T(p)∨ = T(p)∨ ◦ T(p) =
{

[N(p) + 1] if p - N
[N(p)] if p | N.

We will now consider the reduction of all our objects over finite fields. The following fun-
damental result is due to Carayol [Car86].
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Theorem 2.4 (Carayol). Let p - DN be a prime of ZF . Then Sh(Ô×) has good reduction at p.

Let p - DN be a prime of good reduction of Sh(Ô×), with norm N(p) = q. Let P be a prime
of ZF∞ above p. Theorem IV.2.4 implies that the model over F∞ of the connected components
ofX(Ô×), in particular Sh+

0 (N), have good reduction at P. We will use the notation · to speak
of the reduction of the corresponding object modulo p or P, depending on the field of definition.
The following theorem was proved by Eichler in particular cases and greatly generalized by
Shimura, and is a fundamental result in many arithmetical questions (a proof can be found in
Shimura [Shi67, Theo. 11.17] or Zhang [Zha01, Prop. 1.4.10]). Let Frobp (respectively, Verp)
be the Frobenius endomorphism (respectively, Verschiebung) on Jac(Sh(Ô×)).

Theorem 2.5 (Eichler-Shimura congruence relation). We have the following relation:

T̂(p) = Frobp + Verp.

Assume now that [p] = 0 in Cl∞(F ). In particular, we have an isomorphism of residue
fields Fp

∼= FP and N(P) = N(p) = q. Consider the curve Sh+
0 (N); it is defined over F∞ and

has good reduction at P. The Hecke operator T(p) acts on Jac(X+
0 (N)) and is defined over

F∞. By restriction, the Eichler-Shimura congruence relation gives

T(p) = Frobp + Verp

in End(Jac(Sh+
0 (N))).

Proposition 2.6. The zeta function of the curve Sh+
0 (N) satisifies

Z(Sh+
0 (N);T ) = det(1− T(p)t+ qt2)

(1− t)(1− qt)
,

where T(p) is the Hecke operator defined by its action on the C-vector space S+
2 (N).

PROOF. We follow Milne [Mil12, Theo. 11.11]. For a prime ℓ - p, let

Rℓ : End(Jac(X+
0 (N)))→ EndQℓ

(H1(Jac(X+
0 (N)),Qℓ))

and
R̄ℓ : End(Jac(X+

0 (N)))→ EndQℓ
(H1(Jac(X+

0 (N)),Qℓ))

be ℓ-adic representations of End(Jac(X+
0 (N))) and End(Jac(X+

0 (N))) respectively. Then
by Shimura [Shi71, § 7.1], the numerator of Z(Sh+

0 (N);T ) is det(1 − R̄ℓ(Frobp)). Now
by Shimura [Shi98, Prop. III.14], for every endomorphism ϕ ∈ End(Jac(X+

0 (N))) we have
Rℓ(ϕ) = R̄ℓ(ϕ̄), so the Eichler-Shimura congruence relation (Theorem IV.2.5) gives

(1− R̄ℓ(Frobp)t)(1− R̄ℓ(Verp)t) = 1−Rℓ(T(p))t+ qt2.
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The characteristic polynomials of Frobp and Verp are the same[Shi71, p. 193], so by taking
determinants we obtain

det(1− R̄ℓ(Frobp)t)2 = det(1−Rℓ(T(p))t+ qt2).

Let g be the genus of X+
0 (N), and let

R : EndQ(Jac(X+
0 (N)))→ Mg(C)

be a complex representation of EndQ(Jac(X+
0 (N))). Then by Shimura [Shi98, § I.3.2] and

Shimura [Shi71, § 11], Rℓ is equivalent to the sum of R and its complex conjugate. Thus

det(1− R̄ℓ(Frobp)t)2 = det(1−R(T(p))t+ qt2)2,

and the result follows by taking square roots. �

In this thesis we are mainly interested in the number of rational points of curves defined over
finite fields. The following corollary to Proposition IV.2.6 is the main reason of our interest in
Hecke operators.

Corollary 2.7. Suppose that [p] = 0 in Cl∞(F ). Then we have the following formula for r > 1:

#Sh+
0 (N)(Fqr ) = qr + 1− Tr(T(pr)) + qTr(T(pr−2)).

PROOF. We follow Ihara [Iha67, Lem. 5]. Let g be the genus of X+
0 (N) and a1, . . . , ag ∈ C be

the eigenvalues of T(p) with multiplicity. Write

1− ait+ qt2 = (1− αit)(1− ᾱit).

Then

det(1− T(p)t+ qt2) =
g∏
i=1

(1− αit)(1− ᾱit).

The zeta function of a curve defined over Fq can be uniquely written as∏2g
j=1(1− ωjT )

(1− T )(1− qT )
,

therefore by Proposition IV.2.6 the αi and ᾱi, for i = 1, . . . , g, are the eigenvalues of the Frobe-
nius.

Set U(1) = 2, and for r > 1

U(pr) = T(pr)− qT(pr−2).

By using Corollary IV.2.3, we see that for every r > 1,

U(p)U(pr)− qU(pr−1) = T(p)(T(pr)− qT(pr−2))− q(T(pr−1)− qT(pr−3))
= T(pr+1)− qT(p)T(pr−2) + q2T(pr−3)
= T(pr+1)− qT(pr−1)
= U(pr+1).
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We obtain the result by induction, since if U(pr) has trace
∑g
i=1 α

r
i +ᾱri , then U(pr+1) has trace

g∑
i=1

(αi + ᾱi)(αri + ᾱri )− αiᾱi(αr−1
i + ᾱr−1

i ) =
g∑
i=1

αr+1
i + ᾱr+1

i ,

which is the trace of the Frobenius on X+
0 (N)Fqr+1 . �

ATKIN-LEHNER OPERATORS

Let NB̂×(Ô×) be the normalizer of Ô× in B̂×. We have seen that Hecke correspondences arise
when we try to interpret the map on Shimura curves induced by

(τ, b̂) 7→ (τ, b̂α̂),

for an adele α̂ ∈ B̂×. When α̂ belongs to NB̂×(Ô×), the correspondence is ‘natural’ in the
sense that this map is already well defined. The automorphism ŵ(α̂) of X(Ô×) that it induces
is called the Atkin-Lehner operator associated to α̂, after the work of Atkin and Lehner in the
elliptic modular case [AL70].

The groups F̂× and Ô× both act trivially on S2(Ô×), so when considering the action of an
Atkin-Lehner operator on modular forms, we are rather interested in the group

W (Ô×) = NB̂×(Ô×)/(F̂×Ô×).

By Proposition III.3.14, the reduced norm induces maps

{a || d(O) : [a] ∈ Cl(F )2} × Cl(F )[2]
∼=−→ Ŵ (O) ↩→W (Ô×). (IV.12)

For a unitary ideal a || d(O) we define the Atkin-Lehner operator

ŵ(a) = [Ô×α̂aÔ×],

where α̂a is a representative in Ŵ (O) ⊂ W (Ô×) which has non-trivial image in (IV.12) pre-
cisely at the primes dividing a. For instance, to every integral unitary ideal n || N, that is such
that n2 + N = n, we can associate the operator ŵ(n) corresponding to an adele α̂n ∈ W (Ô×)
defined locally at p - D by

(α̂n)p =
(
π
vp(n)
p −1

π
vp(N)
p π

vp(n)
p

)
∈ Bp

∼= M2(Fp)

(and at p | D by (α̂n)p = 1). When n = N, we can take α̂N defined locally at p - D by

(α̂N)p =
(

0 −1
π
vp(N)
p 0

)
.

We denote by ω̂(n) both the operators ŵ(α̂n) on X(Ô×) and [Ô×α̂nÔ×] on Ŝ2(N). One checks
easily that α̂n normalizes Ô× and that α̂2

n ∈ F̂×Ô×, therefore ŵ(n) is a nontrivial involution of
Ŝ2(N) (note that α̂n, which belongs to Ô, is not invertible in F̂×Ô).
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By definition of the map providing the isomorphism (IV.1), it is clear that the operator ŵ(n)
acts on X+

0 (N) (respectively S+
2 (N)) if and only if [α̂n] = 0 in Pic+

r (Ô×), that is if and only if
[n] = 0 in Cl∞(F ). In this case, there exists an element b ∈ B+ such that Ô×α̂nÔ× = Ô×bÔ×

[Hij74, §5]. Therefore, as in the case of Hecke operators, we can define Atkin-Lehner operators
ω(n) on X+

0 (N) and S+
2 (N) by setting

w(n)[τ ] = [b−1τ ]

and
w(n) = [Γ+

0 (N)bΓ+
0 (N)]

respectively. We once again have an equality of operators, both on X+
0 (N) and S+

2 (N):

ŵ(n)1 = w(n).

3 The trace formula

We now study a trace formula for Hecke operators acting on quaternionic modular forms which
is due to Hijikata [Hij74, Theo. 4.6]. See also Shimizu [Shi65], Saito [Sai84] and Hijikata, Saito
and Yamauchi [HSY93] for other versions of this result.

Theorem 3.1 (Eichler-Selberg trace formula). Let n be an ideal of ZF coprime to D and with
trivial class in Cl∞(F ). Then the trace of T(n) on S2(Γ+

0 (N)) is

Tr(T(n) | S2(Γ+
0 (N))) = δ(n)vol(Γ+

0 (N)\H)
4π

− 1
2h∞

∑
P(n)

∑
R

h(R)
[R× : Z×

F ]
∏
q

mq(R,O),

where

• δ(n) equals 1 if n = (α)2 with α ∈ ZF , and 0 otherwise.

• P(n) is the (finite) set of polynomials P (X) = X2 − tX + n ∈ ZF [X] such that n runs
through a sytem of representatives of

{x ∈ ZF,+ : xZF = n}

modulo Z×
F

2, and t2 − 4n is totally negative.

• R runs through all the orders of K = F [X]/P (X) containing the order ZF [X]/P (X).

PROOF. We explain our formulation of Hijikata’s result [Hij74, Theo. 4.6]. We start with the
contributions of scalar matrices. There is a scalar matrix α of norm generating n if and only if
n = (α2), and in this case the only double coset containing this matrix is Γ+

0 (N)αΓ+
0 (N). For

the volume, note that vol(Γ+
0 (N)\H±) = 2 · vol(Γ+

0 (N)\H).
We now consider the contribution of elliptic points. With Hijikata’s notation, R = O and

Γ = O+. The reduced norm map induces an isomorphism O×/O+ ∼= Z×
F,(+)/Z

×
F,+, so by

(II.3),

[O× : O+] = 2dhh−1
∞

2d−1hh(+)−1 = 2h(+)

h∞
.
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At last, we have to divide the trace by 2 by Hijikata [Hij74, Rem. 1.4] (compare with
Saito [Sai72]). �

Generalizing a result of Shimizu [Shi65, Appendix], Hijikata proved the following formula
for the volume of X+

0 (N) [Hij74, Lem. 4.5]:

vol(Γ+
0 (N)\H) = 8π

(2π)2d
h

h∞
d

3/2
F ζF (2)Φ(D)Ψ(N). (IV.13)

The curve X1
0 (N) being a covering of X+

0 (N) of degree h∞/h, we have

vol(X1
0 (N)) = 8π

(2π)2dd
3/2
F ζF (2)Φ(D)Ψ(N). (IV.14)

Now let p - DN be a prime of ZF such that [p] = 0 in Cl∞(F ). If P is a prime of ZF∞

above p, then by Theorem IV.2.4 Sh+
0 (N) has good reduction at P and the reduction is defined

over FP = Fp. Let q = N(p).
Set Ξ(−1) = 0, and for every integer r > 0, let

Ξ(r) =
∑

P(pr)

∑
R

h(R)
[R× : Z×

F ]
∏
q

mq(R,O).

Proposition 3.2. For every integer r > 1 we have

#Sh+
0 (N)(Fqr ) = qr + 1 + δ(r)(q − 1)vol(X+

0 (N))
4π

+ 1
2h∞

(Ξ(r)− qΞ(r − 2)) ,

where δ(r) = δ(pr) = 1 if r is even, 0 else.

PROOF. This follows from Corollary IV.2.7 and Theorem IV.3.1. �

We would now like to generalize the result due to Jordan and Livné [JL85] and Skorobogatov
and Yafaev [SY04] that the term Ξ(r)− qΞ(r− 2) is positive. This will play a major role in our
proof that the curves X+

0 (N) are asymptotically optimal.

Lemma 3.3. Let K/F be a quadratic imaginary extension of F . Let R be an order in K of
conductor pia, with i > 1 and a ⊂ ZF coprime to p, and let R′ be an order in K of conductor
a. For every prime q we have

mq(R′,O) = mq(R,O).

PROOF. From Theorem III.3.11, this is clear when q - DN, as we have mq(R′,O) = 1 =
mq(R,O). So suppose q | DN. Then q cannot be equal to p. If q | D, then q | pia if and
only if q | a, so mq(R′,O) = mq(R,O). Finally, when q | N we see that the dependance
of mq(R,O) on R, or equivalently on its conductor, only occurs at the q-adic valuation of the
relative conductor fR/Λ = fΛ/fR of Λ in R. But since q ̸= p, multiplying by a power of p does
not affect this valuation, hence once again mq(R′,O) = mq(R,O). �
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Proposition 3.4. We have an equality

∑
f|pna

h(Rf)
[R×

f : Z×
F ]
∏
q

mq(Rf,O) =

(
1 +

n∑
i=1

N(pi)
(

1−
(
K

p

)
1

N(p)

))∑
f|a

h(Rf)
[Rf : Z×

F ]
∏
q

mq(Rf,O).

PROOF. We can decompose

∑
f|pna

h(Rf)
[Rf : Z×

F ]
∏
q

mq(Rf,O) =
n∑
i=0

∑
f|a

h
(
Rpif

)
[Rpif : Z×

F ]
∏
q

mq

(
Rpif,O

)
.

By Lemma IV.3.3 we obtain
∏

qmq(Rpif,O) =
∏

qmq(Rf,O), so from Proposition III.3.13 the
right hand term is equal to the sum of

∑
f|a

h(Rf)
[R×

f : Z×
F ]
∏
q

mq(Rf,O)

and

n∑
i=1

∑
f|a

N(pi)
(

1−
(
K

p

) 1
N(p)

)
h(K)

[Z×
K : Z×

F ]
N(f)

∏
q|f

(
1−

(
K

q

) 1
N(q)

)∏
q

mq(Rf,O),

whence the result. �

Proposition 3.5. We have
Ξ(r)− qΞ(r − 2) > 0.

PROOF. We follow Jordan and Livné [JL85, Prop. 2.4]. Let p be a generator of p such that
pr−2 is a totally positive generator of pr−2 (thus pr is a totally positive generator of pr). Let
P ′
p(X) = X2 − t′X + pr−2 be a polynomial in P(pr−2), and let α′ be a root of P ′

p(X) = 0.
The algebraic integer α = pα′ is a root of the polynomial Pp(X) = X2 − pt′X + pr, which
belongs to P(pr). Let pna be the conductor of ZF [α] in K = F (α), for an integer n > 1 and
an ideal a prime to p. As noted in Remark III.3.12, the orders of K containing ZF [α] must
have conductor dividing pna, whereas the orders in K ′ = F (α′) containing ZF [α′] must have
conductor dividing pn−1a. But note that K = K ′, so all orders are in K. Now, the root α
of a polynomial Pp(X) = X2 − tX + pr ∈ P(pr) can be written α = pα′ for a root α′ of
a polynomial P ′

p(X) = X2 − t′X + pr−2 in P(pr−2) if and only if p | t. Thus there is a
decomposition

Ξ(r)− qΞ(r − 2) = A+B

where

A =
∑

Pp(X)∈P(pr)
p|t

 ∑
R⊇ZF [pα′]

h(R)
[R× : Z×

F ]
∏
q

mq(R,O)− q
∑

R⊇ZF [α′]

h(R)
[R× : Z×

F ]
∏
q

mq(R,O)


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and

B =
∑

Pp(X)∈P(pr)
p-t

∑
R⊇ZF [α]

h(R)
[R× : Z×

F ]
∏
q

mq(R,O).

The term B is obviously positive, so it remains to prove that A is positive. We have

A =
∑
P ′

p(X)

∑
f|pna

h(Rf)
[R×

f : Z×
F ]
∏
q

mq(Rf,O)−N(p)
∑

f|pn−1a

h(Rf)
[R×

f : Z×
F ]
∏
q

mq(Rf,O)


=

∑
P ′

p(X)

(
1−

(
K

p

))∑
f|a

h(Rf)
[R×

f : Z×
F ]
∏
q

mq(Rf,O)

by Proposition IV.3.4. All terms in the sum are positive, so A is positive, and therefore Ξ(r) −
qΞ(r − 2) is positive. �

Proposition IV.3.5 implies that the contribution of elliptic points in the trace formula for
T(pr) is at least N(p) times the contribution of elliptic points in the trace formula for T(pr−2).

Remark 3.6. We have an equality Ξ(r) = qΞ(r − 2) if and only if the terms A and B are zero.
By Theorem III.3.11, this occurs precisely when for any order Rf ⊂ K containing a root α of
a polynomial X2 − tX + pr, where pr runs through a system of generators of {x ∈ ZF,+ :
xZF = pr}modulo Z×

F
2 and t2−4pr is totally negative, at least one of the following conditions

is satisfied:

a) (D, f) ̸= 1;

b) at least one prime factor q | D is split in F (α);

c) p divides t and p is split in F (α);

d) for least one prime q | N with e = vq(N) > 0, we have E(e) = E(e + 1) = ∅ (with the
notation of Theorem III.3.11 iii)).

As a consequence, denoting the number of Fqr -rational points and the genus of Sh+
0 (N) by

Nr and g respectively, Proposition IV.3.2 and Theorem III.4.2 imply that, for every r > 1,

N2r/(g − 1) > (q − 1)vol(X+
0 (N))/4π

vol(X+
0 (N))/4π

= q − 1.

Therefore, taking r = 1, we obtain the following result as a consequence of the Drinfel’d-Vlăduţ
theorem (Corollary I.5.3).

Theorem 3.7. Let p be a prime of ZF such that [p] = 0 in Cl∞(F ), and let P be a prime of ZF∞

above p. Consider a sequence (X+
0 (Ni))i>0 of Shimura curves defined over F∞ with respect to
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a quaternion algebra Bi/F of discriminant Di. Suppose that for every index i the prime p does
not divide DiNi, and that

lim
i→∞

g(X+
0 (Ni)) = +∞.

Then for every i, the curve Sh+
0 (Ni) has good reduction at P, and the sequence (Sh+

0 (Ni))i>0
is asymptotically optimal over the finite field Fq2 .

Remark 3.8. Let Ξi(r) be Ξ(r) for the Eichler order of level Ni defining the Shimura curve
X+

0 (Ni) in Theorem IV.3.7. Then we see that

lim
i→∞

Ξi(2)− qΞi(0)
g(Sh+

0 (Ni))
→ 0.

4 Supersingular points

We now study supersingular points on X+
0 (N) and show that they asymptotically provide all

the rational points which allow us to attain the Drinfel’d-Vlăduţ bound in Theorem IV.3.7. In
this section, let p be a prime with p - DN. Let O′ be an Eichler order of level N in the definite
quaternion algebra B′ over F with discriminant Dp. Let q = N(p).

We denote by Sh(N) the model of the adelic Shimura curve X(Ô×), and similarly Sh(Np).
The curve Sh(Np) has bad reduction at p. Actually, by [Jar04, Theo. 2.2 ii)], the reduction
Sh(Np) × Fp modulo p is isomorphic to a disjoint union of two copies of Sh(N) × Fp intere-
secting transversally over a finite set of points Σ, which we can thus see as points in either
Sh(Np)× Fp or Sh(N)× Fp. We call these points supersingular points.

Theorem 4.1. The following three sets are in bijection:

i) the set of supersingular points of Sh(N)× Fp;

ii) the double coset B′×\B̂′×/Ô′×;

iii) the set of (left or right) classes of invertible O′-ideals in B′.

PROOF. For the bijection between i) and ii), see Carayol [Car86, § 11.2]. For the bijection
between ii) and iii), see Proposition III.3.7 ii).

As a consequence, we obtain an exact formula for the number N ss = #Σ of supersingular
points on Sh(N)× Fp:

Corollary 4.2. We have the formula

N ss = 2
(2π)d

d
3/2
F ζF (2)h(F )Φ(D)Ψ(N) + 1

2
∑
R

([R× : Z×
F ]− 1) h(R)

[R× : Z×
F ]
∏
q

mq(R,O).
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PROOF. This is the formula for the number of (right or left) O′-ideal classes in B′, see Theo-
rem (III.4).

Now we look at the field of definition of these supersingular points.

Theorem 4.3. Suppose that p = (p) is principal. Then the supersingular points of Sh(N)× Fq
are defined over Fq2 .

PROOF. We use results of Carayol [Car86, § 11], but see also Jarvis [Jar04, § 2] for a summary
of relevant results. Let α̂ be such that (α̂)p = πp and (α̂)q = 1 at q ̸= p. We denote the

reduction modulo p of a point [τ, b̂] ∈ X(Ô×) by [τ, b̂]. The Frobenius Frobp acts on Σ by

[τ, b̂] 7→ [τ, b̂α̂], that is like the Atkin-Lehner operator ŵ(p). By hypothesis p = (p), therefore
p−1α̂ = β̂ ∈ Ẑ×

F ⊂ Ô×. So for all [x, b̂] ∈ Σ we have

Frob2
p([τ, b̂]) = [τ, b̂α̂2]

= [τ, b̂p2β̂2]
= [τ, p2b̂] since p ∈ F× is in the center of B̂× and β̂ ∈ Ô×

= [p−2τ, b̂] since p2 ∈ B×

= [τ, b̂] since p−2 ∈ F× acts trivially onH±.

Hence we see that the action of Frob2
p on Σ is trivial, which means that the supersingular points

are Fq2-rational.

Remark 4.4. The proof also shows that the Atkin-Lehner operator ω̂(p) on X(Ô×) is an invo-
lution when p is principal.

Let P be a prime of ZF∞ above p, and let fp be the inertia degree of p in F∞. After reduction
of (IV.2), we obtain that the curve Sh(N)× FP is the disjoint union of h∞/fp copies of⊔

σ∈Gal(FP/Fp)
Sh+

0 (N)σ.

If we assume that fp = 1, or equivalently that p is totally split in F∞, then Sh(N) is isomor-
phic over Fq to h∞ copies of the curve Sh+

0 (N). Therefore Sh+
0 (N) ×Fq Fq contains N ss/h∞

supersingular points, which are defined over Fq2 by Proposition IV.4.3.

Let g be the genus of Sh+
0 (N) and Nr the number of Fqr -rational points of Sh+

0 (N). From
Theorem III.4.2, (IV.13) and Corollary IV.4.2, we have

N2r/(g − 1) > N ss/h∞
g − 1

> 2(2π)−2dd
3/2
F ζF (2)h/h∞Φ(Dp)Ψ(N)

4π(2π)−2d−1d
3/2
F ζF (2)h/h∞Φ(D)Ψ(N)

= N(p)− 1.

Taking r = 1, we obtain the following result, whose first part thus admits a second proof.
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Theorem 4.5. Let p be a prime of ZF such that [p] = 0 in Cl∞(F ), and let P be a prime of ZF∞

above p. Consider a sequence (X+
0 (Ni))i>0 of Shimura curves defined over F∞ with respect to

a quaternion algebra Bi/F of discriminant Di. Assume that, for every index i, the prime p does
not divide DiNi, and that limi→∞ g(X+

0 (Ni)) = +∞. Then:

i) for every i, the curve Sh+
0 (Ni) has good reduction at P, and the sequence (Sh+

0 (Ni))i is
asymptotically optimal over the finite field Fq2;

ii) asymptotically, all the Fq2-rational points in the sequence are supersingular, relative to the
genus:

lim
i→∞

N2(Sh+
0 (Ni))

g(Sh+
0 (Ni))

= N ss(Sh+
0 (Ni))

g(Sh+
0 (Ni))

= q − 1.

PROOF. This is a consequence of the Drinfel’d-Vlăduţ theorem (Corollary I.5.3). �

5 Recursive towers

Following the approach of Elkies [Elk98a] in the elliptic modular case, we now want to interpret
sequences of Shimura curves as recursive towers. Let n be an integral ideal of F , relatively
prime to DN and generated by a totally positive element n ∈ ZF . Then for i > 1, we have
an Atkin-Lehner operator wi = w(ni) on X+

0 (Nni). If i > 2, we consider two maps from
X+

0 (Nni) to X+
0 (Nni−1): the projection map π(i)

0 , and the map π(i)
1 defined by

π
(i)
1 = wi−1 ◦ π(i)

0 ◦ wi.

Proposition 5.1. If i > 3, then the following diagram is commutative:

X+
0 (Nni)

π
(i)
0

��

π
(i)
1 // X+

0 (Nni−1)

π
(i−1)
0

��
X+

0 (Nni−1)
π

(i−1)
1

// X+
0 (Nni−2)

PROOF. Write N =
∏

p p
Np and n =

∏
p p

np . We consider the Atkin-Lehner operators ŵi
relative to the adeles α̂i defined locally at p - D by

(α̂i)p =
(

π
inp
p −1

π
Np+inp
p π

inp
p

)
∈ Bp

∼= M2(Fp),

and at p | D by (α̂i)p = 1. The operator wi on X+
0 (Nni) is the restriction of ŵi from X(Nni)

to X+
0 (Nni) (see § IV.2). At a prime p | D, we have

(α̂iα̂i−1)p = (α̂i−1α̂i−2)p = 1.
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Suppose now that p - D. For every i > 3, let

Ui,i−1 =
(

π
np(i+i−1)
p 0

2πNp+np(i+i−1)
p π

np(i+i−1)
p

)

and

Vi,i−1 =
(
π
Np+(i−1)np
p π

inp
p + π

(i−1)np
p

0 π
Np+inp
p

)
.

Then
(α̂i)p(α̂i−1)p = Ui,i−1 − Vi,i−1 = π

2np
p Ui−1,i−2 − π

np
p Vi−1,i−2 ∈ Bp.

Now πp ∈ Zp ⊂ Op, so

(α̂i)p(α̂i−1)p = Ui−1,i−2 − Vi−1,i−2 = (α̂i−1)p(α̂i−2)p ∈ Bp/Op.

Therefore
(α̂i)p(α̂i−1)p = (α̂i−1)p(α̂i−2)p ∈ B×

p /O×
p ,

and more generally
α̂iα̂i−1 = α̂i−1α̂i−2 ∈ B̂×/Ô×.

Hence by restriction to X+
0 (Nni), we obtain an equality

π
(i−1)
0 ◦ wi−1 ◦ π(i)

0 ◦ wi = wi−2 ◦ π(i−1)
0 ◦ wi−1 ◦ π(i)

0 ,

whence the result. �

Let C1 = X+
0 (Nn) and C2 = X+

0 (Nn2), and for i > 3 let Ci be the fibre product

Ci = X+
0 (Nni−1)×X+

0 (Nni−2) X
+
0 (Nni−1)

with respect to the maps π(i−1)
1 and π(i−1)

0 . By Proposition IV.5.1 and the universal property
of the fibre product, when i > 3 there exists a unique morphism Ψ : X+

0 (Nni) → Ci and
projection maps p1, p2 : Ci → X+

0 (Nni−1) such that we obtain the commutative diagram
The map Ψ is a morphism of curves, hence it is surjective because π(i)

0 is not constant. The
maps p1, p2, π(i)

0 and π(i)
1 have the same degree N(n), hence Ψ has degree 1 and is thus an

isomorphism. Therefore, for every i > 1, we have a canonical isomorphism

X+
0 (Nni) ∼= Ci,

so for every i > 3, the curve X+
0 (Nni) is equal to the (i− 2)-th iteration of the correspondence

X+
0 (Nn3):

X+
0 (Nni) ∼= X+

0 (Nn3)×X+
0 (Nn2) X

+
0 (Nn3)×X+

0 (Nn2) · · · ×X+
0 (Nn2) X

+
0 (Nn3).
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X+
0 (Nni)

π
(i)
1

))

π
(i)
0

""

Ψ

&&
Ci

p1
��

p2 // X+
0 (Nni−1)

π
(i−1)
0

��
X+

0 (Nni−1)
π

(i−1)
1

// X+
0 (Nni−2)

Diagram IV.1: The correspondence X+
0 (Nni).

By Milne [Mil05, Theo. 13.6], all the maps in Diagram IV.1 descend to maps over F∞, so
we see that the isomorphism X+

0 (Nni) ∼= Ci induces an isomorphism of the models over F∞:

Sh+
0 (Nni) ∼= Sh+

0 (Nni−1)×Sh+
0 (Nni−2) Sh+

0 (Nni−1).

By reducing modulo a prime P of F∞ above a prime p - DNn, this isomorphism descends to
an isomorphism over FP:

Sh+
0 (Nni) ∼= Sh+

0 (Nni−1)×Sh+
0 (Nni−2) Sh+

0 (Nni−1).

The following theorem is a consequence of the above discussion and Theorem IV.3.7 and
Theorem IV.4.5.

Theorem 5.2. Let n be an ideal of ZF relatively prime to DN. Let p - DNn be a prime of ZF
and let P be a prime of ZF∞ above p. Let · denote reduction modulo P. The curves Sh+

0 (Nni)
form a recursive tower over FP. If furthermore [p] = 0 in Cl∞(F ), the tower is optimal over
the quadratic extension of Fp.

Based on Ihara’s results, Elkies proved this proposition for modular curves using the moduli
interpretation of theses curves (see Elkies [Elk98a]), and extended his results to Shimura curves
over Q (see Elkies [Elk98b, § 2.3]). However the moduli interpretation of Shimura curves when
F ̸= Q is much more complicated, and doesn’t allow a direct generalization of Elkies’s method.

Example 5.3. I am very grateful to John Voight for computing the following example. Let F
be the totally real field of degree 3 over Q with discriminant 148 and defining equation P (X) =
X3 − 3X2 − X + 1. Note that F has narrow class number h∞ = 1. Let B be the unique
quaternion algebra of discriminant ZF over F (up to F -isomorphism), and let N = p be the
prime of ZF above 2. Consider the Shimura curve X0(p) = X1

0 (p) = X+
0 (p). It has genus 0

and is a covering of X0(1) = P1
F (j0) of equation

j0 = (702a2 − 486a− 2268)j3
1 + (486a2 − 324a− 1566)j2

1+
(−702a2 + 486a+ 2241)j1 − 486a2 + 324a+ 1593,

where a is a root of P (X) = 0.
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The Shimura curve X+
0 (p).

The curve X+
0 (p2) has defining equation Φ2(j1, j2) = 0, where Φ2 is equal to

Φ2(j1, j2) = 23(j2
1j

2
2) + (2a2 − 20a− 10)j1j2(j1 + j2)+

(14a2 − 2a− 24)(j2
1 + j1j2 + j2

2).

The Atkin-Lehner operators on X+
0 (p) and X+

0 (p2) are respectively given by

w1(j1) = 1/j1

and
w2(j1, j2) = (j2, j1).

Therefore Diagram IV.1 implies that X+
0 (p3) is defined by

Φ2(1/j2, j3) = 0.

More generally, for i > 2, the curve X+
0 (pi+1) = P1(j0, j1, j2, . . . , ji+1) is recursively defined

by
Φ2(1/ji, ji+1) = 0.

We gather below numerical data for Sh+
0 (pi) for i = 3, 4, 5. We consider reduction modulo

a prime q ̸= p.
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i g(Sh+
0 (pi)) #Sh+

0 (pi)(Fq) #Sh+
0 (pi)(Fq2) Tr(T(q)) Tr(T(q2))

3 1 8 160 6 36
4 3 8 140 6 56
5 5 8 120 6 76

Table IV.1: Number of points and traces of Hecke operators, for q such that N(q) = 13.

i g(Sh+
0 (pi)) #Sh+

0 (pi)(Fq) #Sh+
0 (pi)(Fq2) Tr(T(q)) Tr(T(q2))

3 1 24 672 2 4
4 3 24 764 2 −88
5 5 24 856 2 −180

Table IV.2: Number of points and traces of Hecke operators, for q such that N(q) = 25.
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Résumé
L’étude du nombre de points rationnels d’une courbe définie sur un corps fini se divise natu-
rellement en deux cas : lorsque le genre est petit (typiquement g 6 50), et lorsqu’il tend vers
l’infini. Nous consacrons une partie de cette thèse à chacun de ces cas. Dans la première par-
tie de notre étude nous expliquons comment calculer l’équation de n’importe quel revêtement
abélien d’une courbe définie sur un corps fini. Nous utilisons pour cela la théorie explicite du
corps de classe fournie par les extensions de Kummer et d’Artin-Schreier-Witt. Nous détaillons
également un algorithme pour la recherche de bonnes courbes, dont l’implémentation fournit de
nouveaux records de nombre de points sur F2 et F3. Nous étudions dans la seconde partie une
formule de trace d’opérateurs de Hecke sur des formes modulaires quaternioniques, et montrons
que les courbes de Shimura de la forme X+

0 (N) forment naturellement des suites récursives
de courbes asymptotiquement optimales sur une extension quadratique du corps de base. Nous
prouvons également qu’alors la contribution essentielle en points rationnels est fournie par les
points supersinguliers.

Abstract
The study of the number of rational points of a curve defined over a finite field naturally falls
into two cases: when the genus is small (typically g 6 50), and when it tends to infinity. We
devote one part of this thesis to each of these cases. In the first part of our study, we explain how
to compute the equation of any abelian covering of a curve defined over a finite field. For this we
use explicit class field theory provided by Kummer and Artin-Schreier-Witt extensions. We also
detail an algorithm for the search of good curves, whose implementation provides new records
of number of points over F2 and F3. In the second part, we study a trace formula of Hecke
operators on quaternionic modular forms, and we show that the Shimura curves of the form
X+

0 (N) naturally form recursive sequences of asymptotically optimal curves over a quadratic
extension of the base field. Moreover, we then prove that the essential contribution to the rational
points is provided by supersingular points.

Discipline

MATHÉMATIQUES

Mots-clés
Courbes avec beaucoup de points, corps de fonctions, théorie explicite du corps de classe, théo-
rie de Kummer, vecteurs de Witt, équations de revêtements abéliens, algèbres de quaternions,
courbes de Shimura, formes modulaires, opérateurs de Hecke, points supersinguliers, tours ré-
cursives.
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