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Chapter 1
Introduction

The aim of these notes is to describe several probabilistic models of population dynamics.

We start with the classical Bienaymé–Galton–Watson branching process, both in discrete and in continuous time. The second step consists of describing continuous state branching processes (in short CSBPs) and showing how such a process can be obtained as a limit of properly rescaled BGW processes, as the population size tends to infinity. Note that we restrict ourselves here to continuous (i.e. Feller type) CSBPs.

The next topic consists in describing the genealogies of the population. A population is not described only by the time evolution of its size, i.e. not only by a $\mathbb{Z}_+$-valued function of time. The tree (or the forest of trees) coding the genealogy and the family relations among the individuals contains much more information. The time evolution of the population size can be recovered from the genealogical tree, but the converse is not true. One of our aims in this part of the notes is to describe the genealogical forest of trees corresponding to a CSBP. There is no way to draw a forest of trees in the conventional way that trees are drawn. However, following the work of Aldous [2], trees can be described by their contour process (see Figure 5.2), and the law of the contour of the genealogical forest of trees corresponding to a Feller type CSBP can be characterized as that of a reflected Brownian motion (at least in the critical case). This is one way to interpret the second Ray–Knight theorem, of which several generalizations are exposed in these notes.

Next, and this is probably the main originality of these notes, we want to describe the evolution of a population where the birth or death rates of the various individuals are affected by the size of the population. This may account for competition for rare resources. In that case, the interaction would increase the death rate of the individuals. However, the increase in population size could very well increase the birth rate (or decrease the death rate but we shall not consider this alternative). This is the so-called Allee effect. In all these cases, the population process is of course no longer a branching process, due to the interactions.

In order to describe the evolution of those interacting collections of individuals jointly for all ancestral population sizes, we need to introduce a pecking order
(which we arbitrarily choose from left to right), which is transmitted by each individual to her descendants. Any individual interacts at time $t$ with all individuals alive at that time, and sitting on her left, not with those on her right. Thanks to this, the interaction with the rest of the population felt by one of the descendants of ancestor $k$ at some time $t$ is the same, whether the number of ancestors at time 0 is $k, k + 1, \ldots$, as it should be.

This pecking order is also crucial for the description of the genealogical forest of trees in the population with interactions. This forest of trees is described both in the case of a finite population, and in the rescaled infinite population limit, the last one being obtained as the limit of the former as the size of the ancestral population tends to infinity.

Consider the extinction time and the total length (in the continuous set-up we say “total mass”) of the forest of trees. Without interaction, it is easy to prove that these quantities tends to infinity as the number of ancestors (in the continuous case as the “mass” of ancestors) at time 0 tends to infinity. We will prove that if the competition is strong enough, those limits may be finite, and even have some finite exponential moments.

These notes are organized as follows. Chapter 2 describes the branching processes. Section 2.1 presents the classical discrete time branching processes, the Bienaymé–Galton–Watson processes. Section 2.2 describes the Continuous Time Branching Processes. Chapter 3 presents convergence results of the rescaled versions of the above processes, as the initial population size tends to infinity. Chapter 4 presents the Feller type CSBPs. We start with the Dawson–Li stochastic differential equation for these CSBPs (which in our case is a clever way of writing the Feller SDE jointly for all ancestral masses), then compute the Laplace functional of those processes, and analyze in more detail the number of ancestral individuals who contribute to the population at time $t$. Finally, we study the Dawson–Li SDE for continuous populations with interaction. Chapter 5 describes the genealogical forest of trees corresponding to the above models, and shows that the genealogy of the CSBP can be obtained as a limit of the genealogies of approximating continuous time binary branching processes. Chapter 6 presents the models for finite populations with interaction and its genealogical forest of trees. We also consider the effect of the interaction on the extinction time and total length of those trees, as the ancestral population tends to infinity. Chapter 7 shows how to take the limit in the finite population process with interaction, and in its genealogical forest of trees, as the ancestral population size tends to infinity. Chapter 8 describes the genealogical forest of trees of the continuous state population process with interaction, and the effect of the interaction on the extinction time and total mass of those trees, as the ancestral population mass tends to infinity. Finally chapter 9 collects most of the technical tools and results which are used in these notes. Only a few of those results are proved. Most of them are just stated. They should help the reader who may not remember some of the technical notions which are used. For those who need a more complete introduction, references are given to more complete texts.

These notes are intended mainly for readers with some basic knowledge of stochastic processes and stochastic calculus.
It is my pleasure to thank my collaborators and students Mamadou Ba, Vi Le and Anton Wakolbinger, with whom some of the results exposed here have been obtained.
Chapter 2
Branching processes

A branching process is a \( \mathbb{Z}_+ \)-valued process \( \{ X_t, t \in \mathbb{N} \text{ or } t \in \mathbb{R}_+ \} \) which is such that for each \( t \), \( \{ X_{t+s}, s > 0 \} \) is the sum of \( X_t \) independent copies of \( \{ X_s, s > 0 \} \), where the latter starts from \( X_0 = 1 \). This type of process models the evolution of a population where the progenies of various individuals are i.i.d., i.e. there is no interaction between various contemporaneous individuals, whose fertility and life time have the same law. Models with interaction between the individuals will be studied below, starting with chapter 6.

We first study discrete time branching processes in section 2.1, and then continuous time Markov branching processes in section 2.2, distinguishing the general case from the case of binary branching.

2.1 Discrete time Bienaymé–Galton–Watson processes

Consider a Bienaymé–Galton–Watson process, i.e. a process \( \{ X_n, n \geq 0 \} \) with values in \( \mathbb{N} \) (\( n \) denotes the generation and \( X_n \) the size of the \( n \)-th generation of the population) such that

\[
X_{n+1} = \sum_{k=1}^{X_n} \xi_{n,k},
\]

where \( \{ \xi_{n,k}, n \geq 0, k \geq 1 \} \) are i.i.d. r.v.’s with as joint law that of \( \xi \) whose generating function \( f(s) = \mathbb{E}[s^\xi] = \sum_{k \geq 0} s^k \mathbb{P}(\xi = k) \) satisfies

\[
\mu := \mathbb{E}[\xi] = f'(1) = 1 + r, \text{ and } 0 < f(0) = \mathbb{P}(\xi = 0) < 1.
\]

We call \( f \) the probability generating function (p.g.f. in short) of the Bienaymé–Galton–Watson process \( \{ X_n, n \geq 0 \} \). In order to exclude trivial situations, we assume that \( \mathbb{P}(\xi = 0) = f(0) > 0 \), and that \( \mathbb{P}(\xi > 1) > 0 \). This last condition implies that \( s \to f(s) \), which is increasing on \( [0, 1] \), is a strictly convex function.
The process is said to be subcritical if \( \mu < 1 \) (\( r < 0 \)), critical if \( \mu = 1 \) (\( r = 0 \)), and supercritical if \( \mu > 1 \) (\( r > 0 \)).

First note that the process \( \{X_n, n \geq 0\} \) is a Markov chain, which possesses the so-called branching property, which we now formulate. For \( x \in \mathbb{N} \), let \( \mathbb{P}_x \) denote the law of the Markov process \( \{X_n, n \geq 0\} \) starting from \( X_0 = x \). The law of \( \{X_n, n \geq 0\} \) under \( \mathbb{P}_x \) is the same as that of the sum of two independent copies of \( \{X_n, n \geq 0\} \), one having the law \( \mathbb{P}_x \), the other the law \( \mathbb{P}_y \). The branching property follows from the assumption that the \( \xi_n \), \( k \)'s are mutually independent (and have the same law), which means that there is no interaction between the individuals. We shall introduce interactions further below, starting with chapter 6.

We next define \( T = \inf\{k > 0; X_k = 0\} \), which is the time of extinction. We first recall

**Proposition 1.** Assume that \( X_0 = 1 \). Then the probability of extinction \( \mathbb{P}(T < \infty) \) is one in the subcritical and the critical cases, and it is the unique root \( q < 1 \) of the equation \( f(s) = s \) in the supercritical case.

**Proof:** Let \( f^{(n)}(s) := f \circ \cdots \circ f(s) \), where \( f \) has been composed \( n \) times with itself. It is easy to check that \( f^{(n)} \) is the generating function of the r. v. \( X_n \); in case \( X_0 = 1 \).

On the other hand, clearly \( \{T \leq n\} = \{X_n = 0\} \). Consequently

\[
\mathbb{P}(T < \infty) = \lim_n \mathbb{P}(T \leq n) = \lim_n \mathbb{P}(X_n = 0) = \lim_n f^{(n)}(0).
\]

Now the function \( s \to f(s) \) is continuous, increasing and strictly convex, starts from \( \mathbb{P}(\xi = 0) > 0 \) at \( s = 0 \), and ends at \( 1 \) at \( s = 1 \). If \( \mu = f'(1) \leq 1 \), then \( \lim_n f^{(n)}(0) = 1 \). If however \( f'(1) = 1 + r > 1 \), then there exists a unique \( 0 < q < 1 \) such that \( f(q) = q \), and it is easily seen that \( q = \lim_n f^{(n)}(0) \). These last arguments are easy to understand by looking at Figure 2.1 below. \( \square \)

Note that the state 0 is absorbing for the Markov chain \( \{X_n, n \geq 0\} \), and it is accessible from each state. It is then easy to deduce that all other states are transient, hence either \( X_n \to 0 \), or \( X_n \to \infty \), as \( n \to \infty \). In other words, the population tends to infinity a. s. on the set \( \{T = \infty\} \). Define \( \sigma^2 = \text{Var}(\xi) \), which is assumed to be finite. We have

**Lemma 1.**

\[
\mathbb{E}X_n = \mu^n \mathbb{E}X_0
\]

\[
\mathbb{E}[X_n^2] = \frac{\mu^{2n} - \mu^n}{\mu^2 - \mu} \sigma^2 \mathbb{E}X_0 + \mu^{2n} \mathbb{E}(X_0^2).
\]

(In the case \( \mu = 1 \), the factor of \( \sigma^2 \mathbb{E}X_0 \) should be replaced by \( n \), which is its limit as \( \mu \to 1 \).)
2.1 Discrete time Bienaymé–Galton–Watson processes

**Fig. 2.1** Typical graphs of \( f \) when \( \mu > 1 \) (left) and \( \mu \leq 1 \) (right).

**PROOF:** We have

\[
\mathbb{E}X_n = \mathbb{E}\left[ \mathbb{E}\left[ \sum_{k=1}^{X_{n-1}} \xi_{k-1} \mid X_{n-1} \right] \right] = \mu \mathbb{E}X_{n-1} = \mu^n \mathbb{E}X_0,
\]

and

\[
\mathbb{E}[X_n^2] = \mathbb{E}\left[ \mathbb{E}\left[ \left( \sum_{k=1}^{X_{n-1}} \xi_{k-1} \right)^2 \mid X_{n-1} \right] \right] = \mu^2 \mathbb{E}[X_{n-1}(X_{n-1} - 1)] + (\sigma^2 + \mu^2) \mathbb{E}X_{n-1}
\]

\[
= \mu^2 \mathbb{E}[X_{n-1}^2] + \sigma^2 \mathbb{E}X_{n-1} = \mu^2 \mathbb{E}[X_{n-1}^2] + \sigma^2 \mu^{n-1} \mathbb{E}X_0.
\]

Consequently \( a_n := \mu^{-2n} \mathbb{E}[X_n^2] \) satisfies

\[
a_n = a_{n-1} + \sigma^2 \mu^{-(n+1)} \mathbb{E}X_0 = a_0 + \sigma^2 \mathbb{E}X_0 \sum_{k=1}^{n} \mu^{-k+1}.
\]

The result follows. \( \square \)

Let now \( X_n^* \) denote the number of individuals in generation \( n \) with an infinite line of descent. Under \( \mathbb{P}_1, \{ T = \infty \} = \{ X_0^* = 1 \} \), \( \xi \) denoting a r. v. whose law is that of the number of offsprings of each individual, let \( \xi^* \leq \xi \) denote the number of those
offsprings with an infinite line of descent. Let $\overline{q} := 1 - q = P_1(T = \infty)$. We have in the supercritical case

**Proposition 2.** Assume that $X_0 = 1$.

1. Conditionally upon $\{T = \infty\}$, $\{X^*_n, n \geq 0\}$ is again a Bienaymé–Galton–Watson process, whose p.g.f. is given by

$$f^*(s) = \frac{f(qs + \overline{q}t) - q}{\overline{q}}.$$ 

2. Conditionally upon $\{T < \infty\}$, the law of $\{X_n, n \geq 0\}$ is that of a Bienaymé–Galton–Watson process, whose p.g.f. is given by

$$\tilde{f}(s) = \frac{f(qs)}{q}.$$ 

3. For all $0 \leq s, t \leq 1$,

$$\mathbb{E}\left[s^\xi \tilde{f}^{\xi^*}t^{\xi^*}\right] = f(qs + \overline{q}t)$$

$$\mathbb{E}\left[s^{X_n - X^*_n}t^{X^*_n}\right] = f^{\circ n}(qs + \overline{q}t).$$

4. Conditionally upon $\{T = \infty\}$, the law of $\{X_n, n \geq 0\}$ is that of $\{X^*_n, n \geq 0\}$ to which we add individuals with finite line of descent, by attaching to each individual of the tree of the $X^*_n$’s $N$ independent copies of a Bienaymé–Galton–Watson tree with p. g. f. $\tilde{f}$, where

$$\mathbb{E}[s^N | X^*] = \frac{D^n f(qs)}{D^n f(q)}.$$ 

where $D^n f$ denotes the $n$–th derivative of $f$, and $n$ is the number of daughters of the considered individual in the tree $X^*$.

**Proof:** Let us first prove the first part of 3. Consider on the same probability space mutually independent r. v.’s $\{\xi, Y_i, i \geq 1\}$, where the law of $\xi$ is given as above, and $\mathbb{P}(Y_i = 1) = \overline{q} = 1 - \mathbb{P}(Y_i = 0), \forall i \geq 1$. Note that $\overline{q}$ is the probability that any given individual has an infinite line of descent, so that the joint law of $(\xi - \xi^*, \xi^*)$ is that of

$$\left(\sum_{i=1}^{\xi} (1 - Y_i), \sum_{i=1}^{\xi^*} Y_i\right).$$

$$\mathbb{E}\left[s^{\xi - \xi^*}t^{\xi^*}\right] = \mathbb{E}\left[s^{\sum_{i=1}^{\xi} (1 - Y_i)}t^{\sum_{i=1}^{\xi^*} Y_i}\right]$$

$$= \mathbb{E}\left[\mathbb{E}[s^{1-Y_1}t^{Y_1}]^{\xi}\right]$$

$$= \mathbb{E}[\mathbb{E}[(qs + \overline{q}t)^\xi]]$$

$$= f(qs + \overline{q}t).$$
2.1 Discrete time Bienaymé–Galton–Watson processes

A similar computation yields the second statement in 3. Indeed

\[
\mathbb{E} \left[ sX_n - X_n^* tX^* \right] = \mathbb{E} \left[ sX_n - X_n^* tX^* | X_{n-1} \right] \\
= \mathbb{E} \left[ (s - t)X^* \right] X_{n-1} \\
= f^0(n-1) (f(qs + qt))
\]

We next prove \textit{1} as follows

\[
\mathbb{E} \left( t\xi^* | \xi^* > 0 \right) = \frac{\mathbb{E}(1\xi^* t\xi^* | \xi^* > 0)}{\mathbb{P}(\xi^* > 0)} \\
= \frac{\mathbb{E}(1\xi^* t\xi^*) - \mathbb{E}(1\xi^* t\xi^* | \xi^* = 0)}{\mathbb{P}(\xi^* > 0)} \\
= \frac{f(q + qt) - q}{q}.
\]

We now prove \textit{2}. It suffices to compute

\[
\mathbb{E} \left( s\xi^* | \xi^* = 0 \right) = \frac{\mathbb{E}(s\xi^* | \xi^* = 0)}{q}. \\
= f(sq + 0qt) .
\]

Finally we prove \textit{4}. All we have to show is that

\[
\mathbb{E}[s\xi^* | \xi^* = n] = D^n f(qs) \frac{D^n f(q)}{D^n f(q)}.
\]

This follows from the two following identities

\[
n! \mathbb{E}[s\xi^* | \xi^* = n] = \mathbb{E}(q^n D^n f(qs + qt)|_{t=0}) = \mathbb{E}(q^n D^n f(qs)), \\
n! \mathbb{P}(\xi^* = n) = \mathbb{E}(q^n D^n f(qs + qt)|_{t=0, s=1}) = \mathbb{E}(q^n D^n f(q)).
\]

\[\square\]
2.2 Continuous time Markov branching process

2.2.1 The general case

Consider a continuous time \( \mathbb{N} \)-valued branching process \( X = \{ X^k_t, \ t \ge 0, k \in \mathbb{N} \} \), where \( t \) denotes time, and \( k \) is the number of ancestors at time 0. Such a process is a Bienaymé–Galton–Watson process in which to each individual is attached a random vector describing her lifetime and her number of offsprings. We assume that those random vectors are i. i. d.. The rate of reproduction is governed by a finite measure \( \mu \) on \( \mathbb{N} \), satisfying \( \mu(1) = 0 \). More precisely, each individual lives for an exponential time with parameter \( \mu(n) \), and is replaced by a random number of children according to the probability \( \mu(n) - 1 \mu \). Hence the dynamics of the continuous time jump Markov process \( X \) is entirely characterized by the measure \( \mu \). We have the

Proposition 3. The generating function of the process \( X \) is given by

\[
E \left( s^{X^k_t} \right) = \psi_t(s)^k, \quad s \in [0,1], \quad k \in \mathbb{N},
\]

where

\[
\frac{\partial \psi_t(s)}{\partial t} = \Phi(\psi_t(s)), \quad \psi_0(s) = s,
\]

and the function \( \Phi \) is defined by

\[
\Phi(s) = \sum_{n=0}^{\infty} (s^n - s) \mu(n)
= \lambda(h(s) - s), \quad s \in [0,1],
\]

where \( \lambda = \mu(\mathbb{N}) \) and \( h \) is the generating function of the probability measure \( \lambda^{-1} \mu \).

Proof: Note that the process \( X \) is a continuous time \( \mathbb{N} \)-valued jump Markov process, whose infinitesimal generator is given by

\[
Q_{n,m} = \begin{cases} 
0, & \text{if } m < n - 1, \\
\mu(n + 1 - m), & \text{if } m \ge n - 1 \text{ and } m \neq n, \\
-\mu(n), & \text{if } m = n.
\end{cases}
\]

Define \( f : \mathbb{N} \to [0,1] \) by \( f(k) = s^k, \ s \in [0,1] \). Then \( \psi_t(s) = P_t f(1) \). It follows from the backward Kolmogorov equation for the process \( X \) (see e. g. Theorem 3.2, Chapter 7 in [34]) that
2.2 Continuous time B–G–W process

\[
\frac{dP_t f(1)}{dt} = (QP_t f)(1)
\]
\[
\frac{\partial \psi_t(s)}{\partial t} = \sum_{k=0}^{\infty} Q_{1,k} \psi_t(s)^k
\]
\[
= \sum_{k=0}^{\infty} \mu(k) \psi_t(s)^k - \psi_t(s) \sum_{k=0}^{\infty} \mu(k)
\]
\[
= \Phi(\psi_t(s)).
\]

The branching process \(X\) is called immortal if \(\mu(0) = 0\).

2.2.2 The binary branching case

We now consider the case where \(\mu(k) = 0\), for all \(k \notin \{0, 2\}\). In this situation, there is another equivalent description of the model. Let \(b = \mu(2), d = \mu(0)\). Any individual lives for a duration which is exponential with parameter \(d\), and during her life gives birth to new individuals (one at a time) according to a rate \(b\) Poisson process \(P(t)\) (also called a Poisson counting process), that is an increasing \(\mathbb{N}\)-valued process with independent increments, which is such that for any \(0 \leq s < t\), \(P(t) - P(s)\) (which counts a random number of points in the interval \((s, t]\), see below section 5.2) follows the Poisson distribution with parameter \(b(t - s)\).

The process \(X\) is a birth and death process, which for \(i \geq 1\) jumps from \(i\) to \(i + 1\) at rate \(ib\), and from \(i\) to \(i - 1\) at rate \(id\), and is absorbed at 0.
Chapter 3
Convergence to a continuous state branching process

If one wants to understand the evolution of a large population (e.g. in order to study its extinction time), it may be preferable to consider the limit, as the population size tends to infinity, of the a rescaled $\mathbb{Z}_+$-valued branching process. The limit, which is $\mathbb{R}_+$-valued, inherits a branching property, that of a so-called continuous state branching process (in short CSBP). The formal statement of the CSBP property, which is very similar to the formulation of the branching property as stated before Proposition 1 in Chapter 2, will be given at the start of Chapter 4. In the present chapter, we will show convergence results of rescaled branching processes towards the solution of a Feller SDE. Note that we consider only convergence towards CSBPs with continuous trajectories, hence towards a Feller diffusion. More general CSBPs will be alluded to below in Remark 2 of Chapter 4. For the convergence of branching processes towards those general CSBPs, we refer to Duquesne, Le Gall [17] and Grimvall [20].

3.1 Convergence of discrete time branching processes

Let $x > 0$ be a given real number. To each integer $N$, we associate a Bienaymé–Galton-Watson process $\{X_{n,N,x}, n \geq 0\}$ starting from $X_{0,N,x} = \lfloor Nx \rfloor$. We now define the rescaled continuous time process

$$Z_{t,N,x} := N^{-1} X_{[Nt],N,x}.$$

We shall let the p. g. f. of the Bienaymé–Galton-Watson process depend upon $N$ in such a way that

$$\mathbb{E}[\xi^N] = f^N(1) = 1 + \frac{N}{N},$$

$$\text{Var}[\xi^N] = \sigma^2_N,$$

where as $N \to \infty$. 


We assume in addition the following Lindeberg type condition
\[
\mathbb{E} \left[ \left| \xi^N \right|^2 ; \xi^N \geq a\sqrt{N} \right] \to 0 \quad \text{as } N \to \infty, \quad \text{for all } a > 0,
\]
where we have used the notation \( \mathbb{E}[X;A] = \mathbb{E}[X\mathbf{1}_A] \).

We denote by \( \xi^N, i, j \) the number of offsprings of the \( j \)-th individual from generation \( i \). \((\xi^N, i, j)_{i \geq 0, \ j \geq 1}\) are i.i.d. with the above law. We have
\[
Z^N, x_t = \left[ x \right]_N + \frac{1}{N} \sum_{i=0}^{[Nt]} \sum_{j=1}^{N_{i}^{x}} (\xi^N_{i,j} - 1).
\]
Hence adding and subtracting \( \gamma N / N \) in each term of the last double sum, we deduce that
\[
Z^N, x_t = \left[ x \right]_N + \gamma N \int_0^{[Nt]} Z^N_s ds + M^N_t,
\]
where \( M^N_t = M_{k\Delta t}^N \), with \( M_{k\Delta t}^N = \hat{M}^N_k \), and \( \{\hat{M}^N_k, k \geq 0\} \) is a discrete time martingale given by
\[
\hat{M}^N_k = \frac{1}{N} \sum_{i=0}^{k-1} \sum_{j=1}^{N_{i}^{x}} \left[ \xi^N_{i,j} - \left( 1 + \frac{\gamma N}{N} \right) \right].
\]
It is shown in [20] that under conditions (3.1) and (3.2) \(^2\) (for the definition of the space \( D([0, +\infty); \mathbb{R}_+) \), see section 9.7 below),

**Proposition 4.** \( Z^N, x \Rightarrow Z^x \) in \( D([0, +\infty); \mathbb{R}_+) \) equipped with the Skohorod topology, where \( \{Z^x_t, t \geq 0\} \) solves the SDE
\[
dZ^x_t = \gamma Z^x_t dt + \sigma \sqrt{Z^x_t} dB_t, \quad t \geq 0, \quad Z^x_0 = x.
\]
The proof in [20] is based on Laplace transform calculations. We will now give a proof based on martingale arguments. We deduce easily from (3.3)

**Lemma 2.** For any \( N \geq 1, \ t > 0 \),
\[
\mathbb{E}[Z^N, x_t] \leq x \exp(\gamma nt).
\]

**PROOF:** Taking the expectation in (3.3), we obtain the inequality
\[\footnote{1}{The particular choice \( \sigma = 2 \) would introduce simplifications in many formulas of Chapters 5, 6, 7 and 8 below.}\]
\[\footnote{2}{In fact the result is proved in [20] under the slightly weaker assumption \( \mathbb{E} \left[ \left| \xi^N \right|^2 ; \xi^N \geq aN \right] \to 0 \) as \( N \to \infty \), for all \( a > 0 \).}\]
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\[ E[Z^N_t] \leq x + \gamma_N \int_0^t E[Z^N_s] ds, \]

from which the result follows, thanks to Gronwall's Lemma. □

Note that \( M^N_t \) is not a continuous time martingale, but \( M^N_{k\Delta t} = \tilde{M}^N_k \) is a discrete time martingale. Let

\[ [\tilde{M}^N]_k = \sum_{j=0}^{k-1} (\tilde{M}^N_{j+1} - \tilde{M}^N_j)^2. \]

It is easily shown that \( \{(\tilde{M}^N) - [\tilde{M}^N]_k, k \geq 1\} \) is a martingale. Moreover, from the fact that with \( \mathcal{G}^N_{j:t} = \sigma\{Z^N_s, j \leq i\} \),

\[ E[(\tilde{M}^N_{j+1} - \tilde{M}^N_j)^2 | \mathcal{G}^N_{j:t}] = \sigma^2 N Z^N_s \Delta t, \]

we deduce that

\[ (\tilde{M}^N_k)^2 - (\tilde{M}^N)_k \text{ is a martingale,} \quad (3.5) \]

where

\[ (\tilde{M}^N)_k = \sigma^2 N \int_0^{k\Delta t} Z^N_s ds. \]

We can now prove the

**Lemma 3.** For any \( T > 0 \),

\[ \sup_{N \geq 1} \mathbb{E} \left( \sup_{0 \leq t \leq T} Z^N_{t:x} \right) < \infty. \]

**Proof:** In view of (3.3) and Lemma 2, it suffices to estimate

\[
\left[ E \left( \sup_{0 \leq k \leq NT} |\tilde{M}^N_k| \right) \right]^2 \leq E \left( \sup_{0 \leq k \leq NT} |\tilde{M}^N_k|^2 \right) \\
\leq 4E \left( |\tilde{M}^N_{NT}|^2 \right) \\
= 4E\langle \tilde{M}^N \rangle_{NT} \\
\leq 4\sigma_N^2 \int_0^T E(Z^N_{s:x}) ds \\
\leq 4\sigma_N^2 \exp[\gamma_N T] - 1 \frac{1}{\gamma_N},
\]

where we have used Doob's inequality on the second line, (3.5) on the third, and with the understanding that the last ratio equals \( T \) if \( \gamma_N = 0 \). □

**Remark 1.** It is not very hard to show that
$\mathbb{E}\left[ (Z^{N,x}_t)^2 \right] \leq \left( x^2 + x\sigma_N^2 \frac{e^{2\gamma_N t} - 1}{\gamma_N} \right) e^{2\gamma_N (2 + \frac{\gamma_N}{N}) t}$

$\mathbb{E}\left[ \sup_{0 \leq s \leq t} (Z^{N,x}_s)^2 \right] \leq C(t)(x + x^2)$.

However, we do not need those estimates, and we leave their proof to the reader.

We can now proceed to the

**Proof of Proposition 4** Since $M^N_t$ is not really a martingale, the arguments of Propositions 37 and 38 need to be slightly adapted. We omit the details of those adaptations. It follows from (3.3), (3.5), Lemma 3, Proposition 37 (see also Remark 14) and (3.1) that $\{Z^{N,x}_t, t \geq 0\}_{N \geq 1}$ is tight in $D([0, \infty); \mathbb{R}_+]$. In order to show that

$Z^{x}_t = x + \gamma \int_0^t Z^{x}_s ds + M_t$,

where $M$ is a continuous martingale such that

$\langle M \rangle_t = \sigma^2 \int_0^t Z^{x}_s ds$,

see Proposition 38, it remains to prove that the last condition of Proposition 37 holds, namely that

**Lemma 4.** For any $T > 0$, as $N \to \infty$,

$$\sup_{0 \leq t \leq T} |Z^{N,x}_t - Z^{N,x}_{t'}| \to 0 \text{ in probability.}$$

If we admit for a moment this Lemma, it follows from the martingale representation Theorem 19 that there exists a standard Brownian motion $\{B_t, t \geq 0\}$ such that

$Z^{x}_t = x + \gamma \int_0^t Z^{x}_s ds + \sigma \int_0^t \sqrt{Z^{x}_s} dB_s, t \geq 0$.

It follows from Corollary 1 below that this SDE has a unique solution, hence the limiting law of $\{Z^{x}_t, t \geq 0\}$ is uniquely characterized, and the whole sequence $\{Z^{N,x}_t\}$ converges to $Z^x$ as $N \to \infty$. □

**Proof of Lemma 4** For any $\epsilon' < \epsilon$, provided $N$ is large enough,

$$\mathbb{P}\left( \sup_{0 \leq t \leq T} |Z^{N,x}_t - Z^{N,x}_{t'}| > \epsilon \right) \leq \mathbb{P}\left( \sup_{i \leq NT} |\tilde{M}^{N,i}_t - \tilde{M}^{N,i}_{t-1}| > \epsilon' \right)$$

Now define

$$\tilde{M}^{N,K}_k = \frac{1}{N} \sum_{i=0}^{k-1} N\xi^{N,i}_k \left[ \xi^{N,i}_j - \left( 1 + \frac{\gamma_N}{N} \right) \right],$$

where $Z^{N,K}_{\Delta t} = Z^{N}_{\Delta t} \wedge K$. It follows from Lemma 3 that for all $T > 0,$
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\[ \lim_{K \to \infty} \mathbb{P}(\tilde{M}_k^{N,K} = \tilde{M}_k^N \text{ for all } k \leq NT, \text{ all } N \geq 1) = 1. \]

It thus suffices to show that for each fixed \( K > 0, \varepsilon > 0, \)
\[ \mathbb{P} \left( \sup_{i < NT} |\tilde{M}_{i+1}^{N,K} - \tilde{M}_i^{N,K}| > \varepsilon \right) \to 0, \]
as \( N \to \infty. \) But
\[ |\tilde{M}_{i+1}^{N,K} - \tilde{M}_i^{N,K}| \leq \sqrt{\frac{K}{N}} |U_i^N|, \text{ where } U_i^N = \frac{1}{\sqrt{NZ_{i,K}^N}} \sum_{j=1}^{NZ_{i,K}^N} \xi_j^{N,i}. \]
with \( \xi_j^{N,i} = \xi_j^N - (1 + \gamma_N/N). \) We have with \( \varepsilon_K = \varepsilon / \sqrt{K}, \)
\[ \mathbb{P} \left( \sup_{i < NT} |\tilde{M}_{i+1}^{N,K} - \tilde{M}_i^{N,K}| > \varepsilon \right) \leq \mathbb{P} \left( \bigcup_{i < NT} \{ |U_i^N| > \varepsilon_K \sqrt{N} \} \right) = 1 - \mathbb{P} \left( \bigcap_{i < NT} \{ |U_i^N| \leq \varepsilon_K \sqrt{N} \} \right) \]
It is plain that
\[ \mathbb{P} \left( |U_i^N| \leq \varepsilon_K \sqrt{N} \bigg| \Theta_i^N \right) = 1 - \mathbb{P} \left( |U_i^N| > \varepsilon_K \sqrt{N} \bigg| \Theta_i^N \right) \geq 1 - \frac{C_{N,K}}{\varepsilon_K^2 N}, \]
where
\[ C_{N,K} = \sup_{0 < \gamma \leq K} \mathbb{E} \left( \left| \frac{1}{|N|} \sum_{j=1}^{N} \xi_j^{N,i} \right|^2 \right) \geq \frac{1}{\sqrt{|N|}} \sum_{j=1}^{N} \mathbb{E} \left( \left| \xi_j^{N,i} \right| \right) > \varepsilon_K \sqrt{N}. \]
Conditioning first upon \( \Theta_{[NT]}^N, \) then upon \( \Theta_{[NT-1]}^N, \) etc., and using repeatedly the last computations, we deduce that, provided \( 2\varepsilon_K^2 C_{N,K} \leq N, \)
\[ \mathbb{P} \left( \sup_{i < NT} |\tilde{M}_{i+1}^{N,K} - \tilde{M}_i^{N,K}| > \varepsilon \right) \leq 1 - \left( 1 - \frac{C_{N,K}}{\varepsilon_K^2 N} \right)^{|NT|} \leq 1 - \exp(-(2\log 2)\varepsilon_K^{-2} C_{N,K} T). \]
It remains to show that for each \( K > 0, C_{N,K} \to 0, \) as \( N \to \infty. \) This follows readily from the fact that our assumption (3.2) allows us to deduce from Lindeberg’s theorem that if \( X_N := \frac{1}{\sqrt{N}} \sum_{j=1}^{N} \xi_j^{N,i}, X_N \Rightarrow X \) as \( N \to \infty, \) where \( X \) is a centered normal r.v. with variance 2. But we also have that \( \mathbb{E}[X_N^2] \to \mathbb{E}[X^2], \) hence the collection of
r.v.'s \{X_N^2, N \geq 1\} is uniformly integrable, from which we deduce that \(C_{N,K} \to 0\), as \(N \to \infty\). □

3.2 The individuals with an infinite line of descent

Consider again the collection indexed by \(N\) of BGW processes \(\{X_N^{N,x}\}\) introduced at the beginning of the previous section, but this time with \(\gamma_N = \gamma > 0\), \(\sigma_N = \sigma\), for all \(N \geq 1\). For each \(t \geq 0\), let \(Y_N^t\) denote the individuals in the population \(X_N^{N,x}[Nt]\) with an infinite line of descent. Let us describe the law of \(Y_N^0\). Each of the \([N]\) individuals living at time \(t = 0\) has the probability \(1 - q_N\) of having an infinite line of descent, if \(q_N\) is the probability of extinction for a population with a unique ancestor at the generation 0. It then follows from the branching property that the law of \(Y_N^0\) is the binomial law \(B([N], 1 - q_N)\). It remains to evaluate \(q_N\), the unique solution in the interval \((0, 1)\) of the equation \(f_N(x) = x\).

We deduce from a Taylor expansion of \(f\) near \(x = 1\) that

\[
1 - q_N = \frac{2\gamma}{\sigma^2 N} + o\left(\frac{1}{N}\right).
\]

Consequently

**Proposition 5.** In the above model, the number \(Y_0^N\) of individuals at time 0 with an infinite line of descent converges in law, as \(N \to \infty\), towards Pois\((2\gamma/\sigma^2)\).

3.3 Convergence of continuous time branching processes

Consider a continuous time \(\mathbb{Z}_+\)-valued branching process \(X_t^{N,x}\), with initial condition \(X_0^{N,x} = [N]\) and reproduction measure \(\mu_N\) such that \(\mu_N([k]) = k\),

\[
N^{-1} \sum_{k \geq 0} k \mu_N(k) = 1 + \frac{\gamma_N}{N}, \quad \text{Var}(N^{-1} \mu_N) = \sigma_N^2,
\]

with \(\gamma_N \to \gamma\) and \(\sigma_N \to \sigma\), as \(N \to \infty\). We define \(Z_t^{N,x} = N^{-1} X_t^{N,x}\). \(\{P(t), t \geq 0\}\) being a standard Poisson process, let

\[
Q_t^N = P\left(N^2 \int_0^t \sigma_s^{N,x} ds\right).
\]
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It is fair to decide that $Q^N_t$ is the number of birth events which have happened between time 0 and time $t$, since $N^2Z_{N,t}^N = NX_{N,0}^N$ is the rate at which birth events occur. Now

$$Z_{N,t}^N = \frac{[Nx]}{N} + N^{-1} \sum_{n=1}^{Q^N} (\xi^n_N - 1),$$

where $\xi^n_N$ denotes the number of offsprings at the $n$–th birth event. Those constitute an i.i.d. sequence with the common law $N^{−1}\mu_N$, which is globally independent of the Poisson process $P(t)$. We have

$$Z_{N,x}^N = \frac{[Nx]}{N} + \gamma_N N^{-2} Q^N + N^{-1} \sum_{n=1}^{Q^N} (\xi^n_N - \mathbb{E}N^n)$$

$$= \frac{[Nx]}{N} + \gamma_N \int_0^t N^2 Z_{N,s}^N ds + \gamma_N \left[ N^{-2} Q^N - \int_0^t Z_{N,s}^N ds \right]$$

$$+ N^{-1} \sum_{n=1}^{Q^N} (\xi^n_N - \mathbb{E}N^n)$$

$$= \frac{[Nx]}{N} + \gamma_N \int_0^t N^2 Z_{N,s}^N ds + \mathbb{E}_N(t) + M^N_t,$$  \hspace{1cm} (3.6)

where $\mathbb{E}_N(t) \to 0$ and $M^N_t$ are martingales, and their quadratic variations satisfy

$$[M^N]_t = N^{-2} \sum_{n=1}^{Q^N} (\xi^n_N - \mathbb{E}N^n)^2,$$

$$\langle M^N \rangle_t = \sigma_N^2 \int_0^t |Z_{N,s}^N|^2 ds,$$  \hspace{1cm} (3.7)

hence

$$\mathbb{E}\langle M^N \rangle_t = \sigma_N^2 \int_0^t \mathbb{E}|Z_{N,s}^N|^2 ds,$$  \hspace{1cm} (3.8)

while

$$\mathbb{E}\langle \mathbb{E}_N \rangle_t = N^{-2} \gamma_N^2 \int_0^t \mathbb{E}|Z_{N,s}^N|^2 ds.$$  \hspace{1cm} (3.9)

From (3.6),

$$\mathbb{E}[Z_{N,s}^N] \leq xe^{\gamma N t}.$$

And from this, (3.6), (3.8) and (3.9), we deduce that for all $T > 0$,

$$\sup_{N \geq 1} \mathbb{E} \left( \sup_{0 \leq s \leq T} Z_{N,s}^N \right) < \infty.$$

It is plain that $\mathbb{E}_N(t) \to 0$ in probability locally uniformly in $t$. It follows from these last statements, (3.6), (3.7), Propositions 37 and 38 that the sequence $\{Z_{N,t}^N, t \geq 0\}$
is tight in $D([0, +\infty))$, and moreover that any limit of a converging subsequence is a solution of the SDE (3.4). In other words we have the

**Proposition 6.** $Z_{N,x}^N \Rightarrow Z^x$ as $N \to \infty$ for the topology of locally uniform convergence, where $Z^x$ is the unique solution of the following Feller SDE

$$Z_t^x = x + \gamma \int_0^t Z_s^x \, ds + \sigma \int_0^t \sqrt{Z_s^x} \, dB_t, \quad t \geq 0.$$ 

### 3.4 Convergence of continuous time binary branching processes

We now restrict ourselves to continuous time binary branching processes. We refer to sub-section 2.2.2, and consider for each $N \geq 1$ a continuous time $\mathbb{Z}_+-$valued Markov birth and death process $X_{N,x}^N$ with birth rate $b_N = \sigma^2 / 2 + \alpha$ and death rate $d_N = \sigma^2 / 2 + \beta$, where $\alpha, \beta \geq 0$, and initial condition $X_{N,0}^N = [Nx]$. We define $Z_{N,x}^N = N^{-1}X_{N,x}^N$. It is not hard to see that there exist two mutually independent standard (i.e. rate 1) Poisson processes $P_b(t)$ and $P_d(t)$, such that

$$Z_t^{N,x} = \frac{[Nx]}{N} + N^{-1}P_b \left( \left( \frac{\sigma^2}{2}N + \alpha \right) \int_0^t N Z_{s}^{N,x} \, ds \right) - N^{-1}P_d \left( \left( \frac{\sigma^2}{2}N + \beta \right) \int_0^t N Z_{s}^{N,x} \, ds \right).$$

Define the two martingales $M_b(t) = P_b(t) - t$ and $M_d(t) = P_d(t) - t$. We have

$$Z_t^{N,x} = \frac{[Nx]}{N} + (\alpha - \beta) \int_0^t Z_{s}^{N,x} \, ds + M^N(t),$$

$$M^N(t) = N^{-1} \left[ M_b \left( \left( \frac{\sigma^2}{2}N + \alpha \right) \int_0^t N Z_{s}^{N,x} \, ds \right) - M_d \left( \left( \frac{\sigma^2}{2}N + \beta \right) \int_0^t N Z_{s}^{N,x} \, ds \right) \right].$$

Consequently its quadratic variation is given as

$$[M^N]_t = N^{-2} \left[ P_b \left( \left( \frac{\sigma^2}{2}N + \alpha \right) \int_0^t N Z_{s}^{N,x} \, ds \right) + P_d \left( \left( \frac{\sigma^2}{2}N + \beta \right) \int_0^t N Z_{s}^{N,x} \, ds \right) \right],$$

$$\langle M^N \rangle_t = \left( \frac{\sigma^2 + \alpha + \beta}{N} \right) \int_0^t Z_{s}^{N,x} \, ds.$$

It is plain that $E(Z_{N,x}^N) \leq x \exp((\alpha - \beta)t)$, and moreover that for any $T > 0$, $\sup_{N \geq 1} \mathbb{E} \left( \sup_{0 \leq s \leq T} Z_{s}^{N,x} \right) < \infty$. We deduce from the above arguments

**Proposition 7.** $Z_{N,x}^N \Rightarrow Z^x$ as $N \to \infty$ for the topology of locally uniform convergence, where $Z^x$ is the unique solution of the following Feller SDE
where $\gamma = \alpha - \beta$.

### 3.5 Convergence to an ODE

It can be noted that the conditions for convergence towards a Feller diffusion are rather rigid. In the last case which we considered, we need order $(N)$ intensities for both Poisson processes, with a difference in the intensities which is allowed to be of order $1$ only. Consider again the case of a continuous time binary branching process as in the previous section, but this time we assume that the birth rate is constant equal to $\alpha$, and the death rate is constant equal to $\beta$. Assume again that $X_0^{N,x} = [N_x]$, and define as above $Z_t^{N,x} = N^{-1}X_t^{N,x}$. Then

$$Z_t^{N,x} = \frac{[N_x]}{N} + N^{-1}P_b\left(\alpha N \int_0^t Z_s^{N,x} ds\right) - N^{-1}P_d\left(\beta N \int_0^t Z_s^{N,x} ds\right).$$

With again $M_b(t) = P_b(t) - t$ and $M_d(t) = P_d(t) - t$,

$$Z_t^{N,x} = \frac{[N_x]}{N} + (\alpha - \beta) \int_0^t Z_s^{N,x} ds + M^N(t),$$

where

$$M^N(t) = N^{-1}\left[ M_b\left(\alpha N \int_0^t Z_s^{N,x} ds\right) - M_d\left(\beta N \int_0^t Z_s^{N,x} ds\right)\right].$$

Now

$$[M^N]_t = N^{-2}\left[ P_b\left(\alpha N \int_0^t Z_s^{N,x} ds\right) + P_d\left(\beta N \int_0^t Z_s^{N,x} ds\right)\right],$$

$$\langle M^N \rangle_t = \frac{\alpha + \beta}{N} \int_0^t Z_s^{N,x} ds.$$

We again have that $\mathbb{E}(Z_t^{N,x}) \leq x \exp((\alpha - \beta)t)$, and moreover that for any $T > 0$, $\sup_{N \geq 1} \mathbb{E}\left(\sup_{0 \leq s \leq T} Z_t^{N,x}\right) < \infty$. For any $t > 0$, $\mathbb{E}[\langle M^N \rangle^2] \to 0$ as $N \to \infty$. Hence we have the following law of large numbers

**Proposition 8.** As $N \to \infty$, $Z_t^{N,x}$ converges in probability, locally uniformly in $t$, towards the solution of the ODE

$$\frac{dZ_t^x}{dt} = (\alpha - \beta)Z_t^x; \quad Z_0^x = x.$$
Chapter 4
Continuous State Branching Process (CSBP)

In the case of a $\mathbb{Z}^+$-valued process, the branching property says that the progeny of the various individuals alive at time $t$ are i.i.d. In the case of a CSBP, an $\mathbb{R}^+$-valued branching process, the branching property says that for all $x, y > 0$, \( \{Z^x_{t+y} - Z^y_t, t \geq 0\} \) is independent of \( \{Z^x_t, t \geq 0, 0 < x' \leq x\} \), and has the same law as \( \{Z^y_t, t \geq 0\} \).

In this chapter, we want to study CSBPs \( (Z^x_t, t \geq 0) \) for each fixed $x > 0$, such that for each fixed $x > 0$, there exists a Brownian motion \( \{B_t, t \geq 0\} \) such that
\[
Z^x_t = x + \gamma \int_0^t Z^x_s ds + \sigma \int_0^t \sqrt{Z^x_s} dB_s.
\]

However, the Brownian motion $B$ in this SDE is not the same for all $x > 0$. The nice way of writing an SDE which is valid for all $x > 0$ has been invented recently by Dawson and Li [15] and is as follows.

Given a unique space-time white noise $W(ds, du)$, Dawson and Li [15] show that the SDE
\[
Z^x_t = x + \gamma \int_0^t Z^x_s ds + \sigma \int_0^t \int_0^{Z^x_s} W(ds, du)
\]
has unique solution for each $x > 0$, and the so-defined random field \( \{Z^x_t, t \geq 0, x \geq 0\} \) is a CSBP. We will explain this result in detail in the next section.

Remark 2. This last equation describes all CSBPs with continuous paths. However, a CSBP may have discontinuities. All CSBPs are solution of an SDE of the type
\[
Z^x_t = x + \gamma \int_0^t Z^x_s ds + \sigma \int_0^t \int_0^{Z^x_s} W(ds, du) + \int_0^t \int_0^{Z^x_s} \int_1^\infty z M(ds, dz, du)
\]
where $M(ds, dz, du)$ is a Poisson Point Measure on $(\mathbb{R}_+)^3$ with mean measure $ds \times \pi(dz) \times du$ and $\tilde{M}(ds, dz, du) = M(ds, dz, du) - ds \times \pi(dz) \times du$ is the compensated PPM. Here the measure $\pi$ is assumed to satisfy $\pi(0) = 0$ and $\int_0^\infty (1 \wedge z^2) \pi(dz) < \infty$. 
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We will not discuss those discontinuous CSBPs in these notes. We refer the interested reader to [15] for discussion of the above SDE and its connection with CSBPs. Note also a connection with Lévy processes which is described by the Lamperti transform (see [25]), and hence with the Levy–Khinchin formula, see Theorem 20 below. Let us state the Lamperti transform, since in the above framework it is intuitively rather clear. Define
\[ A_x^t = \int_0^t Z_x^s ds, \quad \tau_x^t = \inf\{s > 0, A_x^s > t\} \text{ and } X_x^t = Z_{\tau_x^t}. \]
Then \( X_x^t \) is a Lévy process of the form
\[ X_x^t = x + \gamma t + \sigma B_t + \int_0^t \int_0^1 z\mathcal{N}(ds, dz) + \int_0^t \int_{\mathbb{R}^+} z\mathcal{N}(ds, dz) \]
stopped at the first time it hits 0, where \( \mathcal{N} \) is a PPM on \( \mathbb{R}^2_+ \) with mean measure \( ds \times \pi(dz) \). We refer the reader to [13] and [25] for a proof of that result.

4.1 Space–time white noise, Dawson–Li SDE and the branching property

Let us first define the space–time white noise on \( \mathbb{R}^2_+ \). We consider a generalized centered Gaussian random field \( \{W(h), h \in L^2(\mathbb{R}^2_+)\} \) with covariance \( \mathbb{E}[W(h)W(k)] = \langle h, k \rangle \), where \( \langle \cdot, \cdot \rangle \) denotes the scalar product in \( L^2(\mathbb{R}^2_+) \). In particular, if \( h \) and \( k \) have disjoint supports, then \( W(h) \) and \( W(k) \) are independent. An alternative way of writing \( W(h) \) is
\[ W(h) = \int_0^\infty \int_0^\infty h(t,u)W(dt, du). \]
This can be termed a Wiener integral, i.e. the integral of a deterministic square integrable function. We now want to define an Itô integral. Here the two variables \( t \) and \( u \) will play very asymmetric roles. Indeed, we will integrate random functions which are adapted in the \( t \) direction only. More precisely, let for all \( t \geq 0 \) \( \mathcal{F}_t = \sigma\{W(h), \text{ supp}(h) \subset [0,t] \times \mathbb{R}_+ \} \cup \mathcal{N} \), where \( \mathcal{N} \) stands for the \( \sigma \)-algebra of \( \mathbb{P} \)-null sets, and let \( \mathcal{S} \) denote the associated \( \sigma \)-algebra of progressively measurable subsets of \( \mathbb{R}_+ \times \Omega \), i.e. \( \mathcal{S} \) is generated by the sets of the form \( (s,t] \times A \), where \( 0 \leq s < t \) and \( A \in \mathcal{F}_s \).

We now consider random fields of the form
\[ \psi : \mathbb{R}_+ \times \Omega \times \mathbb{R}_+, \]
which are assumed to be \( \mathcal{S} \otimes \mathcal{B}_+ \), where \( \mathcal{B}_+ \) denotes the \( \sigma \)-algebra of Borel subsets of \( \mathbb{R}_+ \), and satisfy the assumption that for all \( t > 0 \),
\[ \mathbb{E} \int_0^t \int_0^\infty \psi^2(s,u)duds < \infty, \text{ or at least } \int_0^t \int_0^\infty \psi^2(s,u)duds < \infty \text{ a.s.} \]
For such \( \psi \)'s, the stochastic integral
can be constructed as the limit in probability of the approximating sequence
\[
n^2 \sum_{i=1}^{\lfloor n \rceil - 1} \sum_{j=1}^{\infty} \langle \psi, 1_{A_{i,j}} \rangle W(A_{i,j}^n),
\]
where we have used the abuse of notation \( W(A) = W(1_A) \), and
\[
A_{i,j}^n = \left[ \frac{i}{n} - \frac{i+1}{n} \right] \times \left[ \frac{j}{n} - \frac{j+1}{n} \right].
\]
The resulting process \( \{ \int_0^t \int_0^\infty \psi(s,u)W(ds,du), t \geq 0 \} \) is a continuous local martingale, which satisfies
\[
\mathbb{E} \left[ \left( \int_0^t \int_0^\infty \psi(s,u)W(ds,du) \right)^2 \right] \leq \mathbb{E} \int_0^t \int_0^\infty \psi^2(s,u)dsdu,
\]
with equality whenever the right hand side is finite, in which case the above local martingale is a square integrable martingale. Note also that
\[
\langle M \rangle_t = \int_0^t \int_0^\infty \psi^2(s,u)duds.
\]
We refer to [43] for a detailed construction of that stochastic integral.

We now turn to the Dawson–Li SDE
\[
Z^x_t = x + \gamma \int_0^t Z^y_s ds + \sigma \int_0^t \int_0^\infty 1_{u \leq Z_s^y} W(ds,du).
\]  

(4.1)

We now prove existence and uniqueness of a strong solution of that equation.

**Theorem 1.** Given the space–time white noise \( W \), equation (4.1) has a unique strong solution.

**Proof:** Step 1 We first prove pathwise uniqueness. Consider the decreasing sequence of positive numbers \( a_k = \exp(-k(k+1)/2), k \geq 0 \), so that \( a_0 = 1, \int_{a_k}^{a_{k+1}} x^{-1}dx = k \) and \( a_k \downarrow 0 \) as \( k \rightarrow \infty \). Now for each \( k \geq 1 \), let \( \psi_k \) be a continuous function defined on \( \mathbb{R}_+ \) such that
\[
\text{supp}(\psi_k) \subset [a_k, a_{k-1}], \quad 0 \leq \psi_k(x) \leq \frac{2}{k^2}, \quad \int_{a_k}^{a_{k-1}} \psi_k(x)dx = 1,
\]
and let
\[
\phi_k(x) = \int_0^{|x|} dy \int_0^y \psi_k(z)dz.
\]
We note that $\phi_k$ is of class $C^2$, $0 \leq \phi_k'(x) \leq 1$ for $x > 0$, $-1 \leq \phi_k'(x) \leq 0$ for $x < 0$, and $0 \leq \phi_k(x) \uparrow |x|$, as $k \to \infty$. Let $Z_1^t$ and $Z_2^t$ denote two solutions of the SDE (4.1). It follows from Itô’s formula that for any $k \geq 1$,

$$
\mathbb{E}\phi_k(Z_1^t - Z_2^t) = \gamma \mathbb{E}\int_0^t \phi_k'(Z_1^s - Z_2^s)(Z_1^s - Z_2^s)ds \\
+ \frac{1}{2} \mathbb{E}\int_0^t \phi_k''(Z_1^s - Z_2^s)|Z_1^s - Z_2^s|ds \\
\leq |\gamma| \mathbb{E}\int_0^t |Z_1^s - Z_2^s|ds + \frac{t}{k},
$$

since $0 \leq \phi_k'(x) \leq |x|$ and $0 \leq \phi_k''(x)|x| \leq \frac{2}{k}$. Letting $k \to \infty$, we deduce from the monotone convergence theorem that

$$
\mathbb{E}|Z_1^t - Z_2^t| \leq |\gamma| \mathbb{E}\int_0^t |Z_1^s - Z_2^s|ds,
$$

from which $\mathbb{E}|Z_1^t - Z_2^t| = 0$ for all $t \geq 0$ follows from Gronwall’s Lemma.

**Remark 3.** As already noticed, there exists a Brownian motion $B_t$ such that (4.1) can be rewritten as

$$
Z^t = x + \gamma \int_0^t Z^s ds + \sigma \int_0^t \sqrt{Z^s} dB_s. \quad (4.2)
$$

The last proof is an adaptation of Yamada–Watanabe’s proof of strong uniqueness for this last equation, see [44]. Note that while the Itô formula for $\phi(Z^t)$ gives exactly the same “additional Itô term” in both formulations of the SDE, this is no longer true for $\phi(Z_1^t - Z_2^t)$. The bracket of the martingale part of the solution is the same in both formulations, but not the bracket of the difference between two solutions. However the proof is essentially the same in both cases.

As a matter of fact, the same argument as in the proof of Theorem 1 allows us to prove

**Corollary 1.** For any $x > 0$, equation (4.2) has a unique strong solution.

We now have the comparison theorem

**Theorem 2.** Let $Z^x_t$ and $Z^y_t$ be two solutions of (4.1), with the initial conditions $Z^x_0 = x$, $Z^y_0 = y$, and assume that $x < y$. Then $\mathbb{P}(Z^x_t \leq Z^y_t \text{ for all } t > 0) = 1$.

**Proof:** We introduce the same sequence $(\psi_k)_{k \geq 1}$ as in the proof of Theorem 1, and define this time

$$
\phi_k(x) = \int_0^x dy \int_0^y \psi_k(z)dz.
$$
4.2 Laplace functional of our CSBP

Again $\phi_k$ is of class $C^2$, $\phi_k'(x) = 0$ for $x < 0$, $0 \leq \phi'(x) \leq 1$ if $x > 0$, and $0 \leq \phi_k(x) \uparrow x$, as $k \to \infty$. We deduce from Itô’s formula

$$
E[\phi_k(Z^x_t - Z^y_t)] = \gamma E \int_0^t \phi_k'(Z^x_s - Z^y_s)(Z^x_s - Z^y_s)ds
$$

$$
+ \frac{1}{2} E \int_0^t \phi_k''(Z^x_s - Z^y_s)|Z^x_s - Z^y_s|^2ds
$$

$$
\leq |\gamma| E \int_0^t (Z^x_s - Z^y_s)_+ ds + \frac{t}{k}.
$$

Letting $k \to \infty$, we deduce from the monotone convergence theorem that

$$
E[(Z^x_t - Z^y_t)_+] \leq |\gamma| E \int_0^t (Z^x_s - Z^y_s)_+ ds,
$$

from which $E[(Z^x_t - Z^y_t)_+] = 0$ for all $t \geq 0$ follows from Gronwall’s Lemma. The result follows readily.

As a consequence of the above results, for any $n \geq 1$, any $0 = x_0 < x_1 < x_2 < \cdots < x_n$, the processes $\{Z^x_k - Z^x_{k-1}, t \geq 0; 1 \leq k \leq n\}$ are $\mathbb{R}_+$-valued. Moreover, since they are functionals of the white–noise $W$ on disjoint subsets of $\mathbb{R}_+ \times \mathbb{R}_+$, they are independent, and it is easy to check that for each $1 \leq k \leq n$, $\{Z^{x_k}_t - Z^{x_{k-1}}_t, t \geq 0\}$ has the same law as $\{Z^{x_k-x_{k-1}}_t, t \geq 0\}$. In other words, the increments of the mapping $x \to Z^x$ are independent and stationary. Consequently the solution of (4.1) is a Continuous Space Branching Process.

Since both the approximations and the limit have stationary and independent increments, the three Propositions 4, 6 and 7 can be strengthened as convergence results of $\{Z^x_N, x \geq 0\}$ towards the solution of (4.1). The appropriate topology in the space of two–parameter processes for which these convergences hold will be specified below in the statement of Theorem 13.

### 4.2 Laplace functional of our CSBP

The branching property entails that for all $t$, $\lambda > 0$, there exists a positive real number $u(t, \lambda)$ such that

$$
E[\exp(-\lambda Z^t)] = \exp[-\lambda u(t, \lambda)].
$$

From the Markov property of the process $t \to Z^t$, we deduce readily the semigroup identity

$$
u(t+s, \lambda) = u(t, u(s, \lambda)).$$

We seek a formula for $u(t, \lambda)$. Let us first get by a formal argument an ODE satisfied by $u(t, \lambda)$. For $t > 0$ small, we have that

$$
Z^t_t \simeq x + \gamma at + \sqrt{B}t,
$$
hence
\[ E\left(e^{-\lambda Z_t^t}\right) \approx \exp\left(-\lambda x[1 + \gamma t - \sigma^2 \lambda t/2]\right), \]
and
\[ \frac{u(t, \lambda) - \lambda}{t} \approx \gamma \lambda - \frac{\sigma^2}{2}. \]

Assuming that \( t \to u(t, \lambda) \) is differentiable, we deduce that
\[ \frac{\partial u}{\partial t}(0, \lambda) = \gamma \lambda - \frac{\sigma^2}{2}. \]

This, combined with the semigroup identity, entails that
\[ \frac{\partial u}{\partial t}(t, \lambda) = -\Psi(u(t, \lambda)), \quad u(0, \lambda) = \lambda, \quad (4.4) \]
where \( \Psi(r) := \sigma^2 r^2/2 - \gamma r \) is called the branching mechanism of the continuous state branching process \( Z \). It is easy to solve that ODE explicitly, and we now prove rigorously that \( u \) is indeed the solution of (4.4), without having to go through the trouble of justifying the above argument.

**Lemma 5.** The function \( (t, \lambda) \to u(t, \lambda) \) defined by (4.3) is given by the formula
\[ u(t, \lambda) = \frac{\lambda \gamma e^{\gamma t}}{\gamma + \frac{\lambda^2}{2} \times (e^{\gamma t} - 1)} \quad (4.5) \]
and it is the unique solution of (4.4).

**Proof:** It suffices to show that \( \{M_s^x, 0 \leq s \leq t\} \) defined by
\[ M_s^x = \exp\left(-\frac{\gamma e^{\gamma (t-s)}}{\sigma^2(e^{\gamma (t-s)} - 1) + \gamma/\lambda} Z_s^x\right) \]
is a martingale, which follows from Itô’s formula. \( \square \)

**Remark 4.** In the critical case (i.e. the case \( \gamma = 0 \)),
\[ u(t, \lambda) = \frac{\lambda}{1 + \sigma^2 \lambda t/2}, \]
which is the limit as \( \gamma \to 0 \) of (4.5). This particular formula can also be established by checking that in the case \( \gamma = 0 \),
\[ N_s^x = \exp\left(-\frac{\lambda}{1 + \sigma^2 \lambda (t-s)/2} Z_s^x\right) \]
is a martingale.
Lemma 6. On some probability space, there exists a three parameter process
such that

\[ u(t, \lambda) = d(t)\lambda + \int_0^\infty (1 - e^{-\lambda r})\Lambda(t, dr), \]

where \( d(t) \geq 0 \) and for each \( t > 0 \), the measure \( \Lambda(t, \cdot) \) satisfies \( \int_0^\infty (r \wedge 1)\Lambda(t, dr) < \infty \). Comparing with (4.5), we first deduce \( d(t) \equiv 0 \) from the fact that \( u(t, \infty) < \infty \), and moreover, with the notation \( \gamma = \frac{2r}{\sigma(1 - e^{-\gamma})} \),

\[ \Lambda(t, dr) = p(t) \exp(-q(t)r)dr, \quad \text{where} \quad p(t) = \frac{\gamma^2}{2r} e^{-\gamma r}, \quad q(t) = \gamma e^{-\gamma r}. \quad (4.6) \]

We have defined the two parameter process \( \{Z^s_t : x \geq 0, t \geq 0\} \). \( Z^s_t \) is the population at time \( t \) made of descendants of the initial population of size \( x \) at time \( 0 \). We may want to introduce three parameters, if we want to discuss the descendants at time \( t \) of a population of a given size at time \( s \). The first point, which is technical but in fact rather standard, is that we can construct the collection of those random variables jointly for all \( 0 \leq s < t, x \geq 0 \), so that all the properties we may reasonably wish for them are satisfied. More precisely, following [8], we have the

**Lemma 6.** On some probability space, there exists a three parameter process
\( \{Z^s_{t,x} : 0 \leq s \leq t, x \geq 0\} \),
such that

1. For every \( 0 \leq s \leq t \), \( Z^s_{t,s} = \{Z^s_{t,s} : x \geq 0\} \) is a subordinator with Laplace exponent \( u(t-s) \).
2. For every \( n \geq 2 \), \( 0 \leq t_1 < t_2 < \cdots < t_n \), the subordinators \( Z_{t_1,t_2}, \ldots, Z_{t_{n-1},t_n} \) are mutually independent, and

\[ Z^s_{t_1,t_n} = Z^s_{t_{n-1},t_n} \circ \cdots \circ Z^s_{t_1,t_2}, \quad \forall x \geq 0, \ a.s. \]

3. The processes \( \{Z^s_0,t : t \geq 0, x \geq 0\} \) and \( \{Z^s_t, t \geq 0, x \geq 0\} \) have the same finite dimensional distributions.

Now consider \( \{Z^s_{t,x} : x \geq 0\} \) for fixed \( 0 \leq s \leq t \). It is a subordinator with Laplace exponent (the functions \( p \) and \( q \) are given in (4.6))

\[ u(t-s, \lambda) = p(t-s) \int_0^\infty (1 - e^{-\lambda r})e^{-q(t-s)r}dr. \]

We shall give a probabilistic description of the process \( \{Z^s_{t,x} : x \geq 0\} \) below in section 4.4. From now on, we write \( Z^s_t \) for \( Z^s_{0,t} \).

Let us first study the large time behavior of the process \( Z^s_t \). This CSBP is said to be subcritical if \( \gamma < 0 \) critical if \( \gamma = 0 \) and supercritical if \( \gamma > 0 \). Consider the extinction event

...
\[ E = \{ \exists t > 0, \text{ s.t. } Z_t^x = 0 \}. \]

**Proposition 9.** If \( \gamma \leq 0 \), \( \mathbb{P}_x(E) = 1 \) a.s. for all \( x > 0 \). If \( \gamma > 0 \), \( \mathbb{P}_x(E) = \exp(-2x\gamma/\sigma^2) \) and on \( E^c \), \( Z_t^x \to +\infty \) a.s.

**Remark 5.** Recall the result of Proposition 5, and the fact that a \( \text{Poi}(2x\gamma/\sigma^2) \) r.v. is zero with probability \( \exp(-2x\gamma/\sigma^2) \).

**Proof:** If \( \gamma \leq 0 \), \( \{Z_t^x, t \geq 0\} \) is a positive supermartingale. Hence it converges a.s. as \( t \to \infty \). The limit r.v. \( Z^x_\infty \) takes values in the set of fixed points of the SDE (3.4), which is \( \{0, +\infty\} \). But from Fatou and the supermartingale property,

\[ \mathbb{E}(\lim_{t \to \infty} Z_t^x) \leq \lim_{t \to \infty} \mathbb{E}(Z_t^x) \leq x. \]

Hence \( \mathbb{P}(Z^x_\infty = +\infty) = 0 \), and \( Z_t^x \to 0 \) a.s. as \( t \to \infty \).

If now \( \gamma > 0 \), it follows from Itô’s formula that \( M_t = \exp(-\frac{2\gamma}{\sigma^2}Z_t^x) \) is a martingale with values in \([0, 1]\), which converges a.s. as \( t \to \infty \). Consequently \( Z_t^x = -\sigma^2 \log(M_t)/2\gamma \) converges a.s., and as above its limit belongs to the set \( \{0, +\infty\} \). Moreover

\[ \mathbb{P}(E) = \lim_{t \to \infty} \mathbb{P}(Z_t^x = 0) \]
\[ = \lim_{t \to \infty} \mathbb{E}[\exp(-xu(t, \infty))] \]
\[ = \lim_{t \to \infty} \exp\left\{ -\frac{x}{\frac{2\gamma}{\sigma^2}(e^\gamma - 1)} \right\} \]
\[ = \exp\{ -2x\gamma/\sigma^2 \}. \]

It remains to prove that

\[ \mathbb{P}(E^c \cap \{Z_t \to 0\}) = 0. \tag{4.7} \]

Define the stopping times

\[ \tau_1 = \inf\{t > 0, Z_t^x \leq 1\}, \text{ and for } n \geq 2, \]
\[ \tau_n = \inf\{t > \tau_{n-1} + 1, Z_t^x \leq 1\}. \]

On the set \( \{Z_t^x \to 0, \text{ as } t \to \infty\} \), \( \tau_n < \infty, \forall n \). Define for \( n \geq 1 \)

\[ A_n = \{ \tau_{n+1} < \infty, Z_{\tau_{n+1}}^x > 0 \}. \]

For all \( N > 0 \),
4.3 The individuals whose progeny survives during $tN$ generations

$$\mathbb{P}(E^c \cap \{Z_t \to 0\}) \leq \mathbb{P}(\cap_{n=1}^N A_n)$$
$$\leq \mathbb{E}\left(\prod_{n=1}^N \mathbb{P}(A_n|\mathcal{F}_n)\right)$$
$$\leq (\mathbb{P}(Z_1(1) > 0))^N$$
$$\to 0, \text{ as } N \to \infty,$$

where we have used the strong Markov property, and the fact that

$$\mathbb{P}(A_n|Z_{n\tau}) \leq \mathbb{P}(Z_1(1) > 0).$$

\[ \square \]

4.3 The individuals whose progeny survives during $tN$ generations

In this section, we assume that $\gamma > 0$ ($Z^t_N$ is supercritical). Proposition 5 indicates that if we consider only the prolific individuals, i.e. those with an infinite line of descent, in the limit $N \to \infty$, we should not divide their number by $N$, also $X^{N,t}_{[N]} \to +\infty$, as $N \to \infty$, for all $t \geq 0$. If we now consider those individuals whose progeny is still alive at time $tN$ (i.e. those whose progeny contributes to the population at time $t > 0$ in the limit as $N \to \infty$), then again we should not divide by $N$. We shall explain at the start of the next section how this follows from (we use again the notation $\gamma = 2\gamma[\sigma^2(1-e^{-\gamma})]^{-1}$)

**Theorem 3.** Under the assumptions from the beginning of section 3.1, with the understanding that under $\mathbb{P}_1$, $X^{N}_0 = 1$,

1. for $N$ large,
   $$\mathbb{P}_1(X^{N}_{[N]} > 0) = \frac{\gamma}{N} + o\left(\frac{1}{N}\right),$$

   and

2. as $N \to \infty$,
   $$\mathbb{E}_1\left(\exp[-\lambda X^{N}_{[N]}/N]\bigg|X^{N}_{[N]} > 0\right) \to \frac{\gamma e^{-\gamma}}{\lambda + \gamma e^{-\gamma}}.$$

**Proof of 1:** It follows from the branching property that

$$\mathbb{P}_1(X^{N}_{[N]} > 0) = 1 - \mathbb{P}_1(X^{N}_{[N]} = 0)$$
$$= 1 - \mathbb{P}_N(X^{N}_{[N]} = 0)^{1/N}$$
$$= 1 - \mathbb{P}_1(Z^N_t = 0)^{1/N}.$$

But
\[
\log \left[ \mathbb{P}_1(Z^N_t = 0)^{1/N} \right] = \frac{1}{N} \log \mathbb{P}_1(Z^N_t = 0) \\
= \frac{1}{N} \log \mathbb{P}_1(Z_t = 0) + o\left(\frac{1}{N}\right).
\]

From (4.3) and (4.5), we deduce that
\[
\mathbb{P}_1(Z_t = 0) = \lim_{\lambda \to \infty} \exp\left[-u(t, \lambda)\right] \\
= \exp(-\gamma).
\]

We then conclude that
\[
\mathbb{P}_1(X^N_{Nt} > 0) = 1 - \exp\left[-\frac{\gamma}{N} + o\left(\frac{1}{N}\right)\right] \\
= \frac{\gamma}{N} + o\left(\frac{1}{N}\right).
\]

**Proof of 2**: Using (4.5) again, we obtain
\[
\mathbb{E}_1 \exp[-\lambda X^N_{Nt}/N] = \left(\mathbb{E}_N \exp[-\lambda X^N_{Nt}/N]\right)^{1/N} \\
\simeq \left(\mathbb{E}_1 \exp[-\lambda Z_t]\right)^{1/N} \\
= \exp\left(-\frac{\lambda \gamma}{N(\lambda + \gamma e^{-\gamma})}\right).
\]

But
\[
\mathbb{E}_1 \left(\exp[-\lambda X^N_{Nt}/N]|X^N_{Nt} > 0\right) = 
\frac{\mathbb{E}_1 \left(\exp[-\lambda X^N_{Nt}/N]; X^N_{Nt} > 0\right)}{\mathbb{P}_1(X^N_{Nt} > 0)} \\
= \frac{\mathbb{E}_1 \left(\exp[-\lambda X^N_{Nt}/N]\right) - 1 + \mathbb{P}_1(X^N_{Nt} > 0)}{\mathbb{P}_1(X^N_{Nt} > 0)} \\
= 1 + \frac{\mathbb{E}_1 \left(\exp[-\lambda X^N_{Nt}/N]\right) - 1}{\mathbb{P}_1(X^N_{Nt} > 0)} \\
\to 1 - \frac{\lambda}{\lambda + \gamma e^{-\gamma}}.
\]

as \(N \to \infty\). The result follows. \(\square\)
4.4 Consequence for the CSBP

We assume again that $\gamma > 0$. Note that the continuous limit $\{Z_t\}$ has been obtained after a division by $N$, so that $Z_t$ no longer represents a number of individuals, but a sort of density. The point is that there are constantly infinitely many births and deaths, most individuals having a very short life. If we consider only those individuals at time 0 whose progeny is still alive at some time $t > 0$, that number is finite.

We now explain how this follows from the last Theorem, and show how it provides a probabilistic description of the subordinator which appeared in section 4.2.

The first part of Theorem 3 tells us that for large $N$, each of the $N$ individuals from the generation 0 has a progeny at the generation $\lfloor Nt \rfloor$ with probability $\gamma t / N + o(1/N)$, independently of the others. Hence the number of those individuals tends to the Poisson law with parameter $\gamma t$. The second statement says that those individuals contribute to $Z_t$ a quantity which follows an exponential random variable with parameter $\gamma e^{-\gamma t}$. This means that

$$Z_{x0}^t = \sum_{i=1}^{N_x} Y_i,$$

where $N_x, Y_1, Y_2, \ldots$ are mutually independent, the law of $N_x$ being Poisson with parameter $x\gamma$, and the law of each $Y_i$ exponential with parameter $\gamma e^{-\gamma t}$.

Taking into account the branching property, we have more precisely that $\{Z_{x0}^t, x \geq 0\}$ is a compound Poisson process, the set of jump locations being a Poisson process with intensity $\gamma$, the jumps being i.i.d., exponential with parameter $\gamma e^{-\gamma t}$. We can recover from this description the formula for the Laplace exponent of $Z_t^x$. Indeed

$$E \exp \left( -\lambda \sum_{i=1}^{N_x} Y_i \right) = \sum_{k=0}^{\infty} \left( E e^{-\lambda Y_1} \right)^k P(N_x = k)$$

$$= \exp \left( -x \frac{\lambda \gamma}{\lambda + \gamma e^{-\gamma t}} \right).$$

We can now describe the genealogy of the population whose total mass follows the SDE (3.4).

Suppose that $Z$ ancestors from $t = 0$ contribute respectively $Y_1, Y_2, \ldots, Y_Z$ to $Z_{0,t}^t$. This means that the compound Poisson process $\{Z_{0,t}^t, y > 0\}$ has $Z$ jumps on the interval $[0,x]$, with respective sizes $Y_1, Y_2, \ldots, Y_Z$. Consider now $Z_{x,t+s}^t = Z_{x,t+s}(Z_{0,t}^t)$. From the $Y_1$ mass at time $t$, a finite number $Z_1$ of individuals, which follows a Poisson law with parameter $Y_1 \gamma$, has a progeny at time $t+s$, each one contributing an exponential r. v. with parameter $\gamma e^{-\gamma t}$ to $Z_{0,t+s}$.

For any $y, z \geq 0, 0 \leq s < t$, we say that the individual $z$ in the population at time $t$ is a descendant of the individual $y$ from the population at time $s$ if $y$ is a jump location of the subordinator $x \rightarrow Z_{x,t}^t$, and moreover

$$Z_{x,t}(y^+) < z < Z_{x,t}(y).$$
Note that $\Delta Z_{s,t}(y) = Z_{s,t}(y) - Z_{s,t}(y^-)$ is the contribution to the population at time $t$ of the progeny of the individual $y$ from the population at time $s$.

### 4.5 The prolific individuals

Once more we assume that $\gamma > 0$. We want to consider again the individuals with an infinite line of descent, but directly in the continuous model. Those could be defined as the individuals such that $\Delta Z_{s,t}^y > 0$, for all $t > 0$. However, it should be clear from Proposition 9 that an a.s. equivalent definition is the following

**Definition 1.** The individual $y$ from the population at time $s$ is said to be prolific if $\Delta Z_{s,t}^y \to \infty$, as $t \to \infty$.

For any $s \geq 0$, $x > 0$, let

$$\mathcal{P}_s^x = \{y \in [0,Z_x^s]; \Delta Z_{s,t}^x \to \infty, \text{ as } t \to \infty\},$$

$$P_s^x = \text{card}(\mathcal{P}_s^x).$$

We denote as follows the conditional probability given extinction

$$P_e = P(\cdot| E) = e^{2\gamma x/\sigma^2} P(\cdot \cap E).$$

We now have

**Proposition 10.** Under $P_e$, there exists a standard Brownian motion $\{B_e^t, t \geq 0\}$ such that $Z_x^t$ solves the SDE

$$Z_x^t = x - \gamma \int_0^t Z_x^s ds + \sigma \int_0^t \sqrt{Z_x^s} dB_e^s.$$

**Proof:** Clearly

$$E_e[f(Z_x^t)] = \frac{E[f(Z_x^t); E]}{P(E)} = \frac{E[f(Z_x^t) P(E|Z_x^t)]}{P(E)} = e^{2\gamma x/\sigma^2} E \left[ e^{-2\gamma Z_x^t/\sigma^2} f(Z_x^t) \right].$$

This means that the law of $Z_x^t$ under $P_e$ is absolutely continuous with respect to its law under $P$, and the Radon–Nikodym derivative is given by

$$e^{-2\gamma Z_x^t/\sigma^2 + 2\gamma x/\sigma^2} = \exp \left\{ -\frac{2\gamma}{\sigma} \int_0^t \sqrt{Z_x^s} dB_e^s - \frac{2\gamma^2}{\sigma^2} \int_0^t Z_x^s ds \right\}.$$

The result now follows from Girsanov’s theorem, see Proposition 35 in section 9.5 below. $\square$
The branching mechanism of $Z$ under $\mathbb{P}_x$ is given by

$$U_x(r) = \frac{\sigma^2}{2} r^2 + \gamma r = U(r + 2\gamma/\sigma^2).$$

Next we identify the conditional law of $Z_t^n$, given that $P_t^n = n$, for $n \geq 0$.

**Proposition 11.** For any Borel measurable $f : \mathbb{R} \to \mathbb{R}_+$,

$$\mathbb{E}[f(Z_t^n)|P_t^n = n] = \frac{\mathbb{E}_e[f(Z_t^\gamma)(Z_t^\gamma)^n]}{\mathbb{E}_e[(Z_t^\gamma)^n]}.$$

**Proof:** In this proof, we use the notation $\gamma' = 2\gamma/\sigma^2$. Recall that the law of $P_0^n$ is $\text{Poi}(x\gamma')$. Indeed, the law of $P_0^n$ is the asymptotic law of $N_t$ as $t \to \infty$. See also Proposition 5. Clearly from the Markov property of $Z_t^\gamma$, the conditional law of $P_t^n$, given $Z_t^n$ is $\text{Poi}(Z_t^n\gamma')$. Consequently for $\lambda > 0$, $0 \leq s \leq 1$,

$$\mathbb{E}\left(\exp[-\lambda Z_t^n]s^{P_t^n}\right) = \mathbb{E}\left(\exp[-\lambda Z_t^n]\exp[-\gamma'(1-s)Z_t^n]\right)$$

$$= \mathbb{E}\left(\exp[-(\lambda + \gamma')Z_t^n]\exp[\gamma'sZ_t^n]\right)$$

$$= \sum_{n=0}^{\infty} \frac{(s\gamma')^n}{n!} \mathbb{E}\left(\exp[-(\lambda + \gamma')Z_t^n](Z_t^n)^n\right).$$

Now define

$$h(t, \lambda, x, n) = \mathbb{E}\left(\exp[-\lambda Z_t^n]|P_t^n = n\right).$$

Note that

$$\mathbb{P}(P_t^n = n) = \mathbb{E}\left[\mathbb{P}(P_t^n = n|Z_t^n)\right]$$

$$= \frac{\gamma^n}{n!} \mathbb{E}\left(e^{-\gamma Z_t^n}(Z_t^n)^n\right).$$

Consequently, conditioning first upon the value of $P_t^n$, and then using the last identity, we deduce that

$$\mathbb{E}\left(\exp[-\lambda Z_t^n]s^{P_t^n}\right) = \sum_{n=0}^{\infty} \frac{(s\gamma')^n}{n!} h(t, \lambda, x, n) \mathbb{E}\left(\exp[-\gamma' Z_t^n](Z_t^n)^n\right).$$

Comparing the two series, and using the fact that, on $\mathcal{F}_t$, $\mathbb{P}_x$ is absolutely continuous with respect to $\mathbb{P}$, with density $e^{y\gamma'}\exp[-\gamma' Z_t^n]$, we deduce that for all $n \geq 0$,

$$h(t, \lambda, x, n) = \frac{\mathbb{E}(\exp[-(\lambda + \gamma')Z_t^n](Z_t^n)^n)}{\mathbb{E}(\exp[-\gamma' Z_t^n](Z_t^n)^n)}$$

$$= \frac{\mathbb{E}_e(\exp[-\lambda Z_t^n](Z_t^n)^n)}{\mathbb{E}_e[(Z_t^n)^n]}.$$
To any probability law \( \nu \) on \( \mathbb{R}_+ \) with finite mean \( c \), we associate the so-called law of its size-biased picking as the law on \( \mathbb{R}_+ c^{-1} \nu(dy) \). We note that the conditional law of \( Z^n_t \), given that \( P^n_t = n + 1 \) is obtained from the conditional law of \( Z^n_t \), given that \( P^n_t = n \) by sized-biased picking.

We now describe the law of \( \{P^n_t, t \geq 0\} \), for fixed \( x > 0 \). Clearly this is a continuous time B–G–W process as considered above in chapter 2. We have the

**Theorem 4.** For every \( x > 0 \), the process \( \{P^n_t, t \geq 0\} \) is an \( \mathbb{N} \)-valued immortal branching process in continuous time, with initial distribution Poisson \( (2x\gamma/\sigma^2) \), and reproduction measure \( \mu_P \) given by

\[
\mu_P(n) = \begin{cases} 
\gamma, & \text{if } n = 2, \\
0, & \text{if } n \neq 2.
\end{cases}
\]

In other words, \( \{P^n_t, t \geq 0\} \) is a Yule tree with intensity \( \gamma \).

**Remark 6.** If we call \( \Phi_P \) the \( \Phi \)-function (with the notations of section 2.2) associated to the measure \( \mu_P \), we have in terms of the branching mechanism \( \Psi \) of \( Z^n \)

\[
\Phi_P(s) = \gamma(s^2 - s) - \frac{\sigma^2}{2\gamma} \Psi \left( \frac{2\gamma}{\sigma^2} (1 - s) \right).
\]

Note that \( \Psi \) describes the branching process \( Z^n \), conditioned upon extinction, while \( \Phi_P \) describes the immortal part of \( Z^n \). \( \Phi_P \) depends upon the values \( \Psi(r), 0 \leq r \leq \gamma/2 \), while \( \Psi \) depends upon the values \( \Psi(r), \gamma/2 \leq r \leq 1 \). The mapping \( \Psi \rightarrow (\Psi, \Phi_P) \) should be compared with the mapping \( f \rightarrow (\tilde{f}, f^*) \) from Proposition 2.

**Proof:** The process \( P^n \) inherits its branching property from that of \( Z^n \). The immortal character is obvious. We already know that the conditional law of \( P^n_t \), given \( Z^n_t \), is the Poisson law with parameter \( 2Z^n_t\gamma/\sigma^2 \). Consequently

\[
\mathbb{E} \left( s^{P^n_t} \right) = \mathbb{E} \left( \exp[-(1-s)2\gamma Z^n_t/\sigma^2] \right)
= \exp[-xu(t, 2(1-s)\gamma/\sigma^2)].
\]

Moreover, if we call \( \psi_t(s) \) the generating function of the continuous time B–G–W process \( \{P^n_t, t \geq 0\} \), we have that

\[
\mathbb{E} \left( s^{P^n_t} \right) = \mathbb{E} \left( \psi_t(s)^{P^n_t} \right)
= \exp[-2x\gamma(1 - \psi_t(s))/\sigma^2].
\]

Comparing those two formulas, we deduce that

\[
1 - \psi_t(s) = \frac{\sigma^2}{2\gamma} u(t, 2(1-s)\gamma/\sigma^2).
\]

Taking the derivative with respect to the time variable \( t \), we deduce from the differential equations satisfied by \( \psi_t(\cdot) \) and by \( u(t, \cdot) \) the identity
\[ \Phi_{\mu}(x) = \sigma^2 \Psi(u(t, 2(1-s)/\gamma^2)) = \frac{\sigma^2}{2\gamma} \Psi(2\gamma(1-\psi_t(x))/\sigma^2). \]

Consequently
\[ \Phi_{\mu}(r) = \frac{\sigma^2}{2\gamma} \Psi(2\gamma(1-r)/\sigma^2). \]

The measure \( \mu_{\mu} \) is then recovered easily from \( \Phi_{\mu}. \)

□

We next note that the pair \((Z_t^x, P_t^x)\) enjoys the Branching property in the following sense. For every \(x > 0, n \in \mathbb{N}\), denote by \((Z(x, n), P(x, n))\) a version of the process \(\{(Z_t^x, P_t^x), t \geq 0\}\), conditioned upon \(P_0^x = n\). What we mean here by the branching property is the fact that for all \(x, x' > 0, n, n' \in \mathbb{N}\),
\[ (Z(x + x', n + n'), P(x + x', n + n')) \]

has the same law as
\[ (Z(x, n), P(x, n)) + (Z'(x', n'), P'(x', n')), \]
where the two processes \((Z(x, n), P(x, n))\) and \((Z'(x', n'), P'(x', n'))\) are mutually independent.

We now characterize the joint law of \((Z_t(x, n), P_t(x, n))\). Again below \(\gamma' = 2\gamma/\sigma^2\).

**Proposition 12.** For any \(\lambda \geq 0, s \in [0, 1], t \geq 0, x > 0, n \in \mathbb{N}\),
\[ E\left( \exp\left[-\lambda Z_t(x, n)\right]s^{P_t(x, n)} \right) = \exp[-x(u(t, \lambda + \gamma') - u(t, \lambda + \gamma'(1-s)))]^n. \]

**PROOF:** First consider the case \(n = 0\). We note that \(Z_t(x, 0)\) is a version of the continuous branching process conditioned upon extinction, i.e. with branching mechanism \(\Psi_t(r) = \Psi(r + \gamma')\), while \(P_t(x, 0) = 0\). Hence
\[ E\left( \exp\left[-\lambda Z_t(x, 0)\right]s^{P_t(x, 0)} \right) = \exp[-x(u(t, \lambda + \gamma') - \gamma'). \]

Going back to the computation at the beginning of the proof of Proposition 11, we have
\[ E\left( \exp\left[-\lambda Z_t(x, 0)\right]s^{P_t(x, 0)} \right) = E\left( \exp\left[-(\lambda + \gamma'(1-s))Z_t^x\right] \right) \]
\[ = \exp[-xu(t, \lambda + \gamma'(1-s))]. \]

Since the law of \(P_0^x\) is Poisson with parameter \(x\gamma'\),
\[ E\left( \exp\left[-\lambda Z_t(x, n)\right]s^{P_t(x, n)} \right) = \sum_{n=0}^{\infty} e^{-x\gamma'} \left( \frac{(x\gamma')^n}{n!} E\left( \exp\left[-\lambda Z_t(x, n)\right]s^{P_t(x, n)} \right) \right). \]
From the branching property of \((Z, P)\),
\[
\mathbb{E} \left( \exp[-\lambda Z_t(x, n)] s^{P_t(x,n)} \right) = \mathbb{E} \left( \exp[-\lambda Z_t(x, 0)] s^{P_t(x,0)} \right) \\
\times \left[ \mathbb{E} \left( \exp[-\lambda Z_t(0, 1)] s^{P_t(0,1)} \right) \right]^n.
\]
(4.9)

Combining the four above identities, we obtain
\[
\sum_{n=0}^{\infty} \frac{(x')^n}{n!} \left[ \mathbb{E} \left( \exp[-\lambda Z_t(0, 1)] s^{P_t(0,1)} \right) \right]^n
= \exp \left\{ x \left[ u(t, \lambda + \gamma') - u(t, \lambda + \gamma'(1-s)) \right] \right\}
= \sum_{n=0}^{\infty} \frac{x [u(t, \lambda + \gamma') - u(t, \lambda + \gamma'(1-s))]^n}{n!}.
\]

Identifying the coefficients of \(x\) in the two series yields
\[
\mathbb{E} \left( \exp[-\lambda Z_t(0, 1)] s^{P_t(0,1)} \right) = \frac{u(t, \lambda + \gamma') - u(t, \lambda + \gamma'(1-s))}{\gamma'}.
\]
The result follows from this, (4.9) and (4.8).

### 4.6 A more general Dawson–Li SDE

Because we shall need it below, we study here a generalization of the SDE (4.1), where the drift is nonlinear. Let \(f \in C(\mathbb{R}_+)\) satisfy

**Assumption (H1)** \(f(0) = 0\) and there exists a constant \(\beta \geq 0\) such that for all \(x, y \geq 0\), \(f(x + y) - f(x) \leq \beta y\).

**Remark 7.** Here and further in the next chapters, assumption (H1) could be slightly weakened by assuming

(i) There exists a constant \(\beta > 0\) such that \(f(x) \leq \beta x\) for all \(x > 0\).
(ii) There exists a sequence \((\beta_n, n \geq 1)\) such that \(f(x + y) - f(x) \leq \beta_n y\), whenever \(x, y \geq 0\), \(x + y \leq n\).

We consider the SDE
\[
Z^x_s = x + \int_0^s f(Z^x_r)dr + \sigma \int_0^s \int_0^r W(ds, du).
\]
(4.10)

Theorems 1 and 2 are easy to generalize.

---

1. This first assumption is not necessary in Theorem 5 and Lemma 7 below, but we shall need it later on.
4.6 A more general Dawson–Li SDE

Theorem 5. If \( f \) satisfies Assumption (H1), then equation (4.10) has a unique solution. Moreover if \( Z^x \) (resp. \( Z^y \)) denotes the solution starting from \( Z^0_x = x \) (resp. from \( Z^0_y = y \)) and \( x < y \), then \( \mathbb{P}(Z^x_t \leq Z^y_t \text{ for all } t > 0) = 1 \).

Proof: The proof of pathwise uniqueness is an easy extension of that of Theorem 1, thanks to Assumption (H1) (again weak existence follows from Theorem 13 below, and strong existence follows from that and pathwise uniqueness, see section 3.9 in [35]). Indeed, if \( Z^1_t \) and \( Z^2_t \) are two solutions, and \( \phi_k \) is as in the proof of Theorem 1, it is easy to check that

\[
\phi_k'(Z^1_s - Z^2_s)(f(Z^1_s) - f(Z^2_s)) \leq \beta (Z^1_s - Z^2_s),
\]

hence the same estimate as in the above proof holds, with \(|\gamma|\) replaced by \(\beta\).

Concerning the comparison result, we note that with \( \phi_k \) as in the proof of Theorem 2,

\[
\phi_k'(Z^x_s - Z^y_s)(f(Z^x_s) - f(Z^y_s)) \leq \beta (Z^x_s - Z^y_s)_+,
\]

hence again the same estimate as in the above proof, with \(|\gamma|\) replaced by \(\beta\). □

Remark 8. The comparison result of Theorem 5 can be improved as follows. Suppose \( g \in C(\mathbb{R}_+) \) is such that \( f(z) \leq g(z) \) for all \( z \geq 0 \), and again \( x \leq y \). If \( Z^x_t \) solves the SDE 4.10 and \( Z^y_t \) solves

\[
Z^y_t = y + \int_0^t g(Z^y_s)ds + \sigma \int_0^t \int_0^{Z^y_s} W(ds, du),
\]

then \( \mathbb{P}(Z^x_t \leq Z^y_t \text{ for all } t > 0) = 1 \).

The proof is very similar to the proof of the comparison result in Theorem 5. Indeed

\[
\phi_k'(Z^x_s - Z^y_s)(f(Z^x_s) - g(Z^y_s)) \leq \phi_k'(Z^x_s - Z^y_s)(f(Z^x_s) - f(Z^y_s)) \leq \beta (Z^x_s - Z^y_s)_+.
\]

□

Clearly the solution of (4.10) is not a branching process, the non linear drift introducing interactions between the individuals. In particular, the increments in \( x \) are not independent. It follows from Theorem 5 that the mapping \( x \to Z^x \) is a.s. increasing from the set of positive rational numbers into \( C([0, \infty); \mathbb{R}_+) \). Let us now establish

Lemma 7. There exists a constant \( C > 0 \) such that for any \( T > 0 \), any \( 0 < x < y \),

\[
\mathbb{E}\left( \sup_{0 \leq s \leq T} |Z^y_s - Z^x_s| \right) \leq C \left[ (y-x)e^{\beta T} + \sqrt{(y-x)e^{\beta T}} \right].
\]

Proof: It is plain that \( \inf_{0 \leq s \leq T}(Z^y_s - Z^x_s) \geq 0 \) a.s., and there exists a continuous martingale \( M^{x,y} \) such that
\[ Z^x_t - Z^x_s \leq y - x + \beta \int_s^t (Z^x_r - Z^x_s)dr + M^{x,y}_t, \]
\[ \langle M^{x,y} \rangle_t = \sigma^2 \int_0^t (Z^x_r - Z^x_s)ds. \]

Hence
\[ \mathbb{E}(Z^x_t - Z^x_s) \leq (y - x)e^\beta t, \]
and, using Doob’s inequality on the second line below
\[ \sup_{0 \leq s \leq t} (Z^x_t - Z^x_s) \leq y - x + \beta \int_0^t (Z^x_r - Z^x_s)dr + \sup_{0 \leq s \leq t} |M^{x,y}_s|, \]
\[ \mathbb{E} \sup_{0 \leq s \leq t} |M^{x,y}_s|^2 \leq c(y - x)e^\beta t, \]
\[ \mathbb{E} \sup_{0 \leq s \leq t} (Z^x_t - Z^x_s) \leq (y - x)e^\beta t + \sqrt{c(y - x)e^\beta T}. \]

The result follows. \( \square \)

It follows from Theorem 5 that there exists \( N \in \mathcal{F} \) such that \( \mathbb{P}(N) = 0 \) and for all \( \omega \notin N, x \mapsto Z^x(\omega) \) is increasing from \( \mathbb{Q}_+ \) into \( \mathbb{C}([0, +\infty)) \). Whenever \( x_n \uparrow x \) or \( x_n \downarrow x \) with \( x_n, x \in \mathbb{Q}_+, Z^x \rightarrow Z^x \) in \( \mathbb{C}([0, T]) \) in probability from Lemma 7, then also a.s. by monotonicity. Hence we can assume that the \( \mathbb{P} \)-null set \( N \) has been chosen in such a way that for \( \omega \notin N, x \mapsto Z^x(\omega) \) is continuous from \( \mathbb{Q}_+ \) into \( \mathbb{C}([0, +\infty)) \).

Now choose any \( x > 0 \), and define
\[ \tilde{Z}^x = \lim_{x_n \uparrow x, x_n \in \mathbb{Q}_+, x_n > x} Z^{x_n}. \]

It follows from Lemma 7 that \( \tilde{Z}^x = Z^x \) a.s. Hence \( \tilde{Z}^x \) solves the SDE (4.10). \( \{\tilde{Z}^x, t \geq 0, x > 0\} \) is a.s. continuous in \( t \), right–continuous and increasing in \( x \), and it solves the SDE (4.10) for each \( x > 0 \). From now on we shall consider only that modification of \( Z^x \), but drop the \( \tilde{\cdot} \).

We now want to compare the solution \( Z^x_t \) of (4.10) with the CSBP \( Y^x_t \) solution of the SDE
\[ Y^x_t = x + \beta \int_0^t Y^x_s ds + \sigma \int_0^t \int_0^t W(ds, du). \hspace{1cm} (4.11) \]

We know that for any \( t > 0, x \rightarrow Y^x_t \) is right continuous, has finitely many jumps on any compact interval, and is constant between its jumps. We are going to show that the same is true for \( Z^x_t \). A variant of Theorem 5 would show that, since \( f(x) \leq \beta x \), \( \mathbb{P}(Z^x_t \leq Y^x_t \text{ for all } t \geq 0) = 1 \). We want to establish a stronger comparison result, which holds with a very specific coupling of \( Z^x_t \) and \( Y^x_t \).

For each \( t > 0, x > 0 \), let
\[ A_t^x(Z) = \cup_{y \leq x} \{Y^x_t - Z^x_t < y \} \cup \{Y^x_t + Z^x_t > x \} \]
where \( D_t = \{y > 0; Y^x_t < Y^x_t\} \).
Note that the random set $A^x_t$ depends upon the copy of $Z$, in particular upon the chosen coupling of $Y$ and $Z$. Note also that the Lebesgue measure of the set $A^x_t(Z)$ equals $Z^x_t$. We have the

**Proposition 13.** There exists a random field $\{\tilde{Z}^x_t, x > 0, t \geq 0\}$ such that $t \mapsto \tilde{Z}^x_t$ is continuous, $x \mapsto \tilde{Z}^x_t$ is right–continuous, $\{\tilde{Z}^x_t, x > 0, t \geq 0\}$ has the same law as $\{Z^x_t, x > 0, t \geq 0\}$ solves the SDE

$$\tilde{Z}^x_t = x + \int_0^t f(\tilde{Z}^x_s)ds + \sigma \int_0^t \int_{A^x_t(Z)} W(ds, d\xi),$$

and moreover for all $x, y > 0$,

$$\mathbb{P}(\tilde{Z}^{x+y}_t - \tilde{Z}^x_t \leq Y^{x+y}_t - Y^x_t, \forall t \geq 0) = 1.$$  

**Proof:** For a solution of (4.12), the equality in law between $\{\tilde{Z}^x_t, x > 0, t \geq 0\}$ and $\{Z^x_t, x > 0, t \geq 0\}$ follows from the fact that the Lebesgue measure of $A^x_t(Z)$ equals $Z^x_t$. We now construct a solution of (4.12).

For each $k, n \geq 1$, let $x_n^k := 2^{-nk}$. For each $n \geq 1$, we now define $\{Z^{n,x}_t, t \geq 0\}$. For $0 < x \leq x_n^k$, we require that $\{Z^{n,x}_t, t \geq 0\}$ solves

$$Z^{n,x}_t = x + \int_0^t f(Z^{n,x}_s)ds + \sigma \int_0^t \int_0^{Z^{n,x}_s} W(ds, d\xi).$$

And for $k \geq 2$, we define recursively $\{Z^{n,x}_t, t \geq 0\}$ for $x_n^{k-1} < x \leq x_n^k$ as the solution of

$$Z^{n,x}_t - Z^{n,x}_{t-} = x - x_n^{k-1} + \int_t^{t'} f(Z^{n,x}_s) - f(Z^{n,x}_{s-}) ds + \sigma \int_0^{t} \int_{Y^{n,x}_{s-}, Z^{n,x}_{s-}} W(ds, d\xi).$$

It is plain that for all $k \geq 1, x_n^{k-1} < x \leq x_n^k$,

$$Z^{n,x}_t - Z^{n,x}_{t-} \leq Y^{x}_t - Y^{x_{k-1}}_t,$$ a.s. for all $t \geq 0$,  

and that the law of $\{Z^{n,x}_t, x > 0, t \geq 0\}$ is the same as the law of $\{Z^x_t, x > 0, t \geq 0\}$ solution of (4.10).

Recall that for each $t > 0, x \mapsto Y^x_t$ has finitely many jumps on any compact interval, and is constant between its jumps. Moreover for $0 < s < t$,

$$\{x, Y^x_s \neq Y^x_t\} \subset \{x, Y^x_s \neq Y^x_s\}.$$

Let us now fix $\delta, M > 0$. For almost any realization of $Y$, the mapping $x \mapsto Y^x_t$ has only finitely many jumps on $(0, M]$. Let $n$ be so large that there is at most one of those jumps in each interval $(k2^{-n}, (k+1)2^{-n}]$, for $k \leq M2^n - 1$. Then for each $x$
that belongs to an interval \((k2^{-n}, (k+1)2^{-n})\) which contains no jump of \(x \mapsto Y_{x,\delta}^t\). and for any \(n' > n\), we have \(Z_{x,\delta}^{n',x} = Z_{n,x}^{n',x}\) for any \(t \geq \delta\).

Since \(\delta\) and \(M\) are arbitrary positive reals, we have shown that

\[
Z_x^t := \lim_{n \to \infty} Z_x^{n,x}\tag{4.16}
\]

exists for all \(t \geq 0, x > 0\), the thus constructed random field \(\{Z_x^t, t \geq 0, x > 0\}\) has the same law as the solution of the SDE \((4.10)\), and satisfies \((4.13)\) and hence also

\[
\{x, \tilde{Z}_x^t \neq \tilde{Z}_x^t\} \subset \{x, Y_x^t \neq Y_x^t\}\tag{4.17}
\]

for all \(t > 0\). We still have to show that \(\tilde{Z}\) satisfies \((4.12)\). It is plain that for any \(\delta > 0,\)

\[
Z_x^t = Z_{\delta}^t + \int_\delta^t f(Z_s^t)ds + \sigma \int_\delta^t \int_{A_1} W(ds, d\xi).
\]

In order to deduce that \(\tilde{Z}\) satisfies \((4.12)\), it remains to show that \(\tilde{Z}_{\delta}^t \rightarrow x\) a.s., as \(\delta \rightarrow 0\), which follows readily from the equality of the laws of \(\tilde{Z}\) and \(Z\). \(\square\)

We can now deduce

**Corollary 2.** For any \(t > 0, x \mapsto Z_x^t\) has finitely many jumps on any compact interval, and is constant between those jumps.

**Proof:** The assertion follows from the fact that \(\tilde{Z}\) possesses that property, as a consequence of \((4.17)\) and the properties of \(Y\). \(\square\)

The increments of \(x \mapsto Z_x^t\) are not independent, as soon as \(f\) is nonlinear. Consider for \(0 < x < y\) the increment \(V_{x,y}^t := Z_x^t - Z_y^t\). We have

\[
V_{x,y}^t = y - x + \int_0^t [f(Z_s^t + V_{x,y}^t) - f(Z_s^t)]ds + \sigma \int_0^t \int_{Z_s^t} W(ds, du).\tag{4.18}
\]

It is plain that \(\{Z_{x'}^t, 0 < x' \leq x\}\) is measurable w.r.t. the sigma–field generated by the trace of the white noise \(W(dt, du)\) on the random set \(A^t := \{(t,u), t \geq 0, 0 \leq u \leq Z_{x'}^t\}\). On the other hand \(Z_x^t\) is measurable w.r.t. the sigma field generated by \(\{Z_x^t, t \geq 0\}\) and the trace of the white noise \(W(dt, du)\) on the random set \(B^t := \{(t,u), t \geq 0, u > Z_x^t\}\). It follows from the fact that the sets \(A^t\) and \(B^t\) are disjoint that \(\{Z_{x'}^t, 0 < x' \leq x\}\) and \(Z_x^t\) are conditionally independent, given \(Z^t\). In other words, we have

**Proposition 14.** \(\{Z_x^t, t \geq 0\}_{x \geq 0}\) is a path–valued Markov process indexed by \(x\), which starts from \(Z_x^0\). \(\equiv 0.\)

For a description of the generator of this Markov process, we refer the reader to [38].

We have the

**Proposition 15.** The law of the solution \(\{Z_x^t, x > 0, t \geq 0\}\) of \((4.10)\) is uniquely characterized by the following requirements.
$Z_0^x \equiv 0$ and for all $0 \leq x < y$, $Z_t^y - Z_t^x \geq 0$ for all $t \geq 0$ a.s.,

$$M^f_t := Z_t^y - x - \int_0^t f(Z_s^y) ds \quad \text{and}$$

$$M^{xy}_t := Z_t^y - Z_t^x - (y - x) - \int_0^t [f(Z_s^y) - f(Z_s^x)] ds$$

are continuous martingales which satisfy

$$\langle M^f \rangle_t = \sigma^2 \int_0^t Z_s^y ds, \quad \langle M^{xy} \rangle_t = \sigma^2 \int_0^t [Z_s^y - Z_s^x]^2 ds, \quad \langle M^f, M^{xy} \rangle_t = 0.$$  

We leave the proof of this Proposition as an exercise for the reader.

We now discuss extinction of the process $Z_t^x$. For $x \geq 0$, define

$$T_0^x = \inf \{ t > 0; Z_t^x = 0 \}.$$  

For any $x \geq 0$, we call the process $Z^x$ (sub)critical (this means either critical or subcritical) if it goes extinct almost surely in finite time i.e if $T_0^x$ is finite almost surely. Assumption (H1) implies that $f(z) \leq \sigma^2/2$, $\forall z \geq z_0$.

**Proposition 16.** Suppose that $f$ satisfies Assumption (H1). For any $x \geq 0$, $Z^x$ is (sub)critical if and only if $\Lambda(f) = \infty$. In particular we have:

i) A sufficient condition for $\mathbb{P}(T_0^x < \infty) = 1$ is: there exists $z_0 \geq 1$ such that $f(z) \leq \sigma^2/2$, $\forall z \geq z_0$.

ii) A sufficient condition for $\mathbb{P}(T_0^x = \infty) > 0$ is: there exists $z_0 > 1$ and $\delta > 0$ such that $f(z) \geq \sigma^2/2 + \delta$, $\forall z \geq z_0$.

**Proof:** The function

$$S(z) = \int_1^z \exp \left(-\frac{2}{\sigma^2} \int_1^u \frac{f(r)}{r} dr \right) du,$$

which is well defined for any $z > 0$, is a scale function of the diffusion $Z^x$ on $(0, +\infty)$.

Let us denote by $T_y^x$ the random time at which $Z^x$ hits $y$ for the first time. We have for any $0 < a < x < b$

$$\mathbb{P}(T_y^x < T_b^x) = \frac{S(b) - S(x)}{S(b) - S(a)}, \quad \text{and} \quad \mathbb{P}(T_a^x < \infty) = \lim_{b \to \infty} \mathbb{P}(T_y^x < T_b^x).$$

If $\Lambda(f) < \infty$, then $\mathbb{P}(Z_t^x \to \infty \text{ as } t \to \infty) > 0$, hence $\mathbb{P}(T_0^x < \infty) < 1$, the process is not (sub)critical.

Suppose now that $\Lambda(f) = +\infty$. Since $f(0) = 0$ and $f$ is continuous, we can choose $a > 0$ such that $\delta_a = \sup_{0 \leq z \leq 2a} f(z) < \sigma^2/2$. Our argument shows that $Z_t^x$ gets below $a$ a.s. after any time. But we know that the solution of
\[ Y_t = a + \delta_t + \sigma \int_0^t \sqrt{Y_s} dB_s \]

hits zero before \(2a\) with positive probability (see e.g. Proposition XI.1.5 in [41], where the case \(\sigma = 2\) is treated, from which the general case follows easily via a time change). Consequently, thanks to Remark 8, the same is true with \(Z^x_t\) after it hits \(a\). The result follows. \(\square\)

**Remark 9.** If we drop the assumption that \(f(0) = 0\), then a necessary and sufficient condition for our process \(Z^x\) to be (sub)critical is that both \(\Lambda(f) = \infty\) and \(f(0) < \sigma^2/2\).
Chapter 5
Genealogies

It is not obvious how to trace genealogies for the individuals whose progeny survives for a given duration of time, also we have seen there is only a finite number of those, see section 4.4. Another point of view, which we now develop, is to use the so-called contour or height process. In the case of Feller’s diffusion, the bijection between the contour process and the branching process is given by a Ray–Knight theorem, see section 5.4 below. Here we shall give an independent derivation of this theorem, starting with the contour process of a binary continuous time Galton–Watson process.

There are various forms of bijection between a contour (or height) process and a random binary tree. This section starts with a description of such a bijection, and a rather simple proof that a certain law on the contour paths is in bijection with the law of a continuous time binary Galton–Watson random tree, see Ba, Pardoux, Sow [4]. The result in the critical case was first established by Le Gall [26], and in the subcritical case by Pitman and Winkel [39], see also Geiger and Kersting [19], Lambert [24], where the contour processes are jump processes, while ours are continuous. For similar results in the case where the approximating process is in discrete time and the tree is not necessarily binary, see Duquesne and Le Gall [17]. We consider also the supercritical case. Inspired by the work of Delmas [16], we note that in the supercritical case, the random tree killed at time $a > 0$ is in bijection with the contour process reflected below $a$. Moreover, one can define a unique local time process, which describes the local times of all the reflected contour processes, and has the same law as the supercritical Galton–Watson process. We next renormalize our Galton–Watson tree and height process, and take the weak limit, thus providing a new proof of Delmas’ extension [16] of the second Ray–Knight theorem. The classical version of this theorem establishes the identity in law between the local time of reflected Brownian motion considered at the time when the local time at 0 reaches $x$, and at all levels, and a Feller critical branching diffusion. The same result holds in the subcritical (resp. supercritical) case, Brownian motion being replaced by Brownian motion with drift (in the supercritical case, reflection below an arbitrary level, as above, is needed). The contour process in fact describes the genealogical tree (in the sense of Aldous [2]) of the population, whose total
mass follows a Feller SDE. Our proof by approximation makes this interpretation completely transparent.

5.1 Preliminaries

The artificial time for the evolution of the contour process of our trees will be labelled $s$, while the real time of the evolution of the population is $t$. $t$ will also label the values taken by the contour process. See the various figures below, where $s$ is always the coordinate of the horizontal axis, and $t$ the coordinate of the vertical axis.

We fix an arbitrary $p > 0$. Consider a continuous piecewise linear function $H$ from a subinterval of $\mathbb{R}_+$ into $\mathbb{R}_+$, which possesses the following properties: its slope is either $p$ or $-p$; it starts at time $s = 0$ from 0 with the slope $p$; whenever $H(s) = 0$, $H'_-(s) = -p$ and $H'_+(s) = p$; $H$ is stopped at the time $T_m$ of its $m$-th return to 0, which is supposed to be finite. We shall denote by $\mathcal{H}_{p,m}$ the collection of all such functions. We shall write $\mathcal{H}_p$ for $\mathcal{H}_{p,1}$. We add the restriction that between two consecutive visits to zero, any function from $\mathcal{H}_{p,m}$ has all its local minima at distinct heights.

We denote by $\mathcal{T}$ the set of continuous time finite rooted binary trees which are defined as follows. An ancestor is born at time 0. This is the root of the tree. Until she eventually dies, she gives birth to an arbitrary number of offsprings, but only one at a time. The same happens to each of her offsprings, and to the offsprings of her offsprings, etc... until eventually the population dies out (assuming for simplicity that we are in the (sub)critical case). For instance, the picture on the right of Figure 5.1 shows a binary tree where the ancestor gives birth to two children before dying. The first child dies childless, while the second one has one child, who dies at the same time as herself. Note that we do not distinguish between the two trees shown on Figure 5.1. We denote by $\mathcal{T}_m$ the set of forests which are the union of $m$ elements of $\mathcal{T}$.

There is a well known bijection between binary trees and contour processes. Under the curve representing an element $H \in \mathcal{H}_p$, we can draw a tree as follows. The height $h_{\text{fmax}}$ of the leftmost local maximum of $H$ is the lifetime of the ancestor and the height $h_{\text{lowmin}}$ of the lowest non zero local minimum is the time of the birth of the first offspring of the ancestor. If there is no such local minimum, the ancestor dies before giving birth to any offspring. We draw a horizontal line at level $h_{\text{lowmin}}$. $H$ has two excursions above $h_{\text{lowmin}}$. The right one is used to represent the fate of the first offspring and of her progeny. The left one is used to represent the fate of the ancestor and of the rest of her progeny, excluding the first offspring and her progeny. If there is no other local minimum of $H$ neither at the left, nor at the right of the first explored one, it means that there is no further birth: we draw a vertical line up to the unique local maximum, whose height is a death time. Continuing until there is no further local minimum-maximum to explore, we define by this procedure a bijection $\Phi_p$ from $\mathcal{H}_p$ into $\mathcal{T}$ (see Figure 5.2). Repeating the same construction $m$ times, we extend $\Phi_p$ as a bijection between $\mathcal{H}_{p,m}$ and $\mathcal{T}_m$. Note that drawing
Fig. 5.1 Two equivalent ways of drawing a binary tree
the contour process of a tree is obvious (since the horizontal distances between the vertical branches are arbitrary, the choice of \( p \) is arbitrary). See the top of Figure 5.2.

We now define probability measures on \( \mathcal{H}_p \) (resp. \( \mathcal{H}_{p,m} \)) and \( \mathcal{T} \) (resp. \( \mathcal{T}_m \)). We describe first the (sub)critical case. Let \( 0 < b \leq d \) be two parameters. We define a stochastic process whose trajectories belong to \( \mathcal{H}_p \) as follows. Let \( \{ U_k, k \geq 1 \} \) and \( \{ V_k, k \geq 1 \} \) be two mutually independent sequences of i.i.d exponential random variables with means \( 1/d \) and \( 1/b \) respectively. Let \( Z_k = U_k - V_k, k \geq 1 \). \( \mathbb{P}_{b,d} \) is the law of the random element of \( \mathcal{H}_p \), which is such that the height of the first local maximum is \( U_1 \), that of the first local minimum is \( (Z_1)^+ \). If \( (Z_1)^+ = 0 \), the process is stopped. Otherwise, the height of the second local maximum is \( Z_1 + U_2 \), the height of the second local minimum is \( (Z_1 + Z_2)^+ \), etc. Because \( b \leq d \), \( \mathbb{E}Z_1 \leq 0 \), hence the process returns to zero a.s. in finite time. The random trajectory which we have constructed is an excursion above zero (see the bottom of Figure 5.2). We define similarly a law on \( \mathcal{H}_{p,m} \) as the concatenation of \( m \) i. i. d. such excursions, and denote it by \( \mathbb{P}_{b,d} \). This thus defined random element of \( \mathcal{H}_{p,m} \) is called a contour or height process. We associate the continuous time Galton–Watson tree (which is a random element of \( \mathcal{T} \)) with the same pair of parameters \( (b,d) \) as follows. The lifetime of each individual is exponential with expectation \( 1/d \), and during her lifetime, independently of it, each individual gives birth to offsprings according to a Poisson process with rate \( b \). The behaviors of the various individuals are i. i. d. We denote by \( \mathbb{Q}_{b,d} \) the law on \( \mathcal{T}_m \) of a forest of \( m \) i. i. d. random trees whose law is as just described.

In the supercritical case, the case where \( b > d \), the contour process defined above does not come back to zero a.s. To overcome this difficulty, we use a trick which is due to Delmas [16], and reflect the process \( H \) below an arbitrary level \( a > 0 \) (which amounts to kill the whole population at time \( a \)). The height process \( H^a = \{ H^a_s, s \geq 0 \} \) reflected below \( a \) is defined as above, with the addition of the rule that whenever the process reaches the level \( a \), it stops and starts immediately going down with slope \(-p\) for a duration of time exponential with expectation \( 1/b \). Again the process stops when first going back to zero. The reflected process \( H^a \) comes back to zero almost surely. Indeed, let \( A^a \) denote the event “\( H^a \) does not reach zero during its \( n \) first descents”. We have clearly, since the levels of the local maxima are bounded by \( a \), \( \mathbb{P}(A_n) \leq (1 - \exp(-ba))^n \), which goes to zero as \( n \to \infty \). Hence the result. For each \( a \in (0, +\infty) \), and any pair \((b, d)\) of positive numbers, denote by \( \mathbb{P}_{b,d,a} \) the law of the process \( H^a \). Define \( \mathbb{Q}_{b,d,a} \) to be the law of a binary Galton–Watson tree with birth rate \( b \) and death rate \( d \), killed at time \( t = a \) (i.e. all individuals alive at time \( a^- \) are killed at time \( a \)). \( \mathbb{P}_{b,d,+,\infty} \) makes perfect sense in case \( b \leq d \), \( \mathbb{Q}_{b,d,+,\infty} \) is always well defined.
Fig. 5.2 Bijection between $\mathcal{H}_2$ and $\mathcal{T}$ (see above), and a trajectory of a contour process (see below)
5.2 Correspondence of laws

The aim of this section is to prove that, for any \( b, d > 0 \) and \( a \in (0, +\infty) \) [including possibly \( a = +\infty \) in the case \( b \leq d \)], \( \mathbb{P}_{b,d,a}\Phi^{-1} = \mathcal{Q}_{b,d,a} \). Let us state some basic results on homogeneous Poisson process, which will be useful in the sequel.

5.2.1 Preliminary results

Let \((T_k)_{k \geq 0}\) be a Poisson Point Process on \(\mathbb{R}_+\) with intensity (or rate) \(b\). This means that \(T_0 = 0\), and \((T_{k+1} - T_k, k \geq 0)\) are i.i.d exponential r.v.'s with mean \(1/b\). Let \((N_t, t \geq 0)\) be the counting process associated with \((T_k)_{k \geq 0}\), that is
\[
\forall t \geq 0, \quad N_t = \sup \{ k \geq 0, \ T_k \leq t \}.
\]
We shall also call \((N_t, t \geq 0)\) a Poisson process. This process has independent increments, and for any \(0 \leq s < t\), \(N_t - N_s\), which is the number of points of the above PPP in the interval \((s, t]\), follows the Poisson law with parameter \(b(t - s)\). In particular, the intensity \(b\) is the mean number of points of the PPP in an interval of length 1.

The first result is well-known and elementary.

**Lemma 8.** Let \(M\) be a non negative random variable independent of \((T_k)_{k \geq 0}\), and define
\[
R_M = \sup_{k \geq 0} \{ T_k; T_k \leq M \}.
\]
Then \(M - R_M \overset{(d)}{=} V \wedge M\) where \(V\) and \(M\) are independent, \(V\) has an exponential distribution with mean \(1/b\).

Moreover, on the event \(\{ R_M > s \}\), the conditional law of \(N_{R_M} - N_s\) given \(R_M\) is Poisson with parameter \(b(R_M - s)\).

The second one is (in the next statement, we use again the definition (5.1)):

**Lemma 9.** Let \((T_k)_{k \geq 0}\) be a Poisson point process on \(\mathbb{R}_+\) with intensity \(b\). \(M\) a positive random variable which is independent of \((T_k)_{k \geq 0}\). Consider the integer valued random variable \(K\) such that \(T_K = R_M\) and a second Poisson point process \((T'_k)_{k \geq 0}\) with intensity \(b\), which is jointly independent of the first and of \(M\). Then \((T_k)_{k \geq 0}\) defined by:
\[
T_k = \begin{cases} 
T_k & \text{if } k < K \\
T_K + T'_{k-K+1} & \text{if } k \geq K 
\end{cases}
\]
is a Poisson point process on \(\mathbb{R}_+\) with intensity \(b\), which is independent of \(R_M\).

**Proof:** Let \((N_t, t \geq 0)\), \((\bar{N}_t, t \geq 0)\) and \((N'_t, t \geq 0)\) be the counting processes associated to \((T_k)_{k \geq 0}\), \((T'_k)_{k \geq 0}\) and \((T'_k)_{k \geq 0}\) respectively. It suffices to prove that for any \(n \geq 1\), \(0 < t_1 < \cdots < t_n\) and \(k_1 < k_2 < \cdots < k_n \in \mathbb{N}^*\),
5.2.2 Basic theorem

We are now in a position to prove the next theorem, which says that the tree associated to the contour process $H^a$ defined in section 5.1 is a continuous-time binary Galton–Watson tree with death rate $d$ and birth rate $b$, killed at time $a$, and vice versa.

**Theorem 6.** For any $b, d > 0$ and $a \in (0, +\infty)$ \([\text{including possibly } a = +\infty \text{ in the case } b \leq d]\),
\[
Q_{b,d,a} = \mathbb{P}_{b,d,a} \Phi^{-1}.
\]

**Proof:** The individuals making up the population represented by the tree whose law is $Q_{b,d,a}$, will be numbered: $\ell = 1, 2, \ldots$ 1 is the ancestor of the whole family. The subsequent individuals will be identified below. We will show that this tree is explored by a process whose law is precisely $\mathbb{P}_{b,d,a}$. We introduce a family $(T^\ell_k, k \geq 0, \ell \geq 1)$ of mutually independent Poisson point processes with intensity $b$. For any $\ell \geq 1$, the process $T^\ell_k$ describes the times of birth of the offsprings of the individual $\ell$. We define $U_\ell$ to be the lifetime of individual $\ell$.

- **Step 1:** We start from $H^a_0 = 0$ at the initial time $s = 0$ and climb up with slope $p$ to the level $M_1 = U_1 \wedge a$, where $U_1$ follows an exponential law with mean
1/d. $H^a$ goes down from $M_1$ with slope $-p$ until we find the most recent point of the Poisson process $(T^1_k)$ which gives the times of birth of the offsprings of individual 1. So from Lemma 8, $H^a$ has descended by $V_1 \wedge M_1$, where $V_1$ follows an exponential law with mean $1/b$, and is independent of $M_1$. We hence reach the level $m_1 = M_1 - V_1 \wedge M_1$.

If $m_1 = 0$, we stop, else we turn to

- **Step 2**: We give the label 2 to this last offspring of the individual 1, born at the time $m_1$. Let us define $(\tilde{T}^2_k)$ by:

$$\tilde{T}^2_k = \begin{cases} T^1_k & \text{if } k < K_1 \\ T^1_k + T^2_{k-K_1+1} & \text{otherwise} \end{cases}$$

where $K_1$ is such that $T^1_{K_1} = m_1$.

Thanks to Lemma 9, $(\tilde{T}^2_k)$ is a Poisson process with intensity $b$ on $\mathbb{R}_+$, which is independent of $m_1$ and in fact also of $(U_1, V_1)$.

Starting from $m_1$, the contour process climbs up to level $M_2 = (m_1 + U_2) \wedge a$, where $U_2$ is an exponential r.v. with mean $1/d$, independent of $(U_1, V_1)$. Starting from level $M_2$, we go down a height $M_2 \wedge V_2$ where $V_2$ follows an exponential law with mean $1/b$ and is independent of $(U_2, U_1, V_1)$, to find the most recent point of the Poisson process $(\tilde{T}^2_k)$. At this moment we are at the level $m_2 = M_2 - V_2 \wedge M_2$.

If $m_2 = 0$ we stop. Otherwise we give the label 3 to the individual born at time $m_2$, and repeat step 2 until we reach 0. See Figure 5.1.

Since either we have a reflection at level $a$ or $b \leq d$, zero is reached a.s. after a finite number of iterations. It is clear that the random variables $M_i$ and $m_i$ determine fully the law $Q_{b,d,a}$ of the binary tree killed at time $t = a$ and they both have the same joint distribution as the levels of the successive local maxima and minima of the process $H^a$ under $P_{b,d,a}$. □

### 5.2.3 A discrete Ray–Knight theorem

For any $a, b, d > 0$, we consider the contour process $\{H^a_s, s \geq 0\}$ defined in section 5.1 which is reflected in the interval $[0, a]$ and stopped at the first moment it reaches zero for the $m$-th time. To this process we can associate a forest of $m$ binary trees with birth rate $b$ and death rate $d$, killed at time $t = a$, which all start with a single individual at the initial time $t = 0$. Consider the continuous time branching process $(X^{a,m}_t, t \geq 0)$ describing the number of offsprings alive at time $t$ of the $m$ ancestors born at time 0, whose progeny is killed at time $t = a$. Every individual in this population, independently of the others, lives for an exponential time with parameter $d$ and gives birth to offsprings according to a Poisson process of intensity $b$. We now choose the slopes of the piecewise linear process $H^a$ to be $\pm 2$ (i.e. $p = 2$). We define the local time accumulated by $H^a$ at level $t$ up to time $s$: 
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\[ L^a(t) = \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \int_0^a 1_{\{ t \leq H^a < t + \varepsilon \}} dr. \]  

(5.2)

\( L^a(t) \) equals the number of pairs of branches of \( H^a \) which cross level \( t \) between times 0 and \( s \). Note that a local minimum at level \( t \) counts for two crossings, while a local maximum at level \( t \) counts for none. We have the following “occupation times formula”, whose proof is an easy exercise. For any integrable function \( g \),

\[ \int_0^s g(H^a_r)dr = \int_0^a g(r)L^a_s(r)dr. \]  

(5.3)

Let

\[ \tau^a_m = \inf \{ s > 0 : L^a_s(0) \geq m \}. \]  

(5.4)

\( \tau^a_m(t) \) counts the number of descendants of \( m \) ancestors at time 0, which are alive at time \( t \). Then we have

**Lemma 10.** For all \( b, d > 0 \) and \( a \in (0, +\infty) \) [including possibly \( a = +\infty \) in the case \( b \leq d \)],

\[ \{ L^a_{\tau^a_m}(t), t \geq 0, m \geq 1 \} \equiv \{ X^{a,m}_t, t \geq 0, m \geq 1 \} \text{ a.s.} \]

We now want to establish a similar statement without the arbitrary parameter \( a \). There remains a difficulty only in the supercritical case, in which case we cannot choose \( a = +\infty \) in the above construction. For any \( 0 < a < b \), we define the function \( \Pi^{a,b} \) which maps continuous trajectories with values in \([0, b]\) into trajectories with values in \([0, a]\) as follows. If \( u \in C(\mathbb{R}_+, [0, b]) \),

\[ \rho^a_u(s) = \int_0^s 1_{\{ u(r) \leq a \}} dr; \quad \Pi^{a,b}(u)(s) = u(\rho^{-1}_a(s)). \]  

(5.5)

**Lemma 11.**

\[ \Pi^{a,b}(H^b) \overset{(d)}{=} H^a \]

**Proof:** It is in fact sufficient to show that the conditional law of the level of the first local minimum of \( H^b \) after crossing the level \( a \) downwards, given the past of \( H^b \), is the same as the conditional law of the level of the first local minimum of \( H^a \) after a reflection at level \( a \), given the past of \( H^a \). This identity follows readily from the “lack of memory” of the exponential law. \( \square \)

This last Lemma says that reflecting under \( a \), or chopping out the pieces of trajectory above level \( a \), yields the same result (at least in law).

We now consider the case \( p = 2 \). To each \( b, d > 0, m \geq 1 \), we associate the process \( \{ X^m_t, t \geq 0 \} \) which describes the evolution of the number of descendants of \( m \) ancestors, with birth rate \( b \) and death rate \( d \). For each \( a > 0 \) [including possibly \( a = +\infty \) in the case \( b \leq d \)], we let \( (H^a_s, s \geq 0) \) denote the contour process of the genealogical tree of this population killed at time \( a \), \( L^a \) denotes its local time and \( \tau^a_m \) is defined by (5.4). It follows readily from Lemma 11 that for any \( 0 < a < b \),

\[ \left( L^a_{\tau^a_m}(t), 0 \leq t < a, m \geq 1 \right) \overset{(d)}{=} \left( L^b_{\tau^b_m}(t), 0 \leq t < a, m \geq 1 \right). \]  

(5.6)
The compatibility relation (5.6) implies the existence of a projective limit \( \{ \mathcal{L}_m(t), 0 \leq t \geq 0, m \geq 1 \} \) with values in \( \mathbb{R}_+ \), which is such that for each \( a > 0 \),

\[
\{ \mathcal{L}_m(t), 0 \leq t < a, m \geq 1 \} \overset{(d)}{=} \{ L^a_m(t), 0 \leq t < a, m \geq 1 \}. \tag{5.7}
\]

We have the following “discrete Ray–Knight Theorem”.

**Proposition 17.**

\[
\{ \mathcal{L}_m(t), t \geq 0, m \geq 1 \} \overset{(d)}{=} \{ X^m_t, t \geq 0, m \geq 1 \}.
\]

**Proof:** It suffices to show that for any \( a \geq 0 \),

\[
\{ \mathcal{L}_m(t), 0 \leq t < a, m \geq 1 \} \overset{(d)}{=} \{ X^m_t, 0 \leq t < a, m \geq 1 \}.
\]

This result follows from (5.7) and Lemma 10. \( \square \)

### 5.2.4 Renormalisation

Let \( x > 0 \) be arbitrary, and \( N \geq 1 \) be an integer which will eventually go to infinity. Let \( (X^N_{t,x})_{t \geq 0} \) denote the branching process which describes the number of descendants at time \( t \) of \( \lfloor Nx \rfloor \) ancestors, in the population with birth rate \( b_N = \sigma^2 N/2 + \alpha \) and death rate \( d_N = \sigma^2 N/2 + \beta \), where \( \alpha, \beta \geq 0 \). We set for \( t \geq 0 \)

\[
Z^N_{t,x} = N^{-1} X^N_{t,x}.
\]

In particular we have that \( Z^N_{0,x} = \frac{\lfloor Nx \rfloor}{N} \to x \) when \( N \to +\infty \). Let \( H^{a,N} \) be the contour process associated to \( \{ X^N_{t,x}, 0 \leq t < a \} \) defined in the same way as previously, but with slopes \( \pm 2N \), and \( b, d \) are replaced by \( b_N \) and \( d_N \). We define also \( L^{a,N}_s(t) \), the local time accumulated by \( H^{a,N} \) at level \( t \) up to time \( s \), as

\[
L^{a,N}_s(t) = \frac{4}{\sigma^2} \lim_{\varepsilon \downarrow 0} \frac{1}{\varepsilon} \int_0^s 1_{\{ t \leq H^{a,N} \leq t + \varepsilon \}} \, dr \tag{5.8}
\]

\[
\frac{\sigma^2}{4} L^{a,N}_s(t) \text{ equals } 1/N \text{ times the number of pairs of } t \text{-crossings of } H^{a,N} \text{ between times } 0 \text{ and } s.
\]

Let

\[
\tau^{a,N}_s = \inf \left\{ s > 0 : L^{a,N}_s(0) \geq \frac{4}{\sigma^2} \frac{\lfloor Nx \rfloor}{N} \right\}. \tag{5.9}
\]

We define for all \( N \geq 1 \) the projective limit \( \{ \mathcal{L}^{a,N}_s(t), t \geq 0, x > 0 \} \), which is such that for each \( a > 0 \),

\[
\{ \mathcal{L}^{a,N}_s(t), 0 \leq t < a, x > 0 \} \overset{(d)}{=} \{ X^m_t, 0 \leq t < a, x > 0 \}.
\]
Lemma 12. We have the identity in law
\[
\{ \mathcal{L}_x^N(t), 0 \leq t < a, x > 0 \} \overset{(d)}{=} \{ L_{a,x}^N(t), 0 \leq t < a, x > 0 \}.
\]

Proposition 17 translates as (note that the factor $N^{-1}$ in the definition of $Z_t^{N,x}$ matches the slopes $\pm 2N$ of $H_{a,N}$, which introduces a factor $N^{-1}$ in the local times defined by (5.8))

5.3 Weak convergence

5.3.1 Tightness of $H_{a,N}$

We deduce from (5.10) that
\[ H^{a,N}_s = 2N \int_0^s 1_{\{V^{a,N}_r = 1\}} dr - 2N \int_0^s 1_{\{V^{a,N}_r = -1\}} dr, \]
\[ \frac{V^{a,N}_s}{\sigma^2 N} = \frac{1}{\sigma^2 N} \left( 2N + \frac{4\beta}{\sigma^2} \right) \int_0^s 1_{\{V^{a,N}_r = 1\}} dr + \left( 2N + \frac{4\alpha}{\sigma^2} \right) \int_0^s 1_{\{V^{a,N}_r = -1\}} dr \]
\[ - \frac{2}{\sigma^2 N} \int_0^s 1_{\{V^{a,N}_r = 1\}} dM^-_r + \frac{2}{\sigma^2 N} \int_0^s 1_{\{V^{a,N}_r = -1\}} dM^+_r \]
\[ + \frac{1}{2} [L^{a,N}_s(0) - L^{a,N}_0(0)] - \frac{1}{2} L^{a,N}_s(a^-), \]
where
\[ M^+_s = P^+_s - (\sigma^2 N^2 + 2\alpha N)s, \quad M^-_s = P^-_s - (\sigma^2 N^2 + 2\beta N)s \]
are two martingales. Consequently
\[ H^{a,N}_s + \frac{V^{a,N}_s}{\sigma^2 N} = \frac{1}{\sigma^2 N} \left( \int_0^s \left( \alpha 1_{\{V^{a,N}_r = -1\}} - \beta 1_{\{V^{a,N}_r = 1\}} \right) dr + M^{a,N}_s \right) \]
\[ + \frac{1}{2} [L^{a,N}_s(0) - L^{a,N}_0(0)] - \frac{1}{2} L^{a,N}_s(a^-), \]
(5.11)
where \( M^{a,N}_s \) is a martingale such that
\[ [M^{a,N}]_s = \frac{4}{\sigma^4 N^2} \left( \int_0^s 1_{\{V^{a,N}_r = 1\}} dP^-_r + \int_0^s 1_{\{V^{a,N}_r = -1\}} dP^+_r \right), \]
\[ \langle M^{a,N} \rangle_s = \frac{4}{\sigma^4 N} \left( \int_0^s \left( \alpha 1_{\{V^{a,N}_r = -1\}} + \beta 1_{\{V^{a,N}_r = 1\}} \right) dr \right). \]

**Lemma 13.** For any \( a > 0 \), the sequence \( \{H^{a,N}_s, s \geq 0\} \) is tight in \( C([0, \infty)) \).

**Proof:** Let us rewrite (5.11) in the form
\[ H^{a,N}_s = K^{a,N}_s + \frac{1}{2} [L^{a,N}_s(0) - L^{a,N}_0(0)] - \frac{1}{2} L^{a,N}_s(a^-). \]
It follows readily from Proposition 37 below that \( K^{a,N}_s \) is tight in \( D([0, \infty)) \), and all its jumps converge to 0 as \( N \to \infty \). It then follows from Theorem 13.2 and (12.9) in [10] that for any \( T > 0 \), all \( \varepsilon, \eta > 0 \), there exist \( N_0 \) and \( \delta > 0 \) such that for all \( N \geq N_0 \),
\[ \mathbb{P} \left( \sup_{0 \leq r, t \leq T, |s-r| \leq \delta} |K^{a,N}_s - K^{a,N}_t| > \varepsilon \right) \leq \eta. \]
Since \( L^N(0) \) (resp. \( L^N(a^-) \)) increases only when \( H^N_s = 0 \) (resp. when \( H^N_s = a \)), it is not hard to conclude that, provided \( \varepsilon < a \), the above implies that for all \( N \geq N_0 \),
\[ \mathbb{P} \left( \sup_{0 \leq r, t \leq T, |s-r| \leq \delta} |H^{a,N}_s - H^{a,N}_t| > \varepsilon \right) \leq \eta. \]
In view of (12.7) in [10], this implies that \( H^{a,N}_s \) is tight in \( D([0, \infty)) \). \( \square \)
5.3 Weak convergence

5.3.2 Weak convergence of $H^{a,N}$

Let us state our convergence result.

**Theorem 7.** For any $a > 0$ [including possibly $a = +\infty$ in the case $\alpha \leq \beta$], $H^{a,N} \Rightarrow H^a$ in $C([0,\infty))$ as $N \to \infty$, where \(\{H^a_r, s \geq 0\}\) is the process

\[
\frac{2(\alpha - \beta)}{\sigma^2}s + \frac{2}{\sigma}B_s
\]

reflected in $[0,a]$. In other words, $H^a$ is the unique weak solution of the reflected SDE

\[
H^a_r = \frac{2(\alpha - \beta)}{\sigma^2}s + \frac{2}{\sigma}B_s + \frac{1}{2}L^a_r(0) - \frac{1}{2}L^a_r(a^-), \quad (5.12)
\]

where $L^a_r(t)$ denotes the local time accumulated by $(H^a_r, r \geq 0)$ up to time $s$ at level $t$.

We first prove

**Lemma 14.** For any sequence $(U^N, N \geq 1) \subset C([0,\infty))$ which is such that $U^N \Rightarrow U$ as $N \to \infty$, for all $s > 0$,

\[
\int_0^s 1_{\{V^a_r, N \geq 1\}} U^N_r dr \Rightarrow \frac{1}{2} \int_0^s U_r dr, \quad \int_0^s 1_{\{V^a_r, N \geq 1\}} U^N_r dr \Rightarrow \frac{1}{2} \int_0^s U_r dr.
\]

**Proof:** It is an easy exercise to check that the mapping

\[
\Phi : C([0,\infty)) \times C([0,\infty)) \to C([0,\infty))
\]

defined by

\[
\Phi(x,y)(t) = \int_0^t x(s)dy(s),
\]

where $C([0,\infty))$ denotes the set of increasing continuous functions from $[0,\infty)$ into $\mathbb{R}$, and the three spaces are equipped with the topology of locally uniform convergence, is continuous. Consequently it suffices to prove that locally uniformly in $s > 0$,

\[
\int_0^s 1_{\{V^a_r, N \geq 1\}} dr \Rightarrow \frac{s}{2}
\]

in probability, as $N \to \infty$. In fact since both the sequence of processes and the limit are continuous and monotone, it follows from an argument “à la Dini” that it suffices to prove

**Lemma 15.** For any $s > 0$,

\[
\int_0^s 1_{\{V^a_r, N \geq 1\}} dr \Rightarrow \frac{s}{2}, \quad \int_0^s 1_{\{V^a_r, N \geq 1\}} dr \Rightarrow \frac{s}{2}
\]

\footnote{The fact that Brownian motion with drift reflected in the interval $[0,a]$ takes this form is explained at the end of section 9.4 below.}
in probability, as $N \to \infty$.

**PROOF:** We have (the second line follows from (5.10))

\[
\int_0^s 1_{\{W^N_{rN} = 1\}} dr + \int_0^s 1_{\{W^N_{rN} = -1\}} dr = s,
\]

\[
\int_0^s 1_{\{W^N_{rN} = 1\}} dr - \int_0^s 1_{\{W^N_{rN} = -1\}} dr = (2N)^{-1} H^aN.
\]

It follows readily from Lemma 13 that $(2N)^{-1} H^aN \to 0$ in probability, as $n \to \infty$.

We conclude by adding and subtracting the two above identities. \hfill \Box

**PROOF OF THEOREM 7** Let us prove that

\[
(H^aN, M^{N,a}, L^aN(0), L^aN(a^-)) \to \left(\frac{2}{\sigma}B, L^0(0), L^a(0^-)\right).
\]

Concerning tightness, we only need to take care of the third and fourth terms in the quadruple. We notice that Lemma 13 implies that \((L^aN(0) - L^aN(a^-))_{N \geq 1}\) is tight in \(D([0, \infty))\). Since \(L^N(0)\) (resp. \(L^N(a^-)\)) increases only when \(H^aN < 0\) (resp. \(\sigma^2 M^aN < 0\)), it is not hard to deduce that both \((L^aN(0))_{N \geq 1}\) and \((L^N(a^-))_{N \geq 1}\) are tight in \(D([0, \infty))\). Alternatively tightness of \(L^N(0)\) can be deduced from the identity (5.13) below, and that of \(L^N(a^-)\) from a similar formula.

Then \((H^aN, M^{N,a}, L^aN(0), L^aN(a^-))_{N \geq 1}\) is tight in \(C([0, \infty)) \times [D([0, \infty))]^3\).

Moreover any weak limit of \(M^{N,a}\) along a converging subsequence equals \(2B/\sigma\), since \(<M^{N,a} > \to 4s/\sigma^2\) and the jumps of \(M^{N,a}\) are equal in amplitude to \(\frac{2}{\sigma^2} f''\).

Let \(f \in C^2(\mathbb{R})\) such that \(f''(0) = 1\) and \(f''(a) = 0\), and define \(f^N(h,v) = f(h) + \frac{\sigma}{\sqrt{N}} f'(v)\). We deduce from (5.10)

\[
L^aN(0) = 2f(H^aN) + \frac{2a}{\sigma^2 N} f'(H^aN) - 2f(0) - \frac{2}{\sigma^2 N} f''(0) - \frac{4}{\sigma^2} \int_0^s f''(H^aN) dr
\]

\[
-\frac{8}{\sigma^2} \int_0^s f''(H^aN)(\alpha 1_{\{W^N_{rN} = -1\}} - \beta 1_{\{W^N_{rN} = 1\}}) dr - 2M^J_N - 2M^J_fN,
\]

where \(M^J_N\) and \(\tilde{M}^J_N\) are martingales such that

\[
\langle M^J_N \rangle_s = \frac{4}{\sigma^2} \int_0^s [f''(H^aN)]^2 dr, \quad \langle \tilde{M}^J_N \rangle_s \leq \frac{C(f)}{N} s.
\]

It follows by taking the limit in (5.13) (and in a similar formula for \(L^aN(a^-)\)) that we have a limit of the form \((H^aN, 2B/\sigma, L^0(0), L^a(0^-))\) along a converging subsequence of the sequence \((H^aN, M^{N,a}, L^aN(0), L^aN(a^-))\).

For any \(0 < \epsilon < a\), let \(f^\epsilon \in C^2(\mathbb{R})\) be such that \(f^\epsilon(0) = 1, f^\epsilon(x) = 0\) for all \(x \leq \epsilon\), \(f^\epsilon(x) \geq 0\) and \(f''(x) \leq 0\) for all \(x \geq 0\). Taking the limit along the converging subsequence in (5.13) with \(f^\epsilon h = f^\epsilon h + \frac{\sigma}{\sqrt{N}} f''(h)\), we deduce that
Corollary 3. For each $a > 0$ (including $a = +\infty$ in the case $\alpha \leq \beta$),

$$(H^{a,N}, M^{N,a}, L^{a,N}(0), L^{a,N}(a^-)) \Rightarrow \left(H^a, \frac{2}{\sigma} B, L^a(0), L^a(a^-)\right)$$

as $N \to \infty$, where $B$ is a standard Brownian motion, $L^a(0)$ (resp. $L^a(a^-)$) is the local time of $H^a$ at level 0 (resp. at level $a$), and

$$H^a_s = \frac{2}{\sigma^2} (\alpha - \beta) s + \frac{2}{\sigma} B_s + \frac{1}{2} \left[ L^a_s(0) - L^a_s(a^-) \right],$$

i.e. $H^a_s$ equals $\frac{2}{\sigma} H^a$ multiplied by Brownian motion with drift $\frac{\alpha - \beta}{\sigma}$, reflected in the interval $[0, a]$.

5.4 A Ray Knight Theorem

In this section we give a new proof of Delmas’ generalization of the second Ray Knight Theorem, see [16]. In case $\alpha \leq \beta$, we can choose $a = +\infty$, let $L_0(0)$ denote the local time of $H$ at level 0, and define

$$\tau_s = \inf \left\{ s > 0, \ L_0(0) > \frac{4}{\sigma^2} x \right\}.$$ 

In the supercritical case, of course the construction is more complex. It follows from Lemma 11 and Corollary 3 (see also Lemma 2.1 in [16]) that for any $0 < a < b$,

$$\Pi^{a,b}(H^b) \overset{(d)}{=} H^a,$$

(5.14)
where \(H^a\) [resp. \(H^b\)] is \(2/\sigma\) multiplied by Brownian motion, with drift \((\alpha - \beta)s/\sigma\), reflected in the interval \([0,a]\) [resp. \([0,b]\)], see Theorem 7. Now define for each \(a,x > 0\),

\[
\tau^a_x = \inf \left\{ s > 0, \, L^a_x(0) > \frac{4}{\sigma^2}x \right\}.
\]

It follows from (5.14) that, as in the discrete case, \(\forall 0 < a < b\),

\[
\{L^b_x(t), \, 0 < t < a, x > 0\} \overset{(d)}{=} \{L^a_x(t), \, 0 < t < a, x > 0\}.
\]

Consequently we can define the projective limit, which is a process \(\{L_x(t), \, t \geq 0, x > 0\}\) such that for each \(a > 0\),

\[
\{L_x(t), \, 0 < t < a, x > 0\} \overset{(d)}{=} \{L^a_x(t), \, 0 < t < a, x > 0\}.
\]

We have the (see also Theorem 3.1 in Delmas [16])

**Theorem 8 (Generalized Ray Knight theorem).**

\[
\{L_x(t), t \geq 0, x > 0\} \overset{(d)}{=} \left\{ \frac{4}{\sigma^2}Z_x^t, t \geq 0, x > 0 \right\},
\]

where \(Z_x\) is the Feller branching diffusion process, solution of the SDE

\[
Z_x^t = x + (\alpha - \beta) \int_0^t Z_x^r dr + \sigma \int_0^t \sqrt{Z_x^r} dB_r, \, t \geq 0.
\]

**Proof:** Since both sides have stationary independent increments in \(x\), it suffices to show that for any \(x > 0\),

\[
\{L_x(t), t \geq 0\} \overset{(d)}{=} \left\{ \frac{4}{\sigma^2}Z_x^t, t \geq 0 \right\}.
\]

Fix an arbitrary \(a > 0\). By applying the elementary “occupation times formula” to \(H^{a,N}\) (which differs from (5.3) since (5.8) differs from (5.2)), and Lemma 12, we have for any \(g \in C(\mathbb{R}_+)\) with support in \([0,a]\),

\[
\frac{4}{\sigma^2} \int_0^a g(H^{a,N}_s) ds = \int_0^a g(t)L^{a,N}_t dt \overset{(d)}{=} \frac{4}{\sigma^2} \int_0^a g(t)Z_x^{N,t} dt \quad (5.15)
\]

We deduce clearly from Proposition 7 that

\[
\int_0^a g(t)Z_x^{N,t} dt \overset{(d)}{=} \int_0^a g(t)Z_x^t dt. \quad (5.16)
\]

Let us admit for a moment that as \(N \to \infty\)
5.4 A Ray Knight Theorem

\[ \int_0^{\tau_{\alpha}^N} g(H_{\tau}^{\alpha,N})d\tau \Rightarrow \int_0^{\tau_{\alpha}} g(H_{\tau}^{\alpha})d\tau, \quad (5.17) \]

where \( \tau_{\alpha}^N = \inf\{s > 0, L_{s,N}^\alpha(0) > x\} \).

From the occupation times formula for the continuous semi-martingale \((H_{s}^{\alpha}, s \geq 0)\) (see Proposition 34 below), we have that

\[ \frac{4}{\sigma^2} \int_0^{\tau_{\alpha}} g(H_{\tau}^{\alpha})d\tau = \int_0^{\tau_{\alpha}^N} g(t)L_{\tau_{\alpha}^N}^\alpha(t)dt. \quad (5.18) \]

We deduce from (5.15), (5.16), (5.17) and (5.18) that for any \( g \in C(\mathbb{R}_+) \) with compact support in \([0, a]\),

\[ \frac{4}{\sigma^2} \int_0^{\tau_{\alpha}^N} g(t)Z_t^\alpha dt \overset{(d)}{=} \int_0^{\tau_{\alpha}^N} g(t)L_{\tau_{\alpha}^N}^\alpha(t)dt. \]

Since both processes \((Z_t^\alpha, t \geq 0)\) and \((L_{s}^\alpha(t), t \geq 0)\) are a.s. continuous, the theorem is proved. \(\square\)

It remains to prove (5.17), which clearly is a consequence of (recall the definition (5.9) of \( \tau_{\alpha}^{a,N} \))

**Proposition 18.**

\((H^{\alpha,N}, \tau_{\alpha}^{a,N}) \Rightarrow (H^{\alpha}, \tau_{\alpha}^a).\)

**Proof:** For the sake of simplifying the notations, we suppress the superscript \(a\). Let us define the function \( \phi \) from \( \mathbb{R}_+ \times C([0, +\infty)) \) into \( \mathbb{R}_+ \) by

\[ \phi(x, y) = \inf\{s > 0 : y(s) > x\}. \]

For any fixed \( x \), the function \( \phi(x, \cdot) \) is continuous in the neighborhood of a function \( y \) which is strictly increasing at the time when it first reaches the value \( x \). Define

\[ \tau_{\alpha}^{N} := \phi \left( x, \frac{\sigma^2}{4} L_{\tau_{\alpha}^{N}}^\alpha(0) \right). \]

We note that for any \( x > 0, s \mapsto L_s^\alpha(0) \) is a.s. strictly increasing at time \( \tau_{\alpha} \), which is a stopping time. This follows from the strong Markov property, the fact that \( H_{\tau_{\alpha}^N} = 0 \), and \( L_{\tau_{\alpha}^N}^\alpha(0) > 0 \), for all \( \varepsilon > 0 \). Consequently \( \tau_{\alpha}^N \) is a.s. a continuous function of the trajectory \( L_{\cdot}(0) \), and from Corollary 3

\((H^{N}, \tau_{\alpha}^{N}) \Rightarrow (H, \tau_{\alpha}).\)

It remains to prove that \( \tau_{\alpha}^{N} - \tau_{\alpha}^N \rightarrow 0 \) in probability. For any \( y < x \), for \( N \) large enough

\[ 0 \leq \tau_{\alpha}^{N} - \tau_{\alpha}^N \leq \tau_{\alpha}^N - \tau_{\alpha}^{N}. \]

Clearly \( \tau_{\alpha}^{N} - \tau_{\alpha}^N \Rightarrow \tau_{\alpha} - \tau_{\alpha}^N \), hence for any \( \varepsilon > 0 \),
\[ 0 \leq \limsup_{N} \mathbb{P}(\tau^N_x - \tau^N_x \geq \epsilon) \leq \limsup_{N} \mathbb{P}(\tau^N_x - \tau^N_y \geq \epsilon) \leq \mathbb{P}(\tau_x - \tau_y \geq \epsilon). \]

The result follows, since \( \tau_y \uparrow \tau_x \) a.s. as \( y \uparrow x, y < x. \) \( \square \)
Chapter 6
Models of finite population with interaction

We now want to model the interaction between individuals in our population, so that the resulting process will no longer be a branching process. We consider in this chapter a continuous time model for a finite population with interaction, in which each individual, independently of the others, gives birth naturally at rate $b$ and dies naturally at rate $d$. Moreover, we suppose that each individual gives birth and dies because of interaction with others at rates which depend upon the current population size. We exclude multiple births at any given time and we define the interaction rule through a continuous function $f$ which again satisfies

Assumption (H1) $f(0) = 0$ and there exists a constant $\beta > 0$ such that for all $x, y > 0$, $f(x + y) - f(x) \leq \beta y$.

In order to define our model jointly for all ancestral population sizes, we need to introduce an asymmetric description of the effect of the interaction. This is done in sections 6.1 and 6.2. In section 6.3, we describe the contour process of the associated genealogical tree. Section 6.4 answers the question whether or not, as an effect of the interaction, the extinction time and the length of the genealogical forest of trees remain finite in the limit of infinitely many ancestors at time 0. The last two sections prepare the next chapter, and describe the renormalization of the models of the evolution of the population size, and of the contour process of the genealogical forest of trees.

6.1 The model

We consider a continuous–time $\mathbb{Z}_+$–valued population process $\{X^m_t, t \geq 0\}$, which starts at time zero from $m$ ancestors who are arranged from left to right, and evolves in continuous–time. The left/right order is passed on to their offsprings: the daughters are placed on the right of their mothers and if at a time $t$ the individual $i$ is located at the left of individual $j$, then all the daughters of $i$ after time $t$ will be placed on the left of $j$ and all of its daughters. Those rules apply inside each genealogical tree, and distinct branches of the tree never cross. Since we have excluded multiple births
at any given time, this means that the forest of genealogical trees of the population is a plane forest of trees, where the ancestor of the population $X^1$ is placed on the far left, the ancestor of $X^2_1 - X^1_1$ immediately on her right, etc. This defines in a non-ambiguous way an order from left to right within the population alive at each time $t$. See Figure 6.1. We decree that each individual feels the interaction with the others placed on her left but not with those on her right. Precisely, at any time $t$, the individual $i$ has an interaction death rate equal to $(f(L_i(t) + 1) - f(L_i(t)))^-$ or an interaction birth rate equal to $(f(L_i(t) + 1) - f(L_i(t)))^+$, where $L_i(t)$ denotes the number of individuals alive at time $t$ who are located on the left of $i$ in the above planar picture. This means that the individual $i$ is under attack by the others located at her left if $f(L_i(t) + 1) - f(L_i(t)) < 0$ while the interaction improves her fertility if $f(L_i(t) + 1) - f(L_i(t)) > 0$. Of course, conditionally upon $L_i(\cdot)$, the occurrence of a ‘competition death event’ or an ‘interaction birth event’ for individual $i$ is independent of the other birth/death events and of what happens to the other individuals.

In order to simplify our formulas, we suppose moreover that the first individual in the left/right order has a birth rate equal to $b + f^+(1)$ and a death rate equal to $d + f^−(1)$.

The resulting total interaction birth rates minus the total interaction death rates endured by the population $X^m$ at time $t$ is then

$$\sum_{k=1}^{X^m_t} [(f(k) - f(k-1))^+ - (f(k) - f(k-1))^−] = \sum_{k=1}^{X^m_t} (f(k) - f(k-1)) = f(X^m_t).$$

As a result, $\{X^m_t, t \geq 0\}$ is a discrete–mass $\mathbb{Z}_+$–valued Markov process, which evolves as follows. $X^m_0 = m$. If $X^m_s = 0$, then $X^m_t = 0$ for all $s \geq t$. While at state $k \geq 1$, the process $X^m_t$ jumps to

$$\begin{cases} 
  k + 1, & \text{at rate } bk + \sum_{\ell=1}^{k} (f(\ell) - f(\ell - 1))^+; \\
  k - 1, & \text{at rate } dk + \sum_{\ell=1}^{k} (f(\ell) - f(\ell - 1))^-. 
\end{cases}$$

### 6.2 Coupling over ancestral population size

The above description specifies the joint evolution of all $\{X^m_t, t \geq 0\}_{m \geq 1}$, or in other words of the two–parameter process $\{X^m_t, t \geq 0, m \geq 1\}$. In the case of a linear function $f$, for each fixed $t > 0$, $\{X^m_t, m \geq 1\}$ is an independent increments process.

We believe that there exist nonlinear functions $f$ such that for fixed $\{X^m_t, m \geq 1\}$ is not a Markov chain. That is to say, the conditional law of $X^{n+1}_t$ given $X^n_t$ differs from its conditional law given $(X^1_t, X^2_t, \ldots, X^n_t)$. The intuitive reason for that is that the additional information carried by $(X^1_t, X^2_t, \ldots, X^n_t)$ gives us a clue as to the fertility or the level of competition that the progeny of the $n+1$st ancestor had to benefit or to suffer from, between time 0 and time $t$.

However, $\{X^m_t, m \geq 1\}$ is a Markov chain with values in the space $D([0, \infty); \mathbb{Z}_+)$ of càdlàg functions from $[0, \infty)$ into $\mathbb{Z}_+$, which starts from 0 at $m = 0$. Consequently,
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Fig. 6.1 Plane forest with five ancestors
in order to describe the law of the whole process, that is of the two–parameter process \( \{X^m, t \geq 0, m \geq 1\} \), it suffices to describe the conditional law of \( X^n \), given \( X^{n-1} \) for each \( n \geq 1 \). We now describe the conditional law of \( X^n \) given \( X^m \) for arbitrary \( 1 \leq m < n \). Let \( V^m_{m,n} := X^m_n - X^m_t, t \geq 0 \). Conditionally upon \( \{X^\ell, \ell \leq m\} \), and given that \( X^m_t = x(t), t \geq 0, \{V^m_{m,n}, t \geq 0\} \) is a \( \mathbb{Z}_+ \)-valued time inhomogeneous Markov process starting from \( V^m_{m,n} = n - m \), whose time–dependent infinitesimal generator \( \{Q_{k,\ell}(t), k, \ell \in \mathbb{Z}_+\} \) is such that its off–diagonal terms are given by

\[
Q_{0,\ell}(t) = 0, \quad \forall \ell \geq 1, \quad \text{and for any } k \geq 1,
\]

\[
Q_{k,k+1}(t) = bk + \sum_{j=1}^{k} (f(x(t) + j) - f(x(t) + j + 1))^+,
\]

\[
Q_{k,k-1}(t) = dk + \sum_{j=1}^{k} (f(x(t) + j) - f(x(t) + j + 1))^-,
\]

\[
Q_{k,\ell}(t) = 0, \quad \forall \ell \notin \{k-1, k, k+1\}.
\]

The reader can easily convince himself that this description of the conditional law of \( \{X^m_t - X^m_0, t \geq 0\} \), given \( X^m \) is prescribed by what we have said above, and that \( \{X^m, m \geq 1\} \) is indeed a Markov chain.

**Remark 10.** Note that if the function \( f \) is increasing on \([0, a], a > 0\) and decreasing on \([a, \infty)\), then the interaction improves the rate of fertility in a population whose size is smaller than \( a \), but for large size the interaction amounts to competition within the population. This is reasonable since when the population is large, the limitation of resources implies competition within the population. A positive interaction (for moderate population sizes) has been discovered by Warder Clyde Allee in the 1930’s who noticed that goldfish grow more rapidly when there are more individuals within a tank. Indeed, aggregation can improve the survival rate of individuals, and cooperation may be crucial in the overall evolution of social structure. This is called the Allee effect. We are mainly interested in the model with interaction defined with functions \( f \) such that \( \lim_{x \to \infty} f(x) = -\infty \). Note also that we could have generalized our model to the case \( f(0) \geq 0, f(0) > 0 \) would mean an immigration flux. The reader can easily check that part of our results would still be valid in this case. However when we study extinction, the assumption \( f(0) = 0 \) is crucial.

### 6.3 The associated contour process in the discrete model

The just described reproduction dynamics give rise to a forest \( \mathcal{F}^m \) of \( m \) trees, drawn into the plane as sketched in Figure 6.2. Note also that, with the above described construction, the \( (\mathcal{F}^m, m \geq 1) \) are coupled: the forest \( \mathcal{F}^{m+1} \) has the same law as the forest \( \mathcal{F}^m \) to which we add a new tree generated by an ancestor placed at the \((m + 1)st\) position. If the function \( f \) tends to \( -\infty \) and \( m \) is large enough, the trees further to the right of the forest \( \mathcal{F}^m \) have a tendency to stay smaller because of
the competition: they are “under attack” from the trees to their left. From $\mathcal{F}^m$ we read off a continuous and piecewise linear $\mathbb{R}_+$-valued path $H^m = (H^m_s)$ (called the contour process of $\mathcal{F}^m$) which is described as follows.

Starting from 0 at the initial time $s = 0$, the process $H^m$ rises at speed $p$ until it hits the top of the first ancestor branch (this is the leaf marked with $D$ in Figure 6.2). There it turns and goes downwards, now at speed $-p$, until arriving at the next branch point (which is $B$ in Figure 6.2). From there it goes upwards into the (yet unexplored) next branch, and proceeds in a similar fashion until being back at height 0, which means that the contour of the leftmost tree is completed. Then explore the next tree, and so on. See Figure 6.2.

We define the local time $L^m_s(t)$ accumulated by the process $H^m$ at level $t$ up to time $s$ by:

$$L^m_s(t) = \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \int_0^s 1_{t < H^m_s < t + \varepsilon} dr.$$ 

The process $H^m$ is piecewise linear, continuous with derivative $\pm p$: at any time $s \geq 0$, the rate of appearance of minima (giving rise to births, i.e. to the creation of new branches) is equal to

$$pb + p \left[ f \left( \left\lfloor \frac{P}{2} L^m_s(H^m_s) \right\rfloor + 1 \right) - f \left( \left\lfloor \frac{P}{2} L^m_s(H^m_s) \right\rfloor \right) \right]^+,$$

and the rate of appearance of maxima (describing deaths of branches) is equal to

$$pd + p \left[ f \left( \left\lfloor \frac{P}{2} L^m_s(H^m_s) \right\rfloor + 1 \right) - f \left( \left\lfloor \frac{P}{2} L^m_s(H^m_s) \right\rfloor \right) \right]^-. \tag{6.1}$$

Let $\tau^m$ be the time needed in order to explore the forest $\mathcal{F}^m$. We have

$$\tau^m = \inf \{ s > 0; \frac{P}{2} L^m_s(0) \geq m \}.$$ 

Under the assumption that $\tau^m < \infty$ a.s. for all $m \geq 1$, if we choose above $p = 2$, we have the following discrete Ray–Knight representation (see Figure 6.3).

**Corollary 4.** We have the following identity

$$(X^m_t, t \geq 0, m \geq 1) \equiv (L^m_{\tau^m}(t), t \geq 0, m \geq 1).$$

**Remark 11.** The condition that $\tau^m < \infty$ a.s. for all $m \geq 1$ is equivalent to the fact that the population $X^m_t$ goes extinct in finite time a.s. for all ancestral population sizes $m \geq 1$. If this condition is not met, we can reflect the contour process below a given level, as we did above in the case without interaction in the supercritical case. This will be done below in section 6.6.

**Remark 12.** We note that the process $\{H^m_s, s \geq 0\}$ is not a Markov process. Its evolution after time $s$ does not depend only upon the present value $H^m_s$, but also upon its past before $s$, through the local times accumulated up to time $s$. 
Fig. 6.2 A forest with two trees and its contour process.
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**Fig. 6.3** Discrete Ray–Knight representation.
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Define the lifetime of the population (which is also the height of the forest of genealogical trees), and the length of the forest of genealogical trees by

\[ T^m = \inf \{ t > 0, X_t^m = 0 \}, \quad L^m = \int_0^{T^m} X_t^m \, dt, \quad \text{for } m \geq 1. \]

Clearly \( T^m \) and \( L^m \) are a.s. increasing functions of \( m \). We now study the limits of \( T^m \) and \( L^m \) as \( m \to \infty \). We first recall some preliminary results on birth and death processes, which can be found in [3, 14, 22].

Let \( Y \) be a birth and death process with birth rate \( \lambda_n > 0 \) and death rate \( \mu_n > 0 \) when in state \( n, n \geq 1 \). Let

\[ A = \sum_{n \geq 1} \frac{1}{\pi_n}, \quad S = \sum_{n \geq 1} \frac{1}{\pi_n} \sum_{k \geq n+1} \frac{\pi_k}{\lambda_k}, \]

where

\[ \pi_1 = 1, \quad \pi_n = \frac{\lambda_1 \ldots \lambda_{n-1} \lambda_n}{\mu_2 \ldots \mu_n}, \quad n \geq 2. \]

We denote \( S^m_Y \) the first time the process \( Y \) hits \( y \in [0, \infty) \) when starting from \( Y_0 = m \).

\[ S^m_Y = \inf \{ t > 0 : Y_t = y \mid Y_0 = m \}. \]

We say that \( \infty \) is an entrance boundary for \( Y \) (see, for instance, Anderson [3], section 8.1) if there is \( y > 0 \) and a time \( t > 0 \) such that

\[ \lim_{m \to \infty} \Pr(S^m_Y < t) > 0. \]

We have the following result (see [14], Proposition 7.10)

**Proposition 19.** The following are equivalent:

1) \( \infty \) is an entrance boundary for \( Y \).
2) \( A = \infty, S < \infty \).
3) \( \lim_{m \to \infty} E(S^m_Y) < \infty \).

Now, we shall apply the above result to the process \( X_t^m \), in which case \( \lambda_n = bn + F^+(n), \mu_n = dn + F^-(n), n \geq 1 \), where \( F^+(n) = \sum_{\ell=1}^n (f(\ell) - f(\ell - 1))^+ \) and \( F^-(n) = \sum_{\ell=1}^n (f(\ell) - f(\ell - 1))^− \). We will need the following lemmas.

**Lemma 16.** Let \( f \) be a continuous function satisfying (H1), \( a \in \mathbb{R} \) be a constant. If there exists \( a_0 > 0 \) such that \( f(x) \neq 0, f(x) + ax \neq 0 \) for all \( x \geq a_0 \), we have

\[ \int_{a_0}^{\infty} \frac{1}{|f(x)|} \, dx < \infty \iff \int_{a_0}^{\infty} \frac{1}{|ax + f(x)|} \, dx < \infty, \]
and when those equivalent conditions are satisfied, we have

\[ \lim_{x \to \infty} \frac{f(x)}{x} = -\infty. \]

**PROOF:** We need only show that

\[ \int_{a_0}^{\infty} \frac{1}{f(x)} \, dx < \infty \Rightarrow \int_{a_0}^{\infty} \frac{1}{ax + f(x)} \, dx < \infty. \]

Indeed, this will imply the same implication for pair \( f'(x) = f(x) + ax, \ f'(x) - ax \), which is the converse. Because \( f(x) \leq \beta x \) for all \( x \geq 0 \), we can easily deduce from

\[ \int_{a_0}^{\infty} \frac{1}{f(x)} \, dx < \infty \]

that \( f(x) < 0 \) for all \( x \geq a_0 \).

Let \( \beta' \) be a constant such that \( \beta' > \beta \). We have

\[ \int_{a_0}^{\infty} \frac{1}{\beta' x - f(x)} \, dx < \int_{a_0}^{\infty} \frac{1}{-f(x)} \, dx < \infty. \]

This implies that

\[ \lim_{x \to \infty} \int_{x}^{2x} \frac{1}{\beta' u - f(u)} \, du = 0. \]

Note that the function \( \beta' x - f(x) \) is increasing, we deduce that \( \lim_{x \to \infty} \frac{f(x)}{\beta x} = -\infty \). Hence there exists \( a_1 > a_0 \) such that \( f(x) < -2|a|x \) for all \( x \geq a_1 \). The result follows from

\[ \int_{a_1}^{\infty} \frac{1}{ax + f(x)} \, dx < \int_{a_1}^{\infty} \frac{2}{-f(x)} \, dx < \infty. \]

\[ \square \]

**Lemma 17.** Let \( f \) be a function satisfying (H1). For all \( n \geq 1 \) we have the two inequalities

\[ F^+(n) \leq \beta n \]
\[ -f(n) \leq F^-(n) \leq \beta n - f(n). \]

**PROOF:** The result follows from the facts that for all \( n \geq 1 \)

\[ (f(n) - f(n - 1))^+ \leq \beta \]
\[ (f(n) - f(n - 1))^— \geq f(n - 1) - f(n) \]
\[ F^-(n) - F^+(n) = -f(n). \]

\[ \square \]

**Proposition 20.** Assume \( f \) is a continuous function satisfying (H1) and there exists \( a_0 > 0 \) such that \( f(x) \neq 0 \) for all \( x \geq a_0 \). Then \( \infty \) is an entrance boundary for \( X \) if
and only if
\[ \int_{a_0}^{\infty} \frac{1}{f(x)} \, dx < \infty. \]

PROOF: If \( \int_{a_0}^{\infty} \frac{1}{f(x)} \, dx = \infty \), then (recall that \((d+\beta)x - f(x)\) is non-negative and increasing) \( \int_{a_0}^{\infty} \frac{1}{(d+\beta)x - f(x)} \, dx = \infty \), by Lemma 16. In this case,

\[
S \geq \sum_{n \geq 1} \frac{\pi_{n+1}}{\lambda_{n+1} \pi_n} \\
= \sum_{n \geq 1} \frac{1}{\mu_{n+1}} \\
= \sum_{n \geq 2} \frac{1}{dn + F^{-}(n)} \\
\geq \sum_{n \geq 2} \frac{1}{(d+\beta)n - f(n)} \\
= \infty.
\]

Therefore, \( \infty \) is not an entrance boundary for \( X \), by Proposition 19. On the other hand, if \( \int_{a_0}^{\infty} \frac{1}{f(x)} \, dx < \infty \), then \( \lim_{x \to \infty} \frac{f(x)}{x} = -\infty \), by Lemma 16. By Lemma 17 we have

\[
\lim_{n \to \infty} \frac{\pi_{n+1}}{\pi_n} = \lim_{n \to \infty} \frac{bn + F^+(n)}{dn + F^-(n)} \leq \lim_{n \to \infty} \frac{(b + \beta)n}{dn - f(n)} = 0,
\]

so that

\[
A = \sum_{n \geq 1} \frac{1}{\pi_n} = \infty.
\]

Set \( a_n = \frac{\lambda_n}{\mu_n} \), then there exists \( n_0 \geq 1 \) such that \( a_n < 1 \) for all \( n \geq n_0 \). The inequality of arithmetic and geometric means states that for all \( m > 0 \) and \( x_1, x_2, \ldots, x_m > 0 \),

\[
\frac{x_1 + x_2 + \ldots + x_m}{m} \geq \sqrt[m]{x_1 x_2 \ldots x_m},
\]

so that for all \( k > n > 0 \),

\[
a_{n+1}^k + \ldots + a_k^k \geq (k - n)a_{n+1} \ldots a_k.
\]

Then
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\[
\sum_{n\geq n_0} \frac{1}{\pi_n} \sum_{k\geq n+1} \lambda_k \leq \frac{1}{b} \sum_{n\geq n_0} \sum_{k\geq n+1} \frac{1}{k} a_{n+1} \ldots a_k \\
\leq \frac{1}{b} \sum_{n\geq n_0} \sum_{k\geq n+1} \frac{1}{k(k-n)} (a_{n+1}^{k-n} + \ldots + a_k^{k-n}) \\
= \frac{1}{b} \sum_{k\geq n_0+1} \sum_{n=1}^{k-n_0} \frac{1}{kn} (a_{n+1}^{k-n} + \ldots + a_k^{k-n}) \\
= \frac{1}{b} \sum_{i\geq n_0+1} \sum_{n=1}^{a_i} \frac{1}{i} \\
\leq \frac{1}{b} \sum_{i\geq n_0+1} \frac{1}{i(1-a_i)} \\
= \frac{1}{b} \sum_{i\geq n_0+1} \frac{\lambda_i}{i(\mu_i-\lambda_i)} \\
= \sum_{i\geq n_0+1} \frac{bi+F^+(i)}{bi(d_i-bi+F^-(i)-F^+(i))} \\
\leq \frac{b+\beta}{b} \sum_{i\geq n_0+1} \frac{1}{(d-b)i-f(i)} \\
< \infty,
\]

where we have used Lemma 16 to conclude. Hence \( S < \infty \). The result follows from Proposition 19.

The combination of Proposition 19 and Proposition 20 yields

**Theorem 9.** Assume \( f \) is a continuous function satisfying (H1) and there exists \( a_0 > 0 \) such that \( f(x) \neq 0 \) for all \( x \geq a_0 \). We have

1) If \( \int_{a_0}^{\infty} \frac{1}{|f(x)|} \, dx = \infty \), then
   \[ \sup_{m>0} S_0^m = \infty \quad \text{a.s.} \]

2) If \( \int_{a_0}^{\infty} \frac{1}{|f(x)|} \, dx < \infty \), then
   \[ \mathbb{E} \left( \sup_{m>0} S_0^m \right) < \infty. \]

**Remark 13.** The first part of Theorem 9 is still true when \( \lambda_n = 0, n \geq 1. \) In fact, in this case we have

\[ S_0^m \overset{(d)}{=} \sum_{n=1}^{m} \theta_n, \]

where \( \overset{(d)}{=} \) denotes equality in law, \( \theta_n \) represents the first passage time from state \( n \) to state \( n-1. \)
\[ \theta_n = \inf \{ t > 0 : X_t = n - 1 \mid X_0 = n \} . \]

Recalling the fact that \( \theta_n \) is exponentially distributed with parameter \( \mu n + F^-(n) \), we have (see Lemma 4.3, Chapter 7 in [34])

\[ \sup_{m > 0} S_m^0 = \infty \quad a.s. \iff \sum_{n=1}^{\infty} \frac{1}{\mu n + F^-(n)} = \infty. \]

The result follows by Lemma 16 and Lemma 17.

We now improve our result under the condition \( \int_{a_0}^{\infty} \frac{1}{|f(x)|} dx < \infty \).

**Theorem 10.** Suppose that \( f \) is a continuous function satisfying (H1) and there exists \( a_0 > 0 \) such that \( f(x) \neq 0 \) for all \( x \geq a_0 \). If \( \int_{a_0}^{\infty} \frac{1}{|f(x)|} dx < \infty \) we have

1) For any \( a > 0 \), there exists \( y_a \in \mathbb{Z}_+ \) such that

\[ \sup_{m > y_a} \mathbb{E} \left( e^{aS_m^0} \right) < \infty. \]

2) There exists some positive constant \( c \) such that

\[ \sup_{m > 0} \mathbb{E} \left( e^{cS_m^0} \right) < \infty. \]

**Proof:**

1) There exists \( n_a \in \mathbb{Z}_+ \) large enough so that

\[ \sum_{n=n_a}^{\infty} \frac{1}{\pi_n} \sum_{k \geq n+1} \frac{\pi_k}{\lambda_k} \leq \frac{1}{a}. \]

Let \( J \) be the nonnegative increasing function defined by

\[ J(m) := \sum_{n=n_a}^{m-1} \frac{1}{\pi_n} \sum_{k \geq n+1} \frac{\pi_k}{\lambda_k}, \quad m \geq n_a + 1. \]

Set now \( y_a = n_a + 1 \). Note that \( \sup_{m > y_a} S_m^0 < \infty \) a.s., then for any \( m > y_a \) we have

\[ J(X_{t \wedge S_m}^m) - J(m) - \int_{0}^{t \wedge S_m} A J(X_{s}^m) ds \]

is a martingale, where \( A \) is the generator of the process \( X_t^m \) which is given by

\[ Ag(n) = \lambda_n (g(n+1) - g(n)) + \mu_n (g(n-1) - g(n)), \quad n \geq 1, \]

for any \( \mathbb{R}_+ \)-valued, bounded function \( g \). It follows that

\[ e^{a(t \wedge S_m)} J(X_{t \wedge S_m}^m) - J(m) - \int_{0}^{t \wedge S_m} e^{as} (a J(X_{s}^m) + A J(X_{s}^m)) ds \]
is also a martingale. It implies that
\[
\mathbb{E} \left( e^{a(t \wedge S^m)} J(X^m_{t \wedge S^m}) \right) = J(m) + \mathbb{E} \left( \int_0^{t \wedge S^m} e^{as} (aJ(X^m_s) + AJ(X^m_s)) \, ds \right).
\]

We have for \( m > y_a \), \( J(X^m_s) < J(\infty) \leq \frac{1}{a} \) \( \forall s \leq S^m_{y_a} \), and for any \( n \geq y_a \),
\[
AJ(n) = \lambda_n (J(n+1) - J(n)) + \mu_n (J(n) - J(n-1))
= \frac{\mu_2 \ldots \mu_n}{\lambda_1 \ldots \lambda_{n-1}} \sum_{k \geq n+1} \frac{\pi_k}{\lambda_k} - \frac{\mu_2 \ldots \mu_n}{\lambda_1 \ldots \lambda_{n-1}} \sum_{k \geq n+1} \frac{\pi_k}{\lambda_k}
= \frac{\mu_2 \ldots \mu_n}{\lambda_1 \ldots \lambda_{n-1}} \frac{\pi_n}{\lambda_n} = -1.
\]
So that
\[
\mathbb{E} \left( e^{a(t \wedge S^m)} J(X^m_{t \wedge S^m}) \right) \leq J(m) \quad \forall m > y_a.
\]
But \( J \) is increasing, then for any \( m > y_a \) one gets
\[
0 < J(y_a) \leq J(m) < J(\infty) \leq \frac{1}{a}.
\]
From this we deduce that
\[
\mathbb{E} \left( e^{a(t \wedge S^m)} \right) \leq \frac{1}{aJ(y_a)} \quad \forall m > y_a.
\]
Hence
\[
\mathbb{E} \left( e^{aS^m_{y_a}} \right) \leq \frac{1}{aJ(y_a)} \quad \forall m > y_a,
\]
by the monotone convergence theorem. The result follows.

2) Using the first result of the theorem, there exists a constant \( M \in \mathbb{Z}_+ \) such that
\[
\sup_{m > M} \mathbb{E} \left( e^{aS^m_{y_a}} \right) < \infty,
\]
or \( \mathbb{E}(e^{S_M}) < \infty \), where \( S_M := \sup_{m > M} S^m_M \).
Given any fixed \( T > 0 \), let \( p \) denote the probability that starting from \( M \) at time \( t = 0 \), \( X \) hits zero before time \( T \). Clearly \( p > 0 \). Let \( \zeta \) be a geometric random variable with success probability \( p \), which is defined as follows. Let \( X \) start from \( M \) at time 0. If \( X \) hits zero before time \( T \), then \( \zeta = 1 \). If not, we look the position \( X_T \) of \( X \) at time \( T \).
If \( X_T > M \), we wait until \( X \) goes back to \( M \). The time needed is stochastically dominated by the random variable \( S_M \), which is the time needed for \( X \) to descend to \( M \), when starting from \( \infty \). If however \( X_T \leq M \), we start afresh from there, since
the probability to reach zero in less than $T$ is greater than or equal to $p$, for all starting points in the interval $(0, M]$. So either at time $T$, or at time less than $T + S_M$, we start again from a level which is less than or equal to $M$. If zero is reached during the next time interval of length $T$, then $\zeta = 2 \ldots$. Repeating this procedure, we see that $\sup_{m>0} S_m$ is stochastically dominated by

$$\zeta T + \sum_{i=0}^{\zeta} \eta_i,$$

where the random variables $\eta_i$ are i.i.d, with the same law as $S_M$, globally independent of $\zeta$. We have

$$\sup_{m>0} \mathbb{E}(e^{S_m}) \leq \mathbb{E}(e^{(\zeta T + \sum_{i=0}^{\zeta} \eta_i)}) \leq \sqrt{\mathbb{E}(e^{2\zeta T}) \mathbb{E}(e^{2\sum_{i=0}^{\zeta} \eta_i})}.$$

Since $\zeta$ is a geometric($p$) random variable, then

$$\mathbb{E}(e^{2\zeta T}) = \frac{p}{1 - p} \sum_{k=1}^{\infty} (e^{2cT}(1-p))^k < \infty,$$

provided that $c < -\log(1-p)/2T$. Moreover

$$\mathbb{E}(e^{2\sum_{i=0}^{\zeta} \eta_i}) = \sum_{k=1}^{\infty} \mathbb{E}(e^{2S_k}) \mathbb{P}(\zeta = k) = \sum_{k=1}^{\infty} [\mathbb{E}(e^{2S_M})]^{k+1} \mathbb{P}(\zeta = k) = \frac{p}{(1 - p)^2} \sum_{k=1}^{\infty} [\mathbb{E}(e^{2S_M}(1-p))]^{k+1}.$$

Since $\mathbb{E}(e^{S_M}) < \infty$, it follows from the monotone convergence theorem that $\mathbb{E}(e^{2S_M}) \to 1$ as $c \to 0$. Hence we can choose $0 < c < -\log(1-p)/2T$ such that

$$\mathbb{E}(e^{2S_M}(1-p)) < 1,$$

in which case $\mathbb{E}(e^{2\sum_{i=0}^{\zeta} \eta_i}) < \infty$. Then $\sup_{m>0} \mathbb{E}(e^{S_m}) < \infty$. The result follows.

The following result follows from Theorem 9 and Theorem 10

**Theorem 11.** Suppose that $f$ is a continuous function satisfying (H1) and there exists $a_0 > 0$ such that $f(x) \neq 0$ for all $x \geq a_0$. We have

1) If $\int_{a_0}^{\infty} \frac{1}{|f(x)|} dx = \infty$, then

$$\sup_{m>0} T^m = \infty \quad a.s.$$
6.4 The effect of interactions for large population

2) If \( \int_{a_0}^{\infty} \frac{1}{f(x)} dx < \infty \), then
\[
\sup_{m>0} T^m < \infty \quad \text{a.s.},
\]
and moreover, there exists some positive constant \( c \) such that
\[
\sup_{m>0} \mathbb{E}(e^{cT^m}) < \infty.
\]

Concerning the length of the forest of genealogical trees we have

**Theorem 12.** Suppose that the continuous function \( \frac{f(x)}{x} \) satisfies (H1) and there exists \( a_0 > 0 \) such that \( f(x) \neq 0 \) for all \( x \geq a_0 \). We have

1) If \( \int_{a_0}^{\infty} x \frac{1}{f(x)} dx = \infty \), then
\[
\sup_{m>0} L^m = \infty \quad \text{a.s.}
\]

2) If \( \int_{a_0}^{\infty} x \frac{1}{f(x)} dx < \infty \), then
\[
\sup_{m>0} L^m < \infty \quad \text{a.s.},
\]
and moreover, there exists some positive constant \( c \) such that
\[
\sup_{m>0} \mathbb{E}(e^{cL^m}) < \infty.
\]

**Proof:** We define

\[
A^m_t := \int_0^t X^m_r dr, \quad \eta^m_t = \inf\{s > 0, A^m_s > t\},
\]
and consider the process \( U^m := X^m \circ \eta^m \). Let \( S^m \) be the stopping time defined by

\[
S^m = \inf\{r > 0, U^m_r = 0\}.
\]

Note that \( S^m = L^m \), the length of the genealogical tree of the population \( X^m \), since \( S^m = \int_0^{L^m} X^m_r dr \). The process \( X^m \) can be expressed using two mutually independent standard Poisson processes \( P_1 \) and \( P_2 \), as

\[
X^m_t = m + P_1 \left( \int_0^t [\lambda X^m_r + F^+(X^m_r)] dr \right) - P_2 \left( \int_0^t [\mu X^m_r + F^-(X^m_r)] dr \right).
\]

Consequently the process \( U^m := X^m \circ \eta^m \) satisfies

\[
U^m_t = m + P_1 \left( \int_0^t [\lambda + \frac{F^+(U^m_r)}{U^m_r}] dr \right) - P_2 \left( \int_0^t [\mu + \frac{F^-(U^m_r)}{U^m_r}] dr \right).
\]

On the interval \([0, S^m]\), \( U^m \geq 1 \), hence by Lemma 18 below we have

\[
\mu + \frac{F^-(U^m)}{U^m_r} \leq (\mu + 2\beta)U^m_r - \frac{f(U^m)}{U^m_r} \leq (\mu + 2\beta)U^m_r + F^-(U^m),
\]
where
\[ f_1(n) := \frac{f(n)}{n}, \quad F_1^-(n) := \sum_{k=1}^{n} (f_1(k) - f_1(k-1))^-, \quad n \geq 1. \]

Then
\[ U_t^m \geq m - P_2 \left( \int_0^t \left[ (\mu + 2\beta)U_r^m + F_1^-(U_r^m) \right] dr \right). \]

The first part of the theorem is now a consequence of Theorem 9 and Remark 13. For the second part of the theorem, we note that in the case \( \int_{x_0}^\infty \frac{f(x)}{x} dx < \infty \), we have \( \frac{f(x)}{x} \to -\infty \) as \( x \to \infty \), by Lemma 16. Then there exists a constant \( u > 0 \) such that
\[ \mu + F_1^-(n) \geq -f(n) / n \geq \beta n - f(n) / 2n. \]

We can choose \( \varepsilon \in (0, 1) \) such that for all \( 1 \leq n \leq u \)
\[ \mu \geq \varepsilon (\beta n - f(n) / 2n). \]

It implies that for all \( n \geq 1 \),
\[ \mu + F_1^-(n) / n \geq \varepsilon (\beta n - f(n) / 2n). \]

Let \( f_2(x) := \frac{x}{2} \left( \frac{f(x)}{x} - \beta x \right) \). Then \( f_2 \) is a negative and decreasing function, so that
\[ F_2^+(n) := \sum_{k=1}^{n} (f_2(k) - f_2(k-1))^+ = 0, \quad F_2^-(n) := \sum_{k=1}^{n} (f_2(k) - f_2(k-1))^− = -f_2(n), \quad \forall n \geq 1 \]

Hence by Lemma 18 we have on \([0, S_m] \),
\[ U_t \leq m + P_1 \left( \int_0^t \left[ (\lambda + 2\beta)U_r^m + F_2^+(U_r^m) \right] dr \right) - P_2 \left( \int_0^t \left[ \varepsilon \beta U_r^m + F_2^-(U_r^m) \right] dr \right). \]

The result follows from Theorem 10. \( \Box \)

It remains to prove

**Lemma 18.** Suppose that the function \( \frac{f(x)}{x} \) satisfies \((H1)\). For all \( n \geq 1 \) we have the following inequalities
\[ F^+(n) \leq 2\beta n^2, \quad -f(n) \leq F^-(n) \leq 2\beta n^2 - f(n). \]

**Proof:** Note that for all \( k \geq 1 \),
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\[(f(k) - f(k-1))^+ = \left((k-1)\frac{f(k)}{k} - \frac{f(k-1)}{k-1} + \frac{f(k)}{k}\right)^+ \]
\[\leq (k-1)\left(\frac{f(k)}{k} - \frac{f(k-1)}{k-1}\right)^+ + \left(\frac{f(k)}{k}\right)^+ \]
\[\leq 2\beta k.\]

Then
\[F^+(n) \leq \sum_{k=1}^n 2\beta k = \beta n(n+1) \leq 2\beta n^2.\]

The result follows from the fact that for all \(n \geq 1\)
\[f(n) - f(n-1) \geq f(n-1) - f(n)\]
\[F^-(n) - F^+(n) = -f(n).\]

\[\square\]

Example 1. Let \(f(z) = -ae^{bz}\), with \(a, b > 0\). If \(b \leq 1\), then \(T_m \to \infty\) and \(L_m \to \infty\), as \(m \to \infty\). If \(1 < b \leq 2\), then there exists \(c > 0\) such that \(\sup_{m \geq 1} E[e^{cT_m}] < \infty\), while \(L_m \to \infty\) as \(m \to \infty\). Finally if \(b > 2\), then for some \(c > 0\), both \(\sup_{m \geq 1} E[e^{cT_m}] < \infty\) and \(\sup_{m \geq 1} E[e^{cL_m}] < \infty\).

6.5 Renormalized discrete model

Now we proceed to a renormalization of this model. For \(x \in \mathbb{R}_+\) and \(N \in \mathbb{N}\), we choose \(m = |Nx|\), \(b = \sigma^2 x^2 N\), \(d = \sigma^2 N\), we multiply \(f\) by \(N\) and divide by \(N\) the argument of the function \(f\). We attribute to each individual in the population a mass equal to \(1/N\). Then the total mass process \(Z_{N,x}\), which starts from \(\frac{|Nx|}{N}\) at time \(t = 0\), is a Markov process whose evolution can be described as follows.

\(Z_{N,x}\) jumps from \(\frac{k}{N}\) to \(\{\frac{k+1}{N}\) at rate \(\sigma^2 N k^2/2 + N \sum_{i=1}^k (f(\frac{i}{N}) - f(\frac{i-1}{N})) \}
\[\text{at rate } \sigma^2 N k^2/2 + N \sum_{i=1}^k (f(\frac{i}{N}) - f(\frac{i-1}{N})).\]

Clearly there exist two mutually independent standard Poisson processes \(P_1\) and \(P_2\) such that
\[Z_{N,x} = \frac{|Nx|}{N} + \frac{1}{N} P_1 \left(\int_0^t \left\{\frac{\sigma^2}{2} N^2 Z_{N,x} + N \sum_{i=1}^{N Z_{N,x}} (f(\frac{i}{N}) - f(\frac{i-1}{N}))\right\}dr\right)\]
\[- \frac{1}{N} P_2 \left(\int_0^t \left\{\frac{\sigma^2}{2} N^2 Z_{N,x} + N \sum_{i=1}^{N Z_{N,x}} (f(\frac{i}{N}) - f(\frac{i-1}{N}))\right\}dr\right).\]

Consequently there exists a local martingale \(M_{N,x}\) such that
is given by the sum of the squares of its jumps, i.e.

\[ Z_t^{N,x} = \frac{|Nx|}{N} + \int_0^t f(Z_r^{N,x})dr + M_t^{N,x}. \] (6.3)

Since \( M^{N,x} \) is a purely discontinuous local martingale, its quadratic variation \([M^{N,x}]\) is given by the sum of the squares of its jumps, i.e.

\[
[M^{N,x}]_t = \frac{1}{N^2} \left[ P_1 \left( \int_0^t \left\{ \frac{\sigma^2}{2} N^2 Z_r^{N,x} + N \sum_{i=1}^{Nz_r^{N,x}} (f\left(\frac{i}{N}\right) - f\left(\frac{i-1}{N}\right))^+ \right\} dr \right) 
+ P_2 \left( \int_0^t \left\{ \frac{\sigma^2}{2} N^2 Z_r^{N,x} + N \sum_{i=1}^{Nz_r^{N,x}} (f\left(\frac{i}{N}\right) - f\left(\frac{i-1}{N}\right))^- \right\} dr \right) \right]. \] (6.4)

We deduce from (6.4) that the predictable quadratic variation \( \langle M^{N,x} \rangle \) of \( M^{N,x} \) is given by

\[
\langle M^{N,x} \rangle_t = \int_0^t \left\{ \frac{\sigma^2}{N} ||f||_{N,0} Z_r^{N,x} \right\} dr,
\] (6.5)

where for any \( z = k/N, z' = k'/N, k \in \mathbb{Z}_+ \) such that \( k \leq k' \),

\[
||f||_{N,z,z'} = \sum_{i=k+1}^{k'} |f\left(\frac{i}{N}\right) - f\left(\frac{i-1}{N}\right)|.
\] (6.6)

We now describe the law of the pair \((Z^{N,x}, Z^{N,y})\), for any \( 0 < x < y \). Consider the pair of process \((Z^{N,x}, V^{N,x,y})\), which starts from \( \left(\frac{|Nx|}{N}, \frac{|Ny| - |Nx|}{N}\right) \) at time \( t = 0 \), and whose dynamic is described by: \((Z^{N,x}, V^{N,x,y})\) jumps from \( (\frac{k}{N}, \frac{\sigma}{N}) \) to

\[
\begin{cases} 
\left(\frac{k+1}{N}, \frac{\sigma}{N}\right) \text{ at rate } \sigma^2 N/2 + N \sum_{i=1}^{k+1} (f\left(\frac{k}{N}\right) - f\left(\frac{k-1}{N}\right))^+ \ \\
\left(\frac{k+1}{N}, \frac{\sigma}{N}\right) \text{ at rate } \sigma^2 N/2 + N \sum_{i=1}^{k+1} (f\left(\frac{k}{N}\right) - f\left(\frac{k-1}{N}\right))^-
\end{cases}
\]

\[
\begin{cases} 
\left(\frac{k}{N}, \frac{\sigma}{N}\right) \text{ at rate } \sigma^2 N/2 + N \sum_{i=1}^{k} (f\left(\frac{k}{N}\right) - f\left(\frac{k+1}{N}\right))^+ \ \\
\left(\frac{k}{N}, \frac{\sigma}{N}\right) \text{ at rate } \sigma^2 N/2 + N \sum_{i=1}^{k} (f\left(\frac{k}{N}\right) - f\left(\frac{k+1}{N}\right))^-
\end{cases}
\]

The process \( V^{N,x,y} \) can be expressed as follows.

\[
V_t^{N,x,y} = \frac{|Ny| - |Nx|}{N} 
+ \frac{1}{N} p^1 \left( N \int_0^t \sum_{k=1}^{Nz_t^{N,x}} \left( f(Z_s^{N,x} + \frac{k}{N}) - f(Z_s^{N,x} + \frac{k-1}{N}) \right)^+ ds \right) 
- \frac{1}{N} p^2 \left( N \int_0^t \sum_{k=1}^{Nz_t^{N,x}} \left( f(Z_s^{N,x} + \frac{k}{N}) - f(Z_s^{N,x} + \frac{k-1}{N}) \right)^- ds \right) 
+ \frac{1}{N} p^3 \left( \frac{\sigma^2}{2} N^2 \int_0^t V_s^{N,x,y} ds \right) - \frac{1}{N} p^4 \left( \frac{\sigma^2}{2} N^2 \int_0^t V_s^{N,x,y} ds \right), \] (6.7)
where $P^1, P^2, P^3$ and $P^4$ are mutually independent standard Poisson processes which are globally independent of $\{Z_{N,x'}, x' \leq x\}$. Consequently

\[
V_{t}^{N,x,y} = \frac{\lfloor Ny \rfloor - \lfloor Nx \rfloor}{N} + \int_0^t \left[ f(Z_{r}^{N,x} + V_{r}^{N,x,y}) - f(Z_{r}^{N,x}) \right] dr + M_{t}^{N,x,y},
\]

where $M^{N,x,y}$ is a local martingale whose predictable quadratic variation $\langle M^{N,x,y} \rangle$ is given by

\[
\langle M^{N,x,y} \rangle_t = \int_0^t \left\{ \sigma^2 V_{r}^{N,x,y} + \frac{1}{N} ||f||_{N,Z_{r}^{N,x,y} + Z_{r}^{N,x}} \right\} dr.
\]

Since $Z^{N,x}$ and $V^{N,x,y}$ never jump at the same time, $[M^{N,x}, M^{N,x,y}] = 0$, hence $\langle M^{N,x}, M^{N,x,y} \rangle = 0$, which implies that the martingales $M^{N,x}$ and $M^{N,x,y}$ are orthogonal. Consequently, $Z^{N,x} + V^{N,x,y}$ solves the SDE

\[
Z_{t}^{N,x} + V_{t}^{N,x,y} = \frac{\lfloor Ny \rfloor}{N} + \int_0^t f(Z_{r}^{N,x} + V_{r}^{N,x,y}) dr + \tilde{M}_{t}^{N,x,y},
\]

where $\tilde{M}^{N,x,y}$ is a local martingale with $\langle \tilde{M}^{N,x,y} \rangle$ given by

\[
\langle \tilde{M}^{N,x,y} \rangle_t = \langle M^{N,x} \rangle_t + \langle M^{N,x,y} \rangle_t = \langle M^{N,x+y} \rangle_t, \quad \forall t \geq 0.
\]

We then deduce that for any $x, y \in \mathbb{R}_+$ such $x \leq y$,

\[
Z^{N,x} + V^{N,x,y} \big( d \big) = Z^{N,y}.
\]

It follows from (6.7) that, conditionally upon $\{Z_{N,x'}, x' \leq x\}$, $M^{N,x,y}$ is a local martingale.

### 6.6 Renormalization of the contour process

We now choose $b_N = d_N = \sigma^2 N/2$, and choose the slopes to be $\pm 2N$. Moreover we replace the function $f$ by $f_N = N f(\cdot / N)$. Hence in the renormalized contour process $H^N$, the maxima appear at rate

\[
\sigma^2 N^2 + 2N^2 \left[ f \left( \frac{\sigma^2}{4} L_{N}^N(H^N_y) + \frac{1}{N} \right) - f \left( \frac{\sigma^2}{4} L_{N}^N(H^N_x) \right) \right],
\]

and the minima at rate
\[ \sigma^2 N^2 + 2N^2 \left[ f \left( \frac{\sigma^2}{4} L_N^N(H_N^N) + \frac{1}{N} \right) - f \left( \frac{\sigma^2}{4} L_N^N(H_N^N) \right) \right]^+, \]

where
\[ L_N^N(t) = \frac{4}{\sigma^2} \lim_{\varepsilon \to 0} \frac{1}{E} \int_0^t 1_{\{s \leq H_N^N < t + \varepsilon\}} dr. \tag{6.11} \]

Note that \( \frac{\sigma^2}{4} L_N^N(t) \) equals the number of pairs of branches of the zigzag curve which hit the level \( t \) before time \( s \), divided by \( N \). The choice \( b_N = d_N \) corresponds to a critical branching model in the absence of interactions.

We now want to use Girsanov’s theorem, in order to reduce the present model to the one studied in section 5.3. As in that section,
\[ \frac{dH_N^N}{ds} = 2N\nu_s^N, \]

where \( \nu_s^N \) takes values in \( \{-1, 1\} \), and solves (with notations slightly different from those in the above section)
\[ d\nu_s^N = 2dQ_s^{1,N} - 2dQ_s^{2,N} + 2NdL_s^N(0), \]

where
\[ Q_s^{1,N} = \int_0^s 1_{\nu_r^N = -1} dP_r^N, \quad Q_s^{2,N} = \int_0^s 1_{\nu_r^N = 1} dP_r^N, \]

\( P_r^N \) being a Poisson Point Process with intensity \( \sigma^2 N^2 \) under the probability measure \( \mathbb{P} \), so that \( Q_s^{1,N} \) (resp. \( Q_s^{2,N} \)) has the intensity
\[ \lambda_r^{1,N} = \sigma^2 N^2 1_{\nu_r^N = -1}, \quad \text{resp.} \quad \lambda_r^{2,N} = \sigma^2 N^2 1_{\nu_r^N = 1}. \]

We define moreover the martingales
\[ M_r^N = P_r^N - \sigma^2 N^2 r, \tag{6.12} \]
\[ \mathcal{M}_r^{1,N} = \frac{2}{N\sigma^2} \int_0^s 1_{\nu_r^N = -1} dM_r^N, \quad \mathcal{M}_r^{2,N} = \frac{2}{N\sigma^2} \int_0^s 1_{\nu_r^N = 1} dM_r^N, \]

and the collection of \( \sigma \)-algebras \( \mathcal{G}_s^N = \sigma \{H_r^N, 0 \leq r \leq s\} \).

We next introduce a Girsanov Radon–Nikodym derivative.
\[ Y_s^N = 1 + \int_0^s Y_r^N \left[ (f_N^+)^+ \left( \frac{\sigma^2}{4} L_r^N(H_r^N) \right) d\mathcal{M}_r^{1,N} + (f_N^-)^- \left( \frac{\sigma^2}{4} L_r^N(H_r^N) \right) d\mathcal{M}_r^{2,N} \right], \]

with \( f_N^+(x) = N[f(x + 1/N) - f(x)] \). Under the additional assumption that \( f' \) is bounded, \( \mathbb{E}Y_s^N = 1 \) for all \( s > 0 \).

Define \( \mathbb{P}_s^N \) such that for each \( s > 0 \), if \( \mathcal{G}_s^N = \sigma \{H_r^N, 0 \leq r \leq s\} \),
\[ \frac{d\mathbb{P}_s^N}{d\mathbb{P}} \big|_{\mathcal{G}_s^N} = Y_s^N. \]
It follows from Proposition 36 below with
\[ \mu_{r,N} = 1 + \frac{2}{N\sigma^2} \left( f'_N \right)^+ \left( \frac{\sigma^2}{4} L_{r-N}^N (H_r^N) \right) \] \[ \mu_{r,N}^2 = 1 + \frac{2}{N\sigma^2} \left( f'_N \right)^- \left( \frac{\sigma^2}{4} L_{r-N}^N (H_r^N) \right) \]
that under $\tilde{P}_s^{a,N}$, $Q_s^{1,N}$ (resp. $Q_s^{2,N}$) has the intensity
\[ \left[ \sigma^2 N^2 + 2N(f'_N)^+ \left( \frac{\sigma^2}{4} L_{r-N}^N (H_r^N) \right) \right] \mathbf{1}_{\psi_r = -1}, \]
resp. \[ \left[ \sigma^2 N^2 + 2N(f'_N)^- \left( \frac{\sigma^2}{4} L_{r-N}^N (H_r^N) \right) \right] \mathbf{1}_{\psi_r = 1}. \]

Note that if we decide to reflect the contour process below a given level $a > 0$, we just need to replace the above system of equations by
\[
\frac{dH_s^{a,N}}{ds} = 2N V_s^{a,N}, \\
\frac{dV_s^{a,N}}{ds} = 21\mathbf{1}_{\{V_s^{a,N} = -1\}} dP_s^{N} - 21\mathbf{1}_{\{V_s^{a,N} = 1\}} dP_s^{N} + \frac{\sigma^2}{2} N dL_{s}^{a,N}(0) - \frac{\sigma^2}{2} N dL_{s}^{a,N}(a^-),
\]
where $L_s^{a,N}(t)$ denotes the local time accumulated by the process $H_t^{a,N}$ at level $t$ up to time $s$, defined by (6.11) with $H^{N}$ replaced by $H^{a,N}$. The difference in the notations at levels 0 and $a$ is a consequence of the fact that, as usual, we assume that $t \to L_t^{a,N}(t)$ is right–continuous. This, combined with the fact that the process $H_t^{a,N}$ lives in the interval $[0,a]$, implies that $L_{t}^{a,N}(0^-) = L_{t}^{a,N}(a) = 0$.

In this new framework we replace $Y^{N}$ by $Y^{a,N}$, which is defined exactly as $Y^{N}$, but with $(H^{N},L^{N},V^{N})$ replaced by $(H^{a,N},L^{a,N},V^{a,N})$, that is
\[
Y_s^{a,N} = 1 + \int_0^s Y_{r-N}^{a,N} \left[ (f'_N)^+ \left( \frac{\sigma^2}{4} L_{r-N}^{a,N} (H_r^{a,N}) \right) \right] d\mathcal{M}_r^{1,a,N} + \left( f'_N \right)^- \left( \frac{\sigma^2}{4} L_{r-N}^{a,N} (H_r^{a,N}) \right) d\mathcal{M}_r^{2,a,N},
\]
where
\[
\mathcal{M}_s^{1,a,N} = \frac{2}{N\sigma^2} \int_0^s \mathbf{1}_{\psi_r = -1} dM_r^{N}, \quad \mathcal{M}_s^{2,a,N} = \frac{2}{N\sigma^2} \int_0^s \mathbf{1}_{\psi_r = 1} dM_r^{N}.
\]

Under the additional assumption that $f'$ is bounded, it is clear that $Y_s^{a,N}$ is a martingale, hence $\mathbb{E}[Y_s^{a,N}] = 1$ for all $s \geq 0$. In this case, we define $\tilde{P}_s^{a,N}$ as the probability such that for each $s < \infty$,
\[
\frac{d\tilde{P}_s^{a,N}}{d\tilde{P}} \bigg|_{\mathcal{F}_s^{a,N}} = Y_s^{a,N},
\]
where $\mathcal{F}_s^{a,N} := \sigma\{H_r^{a,N}, 0 \leq r \leq s\}$. Define
\[ Q_{s}^{1,a,N} = \int_0^s 1_{V_{\sigma,a,N}=1} dP_r, \quad Q_{s}^{2,a,N} = \int_0^s 1_{V_{\sigma,a,N}=-1} dP_r. \]

It follows from Theorem 36 below that under \( \tilde{\mathcal{P}}^{a,N} \), \( Q_{s}^{1,a,N} \), resp. \( Q_{s}^{2,a,N} \), has the intensity

\[
\left[ \sigma^2 N^2 + 2N f''(f_N) \left( \frac{\alpha^2}{4} L_{r^-}^{a,N}(H_{r}^{a,N}) \right) \right] 1_{V_{\sigma,a,N}=-1},
\]

resp.

\[
\left[ \sigma^2 N^2 + 2N f''(f_N) \left( \frac{\alpha^2}{4} L_{r^-}^{a,N}(H_{r}^{a,N}) \right) \right] 1_{V_{\sigma,a,N}=1}.
\]

Let

\[ \tau_{a,N} = \inf \left\{ s > 0, L_{a,N}^{a,N}(0) > \frac{4}{\sigma^2} [Nx]/N \right\}. \]

Corollary 4 reads in this situation

**Corollary 5.** The law of

\[ \left\{ \frac{4}{\sigma^2} Z_{t,x}^{N,x}, \ 0 \leq t < a, \ x > 0 \right\} \]

coincides with the law of

\[ \left\{ L_{a,N}^{a,N}(t), \ 0 \leq t < a, \ x > 0 \right\} \]

under \( \tilde{\mathcal{P}}^{a,N} \).

Let now \( 0 < a < b \). Recall the definition of the mapping \( \Pi^{a,b} \) in (5.5). We have the

**Lemma 19.** For any \( 0 < a < b, \ N \geq 1 \),

\[ \tilde{\mathcal{P}}^{a,N} = \tilde{\mathcal{P}}^{b,N} (\Pi^{a,b})^{-1}. \]

**Proof:** The argument is essentially the same as that of Lemma 11, taking into account that the interaction rate while below \( a \) depends only upon the past visits of \( H^{b,N} \) at the same level, and not upon the trajectory above level \( a \). \( \square \)
Chapter 7
Convergence to a continuous state model

The aim of this chapter is to take the limit in the renormalized version of the model of the previous chapter, i.e. let $N \to \infty$ in the models of sections 6.5 and 6.6 respectively. In section 7.1, we shall take the limit in the model for the evolution of the population size, as a function of the two parameters $x$ (the ancestral population size) and $t$ (time). Since we want to stick to our rather minimal assumptions on the function $f$, checking tightness requires some care. In section 7.2, we will take the limit in the renormalized contour process of section 6.6. Here there are two difficulties. One is the fact that since we do not want to restrict ourself to the (sub)critical case, it is not clear whether the contour process will accumulate an arbitrary amount of local time at level 0. In order to circumvent this difficulty, we use as in chapter 5 a trick due to Delmas [16] which consists in considering the population process killed at an arbitrary time $a$, which amounts to reflect the contour process below $a$. The behavior of the contour process below $a$ (and of its local time accumulated below level $a$) is described by the solution of the corresponding equation reflected below any $a' > a$. The second difficulty comes from the fact that $f'$ is not assumed to be bounded from below. We will prove our convergence result by a combination of Theorem 7 and Girsanov’s theorem. For that sake, we shall first consider the case where $|f'|$ is bounded, and then the general case.

7.1 Convergence of $Z_{N,x}^N$

The aim of this section is to prove the convergence in law as $N \to \infty$ of the two-parameter process $\{Z_{t}^{N,x}, t \geq 0, x \geq 0\}$ defined in section 6.5 towards the process $\{Z_{t}^{x}, t \geq 0, x \geq 0\}$ solution of the SDE (4.10). We need to make precise the topology for which this convergence will hold. We note that the process $Z_{t}^{N,x}$ (resp. $Z_{t}^{x}$) is a Markov process indexed by $x$, with values in the space of càdlàg (resp. continuous) functions of $t$ $D([0, \infty); \mathbb{R}_+)$ (resp. $C([0, \infty); \mathbb{R}_+)$). So it will be natural to consider a topology of functions of $x$, with values in a space of functions of $t$. 
For each fixed $x$, the process $t \mapsto Z_{t,x}^N$ is càdlàg, constant between its jumps, with jumps of size $\pm N^{-1}$, while the limit process $t \mapsto Z_t^x$ is continuous. On the other hand, both $Z_{t,x}^N$ and $Z_t^x$ are discontinuous as functions of $x$. The mapping $x \mapsto Z_{t,x}^N$ has countably many jumps on any compact interval, but the mapping $x \mapsto \{Z_{t,x}^N, t \geq \varepsilon\}$, where $\varepsilon > 0$ is arbitrary, has finitely many jumps on any compact interval, and it is constant between its jumps. This fact is well-known in the case where $f$ is linear, see section 4.4, and has been proved in the general case in Corollary 2. Recall that $D([0,\infty);\mathbb{R}_+)$, equipped with the distance $d_0^\infty$ defined by (16.4) in [10], is separable and complete, see Theorem 16 in [10]. We have the following statement

**Theorem 13.** Suppose that Assumption (H1) is satisfied. Then as $N \to \infty$,

$$\{Z_{t,x}^N, t \geq 0, x \geq 0\} \Rightarrow \{Z_t^x, t \geq 0, x \geq 0\}$$

in $D([0,\infty);D([0,\infty);\mathbb{R}_+))$, equipped with the Skohorod topology of the space of càdlàg functions of $x$, with values in the Polish space $D([0,\infty);\mathbb{R}_+)$ equipped with the metric $d_0^\infty$, where $\{Z_t^x, t \geq 0, x \geq 0\}$ is the unique solution of the SDE (4.10).

### 7.1.1 Tightness of $Z_{t,x}^N$

Recall (6.3) and (6.5). We first establish a few Lemmas.

**Lemma 20.** For all $T > 0$, $x \geq 0$, there exists a constant $C_0 > 0$ such that for all $N \geq 1$,

$$\sup_{0 \leq t \leq T} \mathbb{E}\left(Z_{t,x}^N\right) \leq C_0.$$

Moreover, for all $t \geq 0$, $N \geq 1$,

$$\mathbb{E}\left(-\int_0^t f(Z_{r,x}^N)dr\right) \leq x.$$

**Proof:** Let $(\tau_n, n \geq 0)$ be a sequence of stopping times such that $\tau_n$ tends to infinity as $n$ goes to infinity and for any $n$, $(M_{t/\tau_n}^{N,x}, t \geq 0)$ is a martingale and $Z_{t/\tau_n}^{N,x} \leq n$. Taking the expectation on both sides of equation (6.3) at time $t \wedge \tau_n$, we obtain

$$\mathbb{E}\left(Z_{t/\tau_n}^{N,x}\right) = \frac{|Nx|}{N} + \mathbb{E}\left(\int_0^{t/\tau_n} f(Z_{r}^{N,x})dr\right).$$

(7.1)

It follows from the Assumption (H1) on $f$ that

$$\mathbb{E}\left(Z_{t/\tau_n}^{N,x}\right) \leq \frac{|Nx|}{N} + \beta \int_0^t \mathbb{E}(Z_{r}^{N,x})dr$$
From Gronwall’s and Fatou’s Lemmas, we deduce that there exists a constant $C_0 > 0$ which depends only upon $x$ and $T$ such that
\[
\sup_{N \geq 1} \sup_{10 \leq t \leq T} \mathbb{E} \left( \frac{Z_{t}^{N,x}}{N} \right) \leq C_0.
\]
From (7.1), we deduce that
\[
-E \left( \int_{0}^{t \wedge \tau_n} f(Z_{r}^{N,x}) dr \right) \leq \frac{|Nx|}{N}.
\]
Since $-f(Z_{r}^{N,x}) \geq -\beta Z_{r}^{N,x}$, the second statement follows using Fatou’s Lemma and the first statement.
\[
\square
\]
We now have the following Lemma.

**Lemma 21.** For all $T > 0$, $x \geq 0$, there exists a constant $C_1 > 0$ such that
\[
\sup_{N \geq 1} \mathbb{E} \left( \langle M^{N,x} \rangle_{T} \right) \leq C_1.
\]

**PROOF:** For any $N \geq 1$ and $k, k' \in \mathbb{Z}_+$ such that $k \leq k'$, we set $z = \frac{k}{N}$ and $z' = \frac{k'}{N}$. We deduce from (6.6) that
\[
\|f\|_{N,z,z'} = \sum_{i=k+1}^{k' N} \left\{ 2 \left( f\left( \frac{i}{N} \right) - f\left( \frac{i-1}{N} \right) \right) + \left( f\left( \frac{i}{N} \right) - f\left( \frac{i-1}{N} \right) \right) \right\}.
\]
Hence it follows from Assumption (H1) that
\[
\|f\|_{N,z,z'} \leq 2\beta (z' - z) + f(z) - f(z'). \tag{7.2}
\]
We deduce from (7.2), (6.5) and Lemma 20 that
\[
\mathbb{E} \left( \langle M^{N,x} \rangle_{T} \right) \leq \int_{0}^{T} \left\{ \left( \sigma^2 + \frac{2\beta}{N} \right) \mathbb{E}(Z_{r}^{N,x}) - \frac{1}{N} \mathbb{E} \left( f(Z_{r}^{N,x}) \right) \right\} dr
\]
\[
\leq \left( \sigma^2 + \frac{2\beta}{N} \right) C_0 T + \frac{x}{N}.
\]
Hence the Lemma.
\[
\square
\]
It follows from this that $M^{N,x}$ is in fact a square integrable martingale. We also have

**Lemma 22.** For all $T > 0$, $x \geq 0$, there exist two constants $C_2, C_3 > 0$ such that:
\[
\sup_{N \geq 10} \sup_{10 \leq t \leq T} \mathbb{E} \left( \frac{Z_{t}^{N,x}}{N} \right)^2 \leq C_2,
\]
\[
\sup_{N \geq 10} \sup_{10 \leq t \leq T} \mathbb{E} \left( - \int_{0}^{t} Z_{r}^{N,x} f(Z_{r}^{N,x}) dr \right) \leq C_3.
\]
PROOF: We deduce from (6.3), (9.4) and the fact that \( \langle M^{N,x}, \rangle_t - |M^{N,x}|_t \) is a local martingale
\[
\left( Z_t^{N,x} \right)^2 = \left( \frac{|N_x|}{N} \right)^2 + 2 \int_0^t Z_r^{N,x} f(Z_r^{N,x}) dr + \langle M^{N,x}, \rangle_t + M_t^{N,x,(2)}, \tag{7.3}
\]
where \( M^{N,x,(2)} \) is a local martingale. Let \((\tau_n, n \geq 1)\) be a sequence of stopping times such that \( \lim_{n \to \infty} \tau_n = +\infty \) a.s. and for each \( n \geq 1 \), \( (M^{N,x,(2)}, t \geq 0) \) is a martingale. Taking the expectation on the both sides of (7.3) at time \( t \land \tau_n \) and using Assumption (H1), Lemma 21, the Gronwall and Fatou Lemmas, we obtain that for all \( T > 0 \), there exists a constant \( C_2 > 0 \) such that:
\[
\sup_{N \geq 1 \land t \leq T} \sup_{t \leq T} \mathbb{E}\left( Z_t^{N,x} \right)^2 dt \leq C_2.
\]
We also have that
\[
2\mathbb{E}\left( - \int_0^{t \land \tau_n} Z_r^{N,x} f(Z_r^{N,x}) dr \right) \leq \left( \frac{|N_x|}{N} \right)^2 + C_1.
\]
From Assumption (H1), we have \(-Z_r^{N,x} f(Z_r^{N,x}) \geq -\beta (Z_r^{N,x})^2\). The second result now follows from Fatou’s Lemma.

We want to check tightness of the sequence \( \{Z^{N,x}, N \geq 0\} \). Because of the very weak assumptions upon \( f \), we cannot use Proposition 37 below. Instead, we now show directly how we can use Aldous’ criterion (A), see section 9.7. Let \( \{\tau_N, N \geq 1\} \) be a sequence of stopping times in \([0, T]\). We deduce from Lemma 22

**Proposition 21.** For any \( T > 0 \) and \( \eta, \varepsilon > 0 \), there exists \( \delta > 0 \) such that
\[
\sup_{N \geq 1 \land t \leq T} \sup_{0 \leq r \leq \delta} \mathbb{P}\left( \left| \int_{\tau_N}^{(\tau_N+\theta) \land T} f(Z_t^{N,x}) dt \right| \geq \eta \right) \leq \varepsilon.
\]
PROOF: Let \( c \) be a non negative constant. Provided \( 0 \leq \theta \leq \delta \), we have
\[
\left| \int_{\tau_N}^{(\tau_N+\theta) \land T} f(Z_t^{N,x}) dt \right| \leq \sup_{0 \leq r \leq \delta} |f(r)| \delta + \int_{\tau_N}^{(\tau_N+\theta) \land T} 1_{\{Z_t^{N,x} \geq c\}} |f(Z_t^{N,x})| dt
\]
But
\[
\int_{\tau_N}^{(\tau_N+\theta) \land T} 1_{\{Z_t^{N,x} \geq c\}} |f(Z_t^{N,x})| dt \leq c^{-1} \int_0^T Z_r^{N,x} \left( f^+ (Z_r^{N,x}) + f^- (Z_r^{N,x}) \right) dr
\]
\[
\leq c^{-1} \int_0^T \left( 2Z_r^{N,x} f^+ (Z_r^{N,x}) - Z_r^{N,x} f^- (Z_r^{N,x}) \right) dr
\]
\[
\leq c^{-1} \int_0^T \left( 2\beta (Z_r^{N,x})^2 - Z_r^{N,x} f (Z_r^{N,x}) \right) dr.
\]
From this and Lemma 22, we deduce that $\forall N \geq 1$, again with $\theta \leq \delta$,

$$
\sup_{0 \leq r \leq \theta} \mathbb{P}\left( \left| \int_{\frac{rN}{2}}^{\frac{(rN+\theta)/2}} f(Z^N_{rN})dr \right| \geq \eta \right) \leq \eta^{-1}\mathbb{E}\left( \left| \int_{\frac{rN}{2}}^{\frac{(rN+\theta)/2}} f(Z^N_{rN})dr \right| \right) 
$$

$$
\leq \sup_{0 \leq r \leq \theta} \frac{|f(r)|\delta}{\eta} + \frac{A}{c\eta},
$$

with $A = 2\beta C_2 T + C_3$. The result follows by choosing $c = 2A/\varepsilon\eta$, and then $\delta = \varepsilon\eta/2\sup_{0 \leq r \leq \theta} |f(r)|$. \hfill \Box

From Proposition 21, the Lebesgue integral term in the right hand side of (6.3) satisfies Aldous’s condition (A). The same Proposition, Lemma 20, (6.5) and (7.2) imply that $\langle M^N \rangle$ satisfies the same condition, hence so does $M^N$, according to Rebolledo’s Theorem, see [21]. We have proved

**Proposition 22.** For any fixed $x \geq 0$, the sequence of processes $\{Z^{N,x}, N \geq 1\}$ is tight in $D([0, \infty); \mathbb{R}_+)$.

We deduce from Proposition 22 the following Corollary.

**Corollary 6.** For any $0 \leq x < y$ the sequence of processes $\{V^{N,x,y}, N \geq 1\}$ is tight in $D([0, \infty); \mathbb{R}_+)$.

**Proof:** For any $x$ fixed the process $Z^{N,x}_t$ has jumps equal to $\pm \frac{1}{N}$ which tend to zero as $N \to \infty$. It follows from this, Proposition 22 and Proposition 37 that any weak limit of a converging subsequence of $Z^{N,x}$ is continuous. We deduce that for any $x, y \geq 0$, the sequence $\{Z^{N,y} - Z^{N,x}, N \geq 1\}$ is tight since $\{Z^{N,x}, N \geq 1\}$ and $\{Z^{N,y}, N \geq 1\}$ are tight and both have a continuous limit as $N \to \infty$. \hfill \Box

### 7.1.2 Proof of Theorem 13

The two next Propositions will be the main steps in the proof of Theorem 13.

**Proposition 23.** For any $n \in \mathbb{N}$, $0 \leq x_1 < x_2 < \cdots < x_n$,

$$(Z^{N,x_1}, Z^{N,x_2}, \ldots, Z^{N,x_n}) \Rightarrow (Z^{x_1}, Z^{x_2}, \ldots, Z^{x_n})$$

as $N \to \infty$, for the topology of locally uniform convergence in t.

**Proof:** We prove the statement in the case $n = 2$ only. The general statement can be proved in a very similar way. For $0 \leq x_1 < x_2$, we consider the process $(Z^{N,x_1}, V^{N,x_1,x_2})$, using the notations from section 6.5. The argument preceding the statement of Proposition 22 implies that the sequences of martingales $M^{N,x_1}$ and $M^{N,x_1,x_2}$ are tight. Hence $\{Z^{N,x_1}, V^{N,x_1,x_2}, M^{N,x_1}, M^{N,x_1,x_2}\}$ is tight. Thanks to (6.3), (6.5), (6.8), (6.9) and (6.10), any converging subsequence of
\{ Z^{N,1}, V^{N,1}, M^{N,1}, M^{N,1,2}, N \geq 1 \} has a weak limit \\
\{ Z^{x_1}, V^{x_1}, M^{x_1}, M^{x_1,2} \} which satisfies \\
\begin{align*}
Z_t^{x_1} &= x_1 + \int_0^t f(Z_s^{x_1}) ds + M_t^{x_1} \\
V_t^{x_1} &= x_2 - x_1 + \int_0^t [f(Z_s^{x_1} + V_s^{x_1,2}) - f(Z_s^{x_1})] ds + M_t^{x_1,2},
\end{align*}
where the continuous martingales \( M^{x_1} \) and \( M^{x_1,2} \) satisfy \\
\begin{align*}
\langle M^{x_1} \rangle_t &= \sigma^2 \int_0^t Z_s^{x_1} ds, \\
\langle M^{x_1,2} \rangle_t &= \sigma^2 \int_0^t V_s^{x_1,2} ds, \\
\langle M^{x_1}, M^{x_1,2} \rangle_t &= 0.
\end{align*}
This implies that the pair \( (Z^{x_1}, V^{x_1,2}) \) is a weak solution of the system of SDEs \\
(4.10), (4.18), driven by the same space-time white noise. The result follows from \\
the uniqueness of the system, see Theorem 5.

**Proposition 24.** There exists a constant \( C \), which depends only upon \( \theta \) and \( T \), such that for any \( 0 \leq x < y < z \), which are such that \( y - x \leq 1, z - y \leq 1 \), \\
\begin{align*}
\mathbb{E} \left[ \sup_{0 \leq t \leq T} |Z_t^{N,y} - Z_t^{N,x}|^2 \times \sup_{0 \leq t \leq T} |Z_t^{N,z} - Z_t^{N,y}|^2 \right] &\leq C |z - x|^2.
\end{align*}

We first prove the

**Lemma 23.** For any \( 0 \leq x < y \), we have \\
\begin{align*}
\sup_{0 \leq t \leq T} \mathbb{E} \left( Z_t^{N,y} - Z_t^{N,x} \right) &= \sup_{0 \leq t \leq T} \mathbb{E}(V_t^{N,x,y}) \leq \left( \frac{|Ny|}{N} - \frac{|Nx|}{N} \right) e^{\beta T},
\end{align*}

**Proof:** Let \( (\tau_n, n \geq 0) \) be a sequence of stopping times such that \( \lim_{n \to \infty} \tau_n = +\infty \) \\
and for each \( n \geq 1 \), \( (M_t^{N,x,y}, t \geq 0) \) is a martingale. Taking the expectation on both \\
sides of (6.8) at time \( t \wedge \tau_n \), we obtain that \\
\begin{align*}
\mathbb{E}(V_{t \wedge \tau_n}^{N,x,y}) &\leq \left( \frac{|Ny|}{N} - \frac{|Nx|}{N} \right) + \beta \int_0^t \mathbb{E}(V_{r \wedge \tau_n}^{N,x,y}) dr \tag{7.4}
\end{align*}

Using Gronwall’s and Fatou’s Lemmas, we obtain that \\
\begin{align*}
\sup_{0 \leq t \leq T} \mathbb{E}(V_t^{N,x,y}) &\leq \left( \frac{|Ny|}{N} - \frac{|Nx|}{N} \right) e^{\beta T}.
\end{align*}

**Proof of Proposition 24** From equation (6.8), using a stopping time argument \\
as above, Lemma 23 and Fatou’s Lemma, where we take advantage of the inequality \\
f(Z_t^{N,x}) - f(Z_t^{N,y} + V_t^{N,x,y}) \geq -\beta V_t^{N,x,y}, \text{ we deduce that}
7.1 Convergence of $Z^{N,x}$

$$\mathbb{E} \left( \int_0^t \left[ f(Z^{N,x}_r) - f(Z^{N,x}_r + V^{N,x,y}_r) \right] dr \right) \leq \frac{|Ny|}{N} - \frac{|Nx|}{N}. \quad (7.5)$$

We now deduce from (6.9), Lemma 23, inequalities (7.5) and (7.2) that for each $t > 0$, there exists a constant $C(t) > 0$ such that

$$\mathbb{E} \left( \langle M^{N,x,y} \rangle_t \right) \leq C(t) \left( \frac{|Ny|}{N} - \frac{|Nx|}{N} \right). \quad (7.6)$$

This implies that $M^{N,x,y}$ is in fact a square integrable martingale. For any $0 \leq x < y < z$, we have $Z^{N,x}_t - Z^{N,y}_t = V^{N,y,z}_t$ and $Z^{N,y}_t - Z^{N,z}_t = V^{N,z,y}_t$ for any $t \geq 0$. On the other hand we deduce from (6.8) and Assumption (H1) that

$$\sup_{0 \leq s \leq t} (V^{N,x,y}_s)^2 \leq 3 \left( \frac{|Ny|}{N} - \frac{|Nx|}{N} \right)^2 + 3\beta^2 T \int_0^T \sup_{0 \leq s \leq r} (V^{N,y,z}_s)^2 dr + 3 \sup_{0 \leq s \leq T} (M^{N,x,y})^2,$$

and

$$\sup_{0 \leq s \leq T} (V^{N,y,z}_s)^2 \leq 3 \left( \frac{|Nz|}{N} - \frac{|Ny|}{N} \right)^2 + 3\beta^2 T \int_0^t \sup_{s \leq r} (V^{N,y,z}_r)^2 dr + 3 \sup_{0 \leq s \leq T} (M^{N,y,z})^2.$$

Now let $\mathcal{F}^{x,y} := \sigma \left( Z^{N,x}_t, Z^{N,y}_t, t \geq 0 \right)$ be the filtration generated by $Z^{N,x}$ and $Z^{N,y}$. It is clear that for any $t$, $V^{N,x,y}$ is measurable with respect to $\mathcal{F}^{x,y}$. We then have

$$\mathbb{E} \left[ \sup_{0 \leq t \leq T} |V^{N,x,y}_t| \times \sup_{0 \leq t \leq T} |V^{N,y,z}_t| \right] \leq \mathbb{E} \left[ \sup_{0 \leq t \leq T} |V^{N,x,y}_t|^2 \mathbb{E} \left( \sup_{0 \leq t \leq T} |V^{N,y,z}_t|^2 |\mathcal{F}^{x,y} \right) \right].$$

Conditionally upon $Z^{N,x}$ and $Z^{N,y} = u(\cdot)$, $V^{N,x,y}$ solves the following SDE

$$V^{N,y,z}_t = \frac{|Nz| - |Ny|}{N} + \int_0^t \left[ f(V^{N,y,z}_r + u(r)) - f(u(r)) \right] dr + M^{N,y,z}_t,$$

where $M^{N,y,z}$ is a martingale conditionally upon $\mathcal{F}^{x,y}$, hence the arguments used in Lemma 23 lead to

$$\sup_{0 \leq t \leq T} \mathbb{E} \left( V^{N,y,z}_t |\mathcal{F}^{x,y} \right) \leq \left( \frac{|Nz|}{N} - \frac{|Ny|}{N} \right) e^{\beta T},$$

and those used to prove (7.5) yield

$$\mathbb{E} \left( \int_0^t \left[ f(Z^{N,x}_r) - f(Z^{N,x}_r + V^{N,x,y}_r) \right] dr |\mathcal{F}^{x,y} \right) \leq \frac{|Nz|}{N} - \frac{|Ny|}{N}.$$
From this we deduce (see the proof of (7.6)) that
\[
E \left( \langle M_{N,z}^N, y, z \rangle_t \middle| \mathcal{G}_{x, y} \right) \leq C(t) \left( \frac{|Nz|}{N} - \frac{|Ny|}{N} \right).
\]

From Doob’s inequality we have
\[
E \left( \sup_{0 \leq t \leq T} |M_{N,z}^N|^2 \middle| \mathcal{G}_{x, y} \right) \leq 4E \left( \langle M_{N,z}^N \rangle_T \right) \leq C(T) \left( \frac{|Nz|}{N} - \frac{|Ny|}{N} \right).
\]

Since \(0 < z - y < 1\), we deduce that
\[
E \left( \sup_{0 \leq t \leq T} |V_{N,z}^N|^2 \middle| \mathcal{G}_{x, y} \right) \leq 3 \left( 1 + C(T) \right) \left( \frac{|Nz|}{N} - \frac{|Ny|}{N} \right) + 3 \beta^2 T \int_0^T E \left( \sup_{0 \leq s \leq r} (V_{N,z}^N)^2 \middle| \mathcal{G}_{x, y} \right) dr.
\]

From this and Gronwall’s Lemma we deduce that there exists a constant \(K_1 > 0\) such that
\[
E \left( \sup_{0 \leq t \leq T} |V_{N,z}^N|^2 \middle| \mathcal{G}_{x, y} \right) \leq K_1 \left( \frac{|Nz|}{N} - \frac{|Ny|}{N} \right), \quad (7.7)
\]

Similarly we have
\[
E \left( \sup_{0 \leq t \leq T} \left( V_{N,x}^N \right)^2 \right) \leq K_1 \left( \frac{|Ny|}{N} - \frac{|Nx|}{N} \right).
\]

Since \(0 \leq y - x < z - x\) and \(0 \leq z - y < z - x\), we deduce that
\[
E \left( \sup_{0 \leq t \leq T} |V_{N,x}^N|^2 \times \sup_{0 \leq s \leq T} |V_{N,z}^N|^2 \right) \leq K_2^2 \left( \frac{|Nz|}{N} - \frac{|Ny|}{N} \right)^2,
\]

hence the result.

**Proof of Theorem 13** We now show that for any \(T > 0\),
\[
\{ Z_{T,x}^N, 0 \leq t \leq T, x \geq 0 \} \Rightarrow \{ Z_t^x, 0 \leq t \leq T, x \geq 0 \}
\]
in \(D([0, \infty); D([0, T], \mathbb{R}_+))\). From Theorems 13.1 and 16.8 in [10], since from Proposition 23, for all \(n \geq 1, 0 < x_1 < \cdots < x_n,\)
\[
( Z_{N,x_1}^N, \ldots, Z_{N,x_n}^N ) \Rightarrow ( Z_{x_1}^1, \ldots, Z_{x_n}^n )
\]
7.2 Convergence of the contour process $H^N$

In $D([0, T]; \mathbb{R}^n)$, it suffices to show that for all $\bar{x} > 0$, $\epsilon, \eta > 0$, there exists $N_0 \geq 1$ and $\delta > 0$ such that for all $N \geq N_0$,

$$
\mathbb{P}(w_{\bar{x}, \delta}(Z^N) \geq \epsilon) \leq \eta,
$$

(7.8)

where for a function $(x, t) \to z(x, t)$

$$
w_{\bar{x}, \delta}(z) = \sup_{0 \leq x_1 \leq x \leq x_2 \leq \bar{x}, x_2 - x_1 \leq \delta} \inf \{ ||z(x, \cdot) - z(x_1, \cdot)||, ||z(x_2, \cdot) - z(x, \cdot)|| \},
$$

with the notation $||z(x, \cdot)|| = \sup_{0 \leq t \leq T} |z(x, t)|$. But from the proof of Theorem 13.5 in [10], (7.8) for $Z^N$ follows from Proposition 24.

□

7.2 Convergence of the contour process $H^N$

In this section, we assume that $f \in C^1$. In this case, Assumption (H1) is equivalent to

Assumption (H1') There exists a constant $\beta > 0$ such that for all $x \geq 0$, $f'(x) \leq \beta$,

which we assume to be in force in this section.

7.2.1 The case where $f'$ is bounded

We assume in this subsection that $|f'(x)| \leq C$ for all $x \geq 0$ and some $C > 0$. This constitutes the first step of the proof of convergence of $H^N$.

As explained at the end of section 6.6, in this case we can use Girsanov’s theorem to bring us back to the situation studied in section 5.3.

Recalling equations (6.13) and (6.15), we note that

$$
H^N_s = \bar{H}^1_s \cdot a^N - \bar{H}^2_s \cdot a^N + 2^{-1} [L^a_s(0) - L^a_s(a^-)] + \epsilon_s,
$$

where

$$
\epsilon_s = (4N)^{-1} (1 - V_s^a(0)) - 2^{-1} L^a_s(0).
$$

Moreover, from (6.12), (6.14) and (6.15),
7 Convergence to a continuous state model

\[
[M^{1,a,N}]_s = \frac{4}{N^2 \sigma^4} Q^{1,a,N}_s, \quad [M^{2,a,N}]_s = \frac{4}{N^2 \sigma^4} Q^{2,a,N}_s
\]

\[
\langle M^{1,a,N} \rangle_s = \frac{4}{\sigma^2} \int_0^s 1_{\nu^N_{s-1}} d \nu, \quad \langle M^{2,a,N} \rangle_s = \frac{4}{\sigma^2} \int_0^s 1_{\nu^N_{s-1}} d \nu,
\]

\[
\langle Y^{a,N} \rangle_s = \frac{4}{\sigma^2} \int_0^s |Y^{a,N}_r|^2 \left[ (f'_N)^+ \left( \frac{\sigma^2}{4} L^{a,N} (H^a_N) \right) \right]^2 dQ^{1,a,N}_s
\]

\[
+ \left| (f'_N)^+ \left( \frac{\sigma^2}{4} L^{a,N} (H^a_N) \right) \right|^2 dQ^{2,a,N}_s
\]

\[
\langle Y^{a,N} \rangle_s = \frac{4}{\sigma^2} \int_0^s |Y^{a,N}_r|^2 \left[ (f'_N)^+ \left( \frac{\sigma^2}{4} L^{a,N} (H^a_N) \right) \right] 1_{\nu^N_{s-1}} d \nu
\]

\[
\langle Y^{a,N}, M^{1,a,N} \rangle_s = \frac{4}{N^2 \sigma^4} \int_0^s Y^{a,N}_r (f'_N)^+ \left( \frac{\sigma^2}{4} L^{a,N} (H^a_N) \right) dQ^{1,a,N}_s
\]

\[
\langle Y^{a,N}, M^{2,a,N} \rangle_s = \frac{4}{N^2 \sigma^4} \int_0^s Y^{a,N}_r (f'_N)^- \left( \frac{\sigma^2}{4} L^{a,N} (H^a_N) \right) dQ^{2,a,N}_s
\]

\[
\langle Y^{a,N}, M^{1,a,N} \rangle_s = \frac{4}{\sigma^2} \int_0^s Y^{a,N}_r (f'_N)^+ \left( \frac{\sigma^2}{4} L^{a,N} (H^a_N) \right) 1_{\nu^N_{s-1}} d \nu
\]

\[
\langle Y^{a,N}, M^{2,a,N} \rangle_s = \frac{4}{\sigma^2} \int_0^s Y^{a,N}_r (f'_N)^- \left( \frac{\sigma^2}{4} L^{a,N} (H^a_N) \right) 1_{\nu^N_{s-1}} d \nu
\]

while

\[
\langle M^{1,a,N}, M^{2,a,N} \rangle_s = \langle M^{1,a,N}, M^{1,a,N} \rangle_s = 0.
\]

Recall Corollary 3 and Lemma 15. Since \( f' \) is bounded, the same is true for \( (f')_N(x) = N[f(x + 1/N) - f(x)] \), uniformly with respect to \( N \). It is not difficult to deduce from the above formulae and Proposition 37 that \( \{ (H^{a,N}, M^{1,a,N}, M^{2,a,N}, Y^{a,N}), N \geq 1 \} \) is a tight sequence in \( C([0, \infty)) \times D([0, +\infty)^3) \). Hence at least along a subsequence (but we do not distinguish between the notation for the subsequence and for the sequence),

\[
(H^{a,N}, M^{1,a,N}, M^{2,a,N}, Y^{a,N}) \Rightarrow (H^a, M^1, M^2, Y^a)
\]
as \( N \to \infty \) in \( C([0, \infty)) \times D([0, +\infty)^3) \), the limit being continuous continuous (since the jumps of \( M^{1,a,N}, M^{2,a,N} \) and \( Y^{a,N} \) tend to zero). Moreover
Proposition 25. For each \( a > 0 \), as \( N \to \infty \),

\[
\left( H_{a,N}, M^{1,a,N}_{\cdot}, M^{2,a,N}_{\cdot}, \Lambda_{\cdot}^a, Y_{a,N} \right) \Rightarrow \left( H^a, \frac{\sqrt{\gamma}}{\sigma} B^1, \frac{\sqrt{\gamma}}{\sigma} B^2, L^a_\cdot(0), L^a_\cdot(a^-), Y^a_\cdot \right),
\]

where \( B^1 \) and \( B^2 \) are two mutually independent standard Brownian motions, \( L^a_\cdot(0) \) (resp. \( L^a_\cdot(a^-) \)) denotes the local time of the continuous semi–martingale \( H^a \) at level 0 (resp. at level \( a^- \)). Moreover

\[
H^a_s = \frac{\sqrt{\gamma}}{\sigma} (B^1_s - B^2_s) + \frac{1}{2} [L^a_\cdot(0) - L^a_\cdot(a^-)], \quad \text{and}
\]

\[
Y^a_s = 1 + \frac{\sqrt{\gamma}}{\sigma} \int_0^s Y^a_r \left[ f^+ \left( \frac{\sigma^2}{4} L_r(H_r) \right) dB^1_r + f^- \left( \frac{\sigma^2}{4} L_r(H_r) \right) dB^2_r \right].
\]

We clearly have

\[
Y^a_s = \exp \left( \frac{\sqrt{\gamma}}{\sigma} \int_0^s \left[ f^+ \left( \frac{\sigma^2}{4} L_r(H_r) \right) dB^1_r + f^- \left( \frac{\sigma^2}{4} L_r(H_r) \right) dB^2_r \right] - \frac{1}{\sigma^2} \int_0^s \left[ f^+ \left( \frac{\sigma^2}{4} L_r(H_r) \right) \right]^2 dr \right). \tag{7.9}
\]

Since \( f^+ \) is bounded, it is plain that \( \mathbb{E}(Y^a_s) = 1 \) for all \( s > 0 \). Let now \( \bar{\mathbb{Q}}^a \) denote the probability measure such that

\[
\frac{d\bar{\mathbb{Q}}^a}{d\mathbb{P}} \big|_{\mathbb{Q}^a} = Y^a_s, \tag{7.10}
\]

where \( \mathbb{Q}^a := \mathbb{Q}_\{H^a_\cdot, \ 0 \leq r \leq t \} \). It follows from Girsanov’s Theorem (see Proposition 35 below) that there exist two mutually independent standard \( \bar{\mathbb{Q}}^a \)–Brownian motions \( \bar{B}^1 \) and \( \bar{B}^2 \) such that
\[ B_1(t) = \frac{\sqrt{2}}{\sigma} \int_0^t f^{\prime \prime} \left( \frac{\sigma^2}{4} L_r(H_r) \right) dr + \tilde{B}_1, \]
\[ B_2(t) = \frac{\sqrt{2}}{\sigma} \int_0^t f^{\prime \prime} \left( \frac{\sigma^2}{4} L_r(H_r) \right) dr + \tilde{B}_2. \]

Consequently
\[ \frac{\sqrt{2}}{\sigma} (B_1 - B_2) = \frac{2}{\sigma} B_s + \frac{2}{\sigma^2} \int_0^s f^{\prime \prime} \left( \frac{\sigma^2}{4} L_r(H_r) \right) dr, \]
where \( B_s = (\sqrt{2})^{-1} (\tilde{B}_1 - \tilde{B}_2) \) is a standard Brownian motion under \( \tilde{P}^a \). Consequently \( H^a \) is a weak solution of the SDE
\[ H_s^a = \frac{2}{\sigma^2} \int_0^s f^{\prime \prime} \left( \frac{\sigma^2}{4} L_r(H_r) \right) dr + \frac{2}{\sigma} B_s + \frac{1}{2} [L_s^\eta(0) - L_s^\eta(a^-)], \quad (7.11) \]
where \( L_s^\eta(t) \) denotes the local time accumulated at level \( t \) up to time \( s \) by the process \( H^a \).

We note that under \( \tilde{P}^{a,N} \), \( Y^{a,N} \) solves (6.13), and under \( \tilde{P}^a \), \( Y^a \) solves the SDE (7.11).

Let us establish a general Lemma

**Lemma 24.** Let \((\xi_N, \eta_N), (\xi, \eta)\) be random pairs defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), with \( \eta_N, \eta \) nonnegative scalar random variables, and \( \xi_N, \xi \) taking values in some complete separable metric space \( \mathcal{X} \). Assume that \( \mathbb{E}[\eta_N] = \mathbb{E}[\eta] = 1 \). Write \((\tilde{\xi}_N, \tilde{\eta}_N)\) for the random pair \((\xi_N, \eta_N)\) defined under the probability measure \( \tilde{\mathbb{P}}^N \) which has density \( \eta_N \) with respect to \( \mathbb{P} \), and \((\tilde{\xi}, \tilde{\eta})\) for the random pair \((\xi, \eta)\) defined under the probability measure \( \tilde{\mathbb{P}} \) which has the density \( \eta \) with respect to \( \mathbb{P} \). If \((\tilde{\xi}_N, \tilde{\eta}_N)\) converges in distribution to \((\xi, \eta)\), then \((\tilde{\xi}_N, \tilde{\eta}_N)\) converges in distribution to \((\tilde{\xi}, \tilde{\eta})\).

**Proof:** Due to the equality \( \mathbb{E}[\eta_N] = \mathbb{E}[\eta] = 1 \) and Scheffé’s theorem (see Theorem 16.12 in [9]), the sequence \( \eta_N \) is uniformly integrable. Hence for all bounded continuous \( F : \mathcal{X} \times \mathbb{R}_+ \to \mathbb{R}, \)
\[ \mathbb{E}[F(\tilde{\xi}_N, \tilde{\eta}_N)] = \mathbb{E}[F(\tilde{\xi}_N, \eta_N)\eta_N] \to \mathbb{E}[F(\xi, \eta)\eta] = \mathbb{E}[F(\tilde{\xi}, \tilde{\eta})]. \]

It follows readily from Proposition 25 and Lemma 24

**Proposition 26.** For any \( a > 0 \), as \( N \to \infty, H^{a,N} \), solution of (6.13) where the intensity of \( P^N \) is \( \sigma^2 N^2 \), converges in law towards the solution \( H^a \) of the SDE (7.11).

We now define for each \( a, x > 0 \) the stopping time
\[ \tau^a_x = \inf \left\{ s > 0, L^\eta_s(0) > \frac{4}{\sigma^2 x} \right\}. \]
Combining the above arguments with those of Proposition 18, we deduce that

**Lemma 25.** For any \( k \geq 1, \ 0 < x_1 < x_2 < \cdots < x_k, \ a > 0, \) as \( N \to \infty, \)

\[
(H^{a,N}, r^{a,N}_{x_1}, r^{a,N}_{x_2}, \ldots, r^{a,N}_{x_k}, Y^{a,N}) \Rightarrow (H^{a}, r^{a}_{x_1}, r^{a}_{x_2}, \ldots, r^{a}_{x_k}, Y^{a})
\]

weakly in \( C(\mathbb{R}_+; \mathbb{R}_+) \times \mathbb{R}_k^+ \times C(\mathbb{R}_+; \mathbb{R}_+). \)

We can now prove an extension of the Ray–Knight theorem

**Proposition 27.** Assume that \( f' \) is bounded. Then for any \( a > 0, \) the process

\[
\left\{ \frac{\sigma^2}{4} L_{c_{\ell_i}}^a(t), \ 0 \leq t < a, \ x > 0 \right\}
\]

is a weak solution of equation (4.10) on the time interval \([0,a).\)

**Proof:** Fix an arbitrary integer \( k \geq 1 \) and let \( 0 < x_1 < x_2 < \cdots < x_k, \ g_1, g_2, \ldots, g_k \in C([0,a]; \mathbb{R}). \) It follows from Corollary 5 that we have the identity in law

\[
\left( \int_0^a g_1(t)Z^N_{x_1} dt, \ldots, \int_0^a g_k(t)Z^N_{x_k} dt \right) \overset{(d)}{=} \left( \frac{\sigma^2}{4} \int_0^a g_1(t)L_{c_{\ell_1}}^a dt, \ldots, \frac{\sigma^2}{4} \int_0^a g_k(t)L_{c_{\ell_k}}^a dt \right)
\]

\[
= \left( \int_0^{c_{\ell_1}} g_1(H^a_r) dr, \ldots, \int_0^{c_{\ell_k}} g_k(H^a_r) dr \right),
\]

where the second equality follows from the “occupation times formula” for zigzag curves, see (5.15). It follows from Proposition 23 that the term on the left converges in law as \( N \to \infty \) towards

\[
\left( \int_0^a g_1(t)Z^x dt, \ldots, \int_0^a g_k(t)Z^x dt \right),
\]

while Lemma 25 implies that the last term on the right converges to

\[
\left( \int_0^{c_{\ell_1}} g_1(H^a_r) dr, \ldots, \int_0^{c_{\ell_k}} g_k(H^a_r) dr \right)
\]

\[
= \left( \frac{\sigma^2}{4} \int_0^a g_1(t)L_{c_{\ell_1}}^a dt, \ldots, \frac{\sigma^2}{4} \int_0^a g_k(t)L_{c_{\ell_k}}^a dt \right),
\]

where the last identity follows from the occupation times formula (see Proposition 34 below). Consequently for any \( k \geq 1, \ 0 < x_1 < \cdots < x_k, \ g_1, \ldots, g_k \in C([0,a]; \mathbb{R}), \)

\[
\left( \int_0^a g_1(t)Z^x dt, \ldots, \int_0^a g_k(t)Z^x dt \right) \overset{(d)}{=} \left( \frac{\sigma^2}{4} \int_0^a g_1(t)L_{c_{\ell_1}}^a dt, \ldots, \frac{\sigma^2}{4} \int_0^a g_k(t)L_{c_{\ell_k}}^a dt \right),
\]

which implies the result, since \( Z \) is the unique solution of (4.10). \( \square \)
7.2.2 The general case \((f \in C^1 \text{ and } f' \leq \beta)\)

\(Y^n\) is still defined by \((7.9)\). However, it is not clear a priori that \(\mathbb{E}[Y^n_s] = 1\) for all \(s > 0\) and we need to justify the fact that we can apply Girsanov’s theorem.

For each \(x > 0, a > 0, n \geq 1\), let

\[ T^n_a = \inf\{s > 0, \sup_{0 \leq t < a} L^n_s(t) > n\}. \]

It is plain that the process \(f'(L^n_a(H^n_a))\) is bounded on the random interval \([0, T^n_a]\), hence \(\mathbb{E}[Y^n_a] = 1\) for all \(s > 0\), and from Proposition 35 below that we can define \(\tilde{\mathbb{P}}^n\) on \(\cup_n \mathcal{F}_{T^n}\), which is a probability on each \(\mathcal{F}_{T^n}\), by

\[ \frac{d\tilde{\mathbb{P}}^n}{d\mathbb{P}}|_{\mathcal{F}_{T^n}} = \frac{Y^n_a}{Y^n_a}. \] (7.12)

We now establish

**Lemma 26.** For any \(x > 0, a > 0\), \(P(T^n_a < \tau^n_a) \to 0\) and \(\tilde{\mathbb{P}}^n(T^n_a < \tau^n_a) \to 0\), as \(n \to \infty\).

**Proof:** It follows from Theorem 8 that

\[ \mathbb{P}(T^n_a < \tau^n_a) = \mathbb{P}(\sup_{0 \leq t < a} X^n_t > n), \]

where \(X^n_t\) is critical Feller diffusion, solution of the SDE

\[ X^n_t = x + 2 \int_0^t \sqrt{X^n_s} dB_r. \]

But from Doob’s inequality and Gronwall’s lemma,

\[
\mathbb{E}\left[ \sup_{0 \leq r \leq t} (X^n_r)^2 \right] \leq 2x^2 + 4\mathbb{E}\left( \sup_{0 \leq r \leq t} \left| \int_0^r \sqrt{X^n_s} dB_s \right|^2 \right) \\
\leq 2x^2 + 16\mathbb{E}\left( \int_0^t X^n_s dr \right) \\
\leq 2x^2 + 16tx.
\]

Hence

\[
\mathbb{P}(T^n_a < \tau^n_a) \leq \frac{\mathbb{E}\left[ (\sup_{0 \leq t \leq a} X^n_t)^2 \right]}{n^2} \\
\leq \frac{2x^2 + 16tx}{n^2},
\]

which tends to 0 as \(n \to \infty\).
Now let \( f_n \in C^1_b(\mathbb{R}) \) be such that \( f_n(z) = f(z) \), for any \( 0 \leq z \leq n \). Applying Proposition 27 with \( f_n \), and noting that on the random interval \([0, T_n^a]\), \( f_n'(L_n^a(H_n^a)) = f'(L_n^a(H_n^a)) \), we have that
\[
\tilde{P}^a(T_n^a < \tau^a_t) = \mathbb{P}(\sup_{0 \leq s < a} Z_s^t > n),
\]
where \( Z_s^t \) solves the SDE
\[
Z_s^t = x + \int_0^t f(Z_r^s)dr + 2 \int_0^t \sqrt{Z_r^s}dB_r.
\]
Now since \( f(z) \leq \beta z \), \( Z_s^t \leq Y_s^t \), solution of the SDE
\[
Y_s^t = x + \int_0^t \beta Y_r^s dr + 2 \int_0^t \sqrt{Y_r^s}dB_r.
\]
A slight extension of the above argument shows that for some constant \( C(x, \beta, a) \),
\[
\tilde{P}^a(T_n^a < \tau^a_t) \leq C(x, \beta, a) \frac{n^2}{a^2}.
\]
\[\square\]

We can now prove

**Proposition 28.** \( \tilde{P}^a \) being defined by (7.12), we have that \( \tilde{P}^a \ll \mathbb{P} \) on \( \mathcal{F}^a_{\tau^a_1} \) for any \( x > 0 \), and moreover
\[
\frac{d\tilde{P}^a}{d\mathbb{P}}|_{\mathcal{F}^a_{\tau^a_1}} = Y^a_{\tau^a_1}.
\]

**Proof:** For any \( A \in \mathcal{F}^a_{\tau^a_1}, A \cap \{\tau^a_1 \leq T_n^a\} \in \mathcal{F}^a_{\tau^a_1 \wedge \tau^a_n} \subset \mathcal{F}^a_{\tau^a_n} \),
\[
\tilde{P}^a(A \cap \{\tau^a_1 \leq T_n^a\}) = \int_{A \cap \{\tau^a_1 \leq T_n^a\}} Y^a_{\tau^a_1 \wedge \tau^a_n} d\mathbb{P} = \int_{A \cap \{\tau^a_1 \leq T_n^a\}} Y^a_{\tau^a_1} d\mathbb{P}.
\]
Taking the limit as \( n \to \infty \) in this identity with the help of Lemma 26 and the monotone convergence theorem, we deduce that
\[
\tilde{P}^a(A) = \int_A Y^a_{\tau^a_1} d\mathbb{P}.
\]
\[\square\]

We can now extend Proposition 27 to our standard assumptions.

**Proposition 29.** Assume that \( f \) satisfies Assumption (H1'). Then for any \( a > 0 \), the process
\[
\left\{ \frac{\sigma^2}{4} L^a_{\tau^a_1}(t), 0 \leq t < a, x > 0 \right\}
\]
is a weak solution of equation (4.10) on the time interval \([0, a)\).

PROOF: Consider a sequence \(\{f_n, n \geq 1\} \subset C^1_b(\mathbb{R}_+)\), as introduced in the proof of Lemma 26. Let \(Z^{n,x}, H^{n,a}, L^{n,a}\) denote the corresponding population process, contour process and its local time. From Proposition 27 follows the identity in law

\[
\left\{ \frac{\sigma^2}{4} L^{n,a}_{\tau_x} (t), \ 0 \leq t < a, \ x > 0 \right\} \overset{(d)}{=} \left\{ Z^{n,x}_t, \ 0 \leq t < a, \ x > 0 \right\}.
\]

For each \(x > 0\), both \(\{L^{n,a}_{\tau_x}(t), \ 0 \leq t < a, \ 0 < x' \leq x\}\) and \(\{Z^{n,x}_t, \ 0 \leq t < a, \ 0 < x' \leq x\}\) converge a.s. towards \(\{L^{a}_{\tau_x}(t), \ 0 \leq t < a, \ 0 < x' \leq x\}\) and \(\{Z^{a}_t, \ 0 \leq t < a, \ 0 < x' \leq x\}\) (which are associated with the original function \(f\)), in the sense that the set where the sequence equals its limit increases a.s. to \(\Omega\) as \(n \to \infty\), as a consequence of Lemma 26. The result follows, since \(x > 0\) is arbitrary. \(\square\)
Chapter 8
Continuous model with interaction

The first goal of this chapter is to describe the genealogy of the continuous population model with interaction, whose size evolves according to the SDE (4.10)

\[ Z^x_t = x + \int_0^t f(Z^x_s)ds + \sigma \int_0^t \int_0^{Z^x_s} W(ds, du), \]

i.e. to prove a generalization of the second Ray–Knight theorem adapted to this SDE. This is a rather immediate consequence of the results of section 7.2, where we just have to play in the supercritical case with the fact that the level of reflection \( a \) is arbitrary. The second part of this chapter is the continuous state counterpart of section 6.4. It answers the question whether or not, as an effect of the interaction, the extinction time and the total mass of the genealogical forest of trees remain finite in the limit of an infinite mass of ancestors at time 0.

8.1 Genealogy in continuous population with interaction

In this section we suppose that \( f \) satisfies Assumption (H1'). For each \( a > 0 \), \( \bar{P}^a \) is the law of the unique weak solution of the reflected SDE

\[ H^a_r = \frac{2}{\sigma^2} \int_0^r f' \left( \frac{\sigma^2}{4} L_r^a(H^a_r) \right) dr + \frac{2}{\sigma} B_r + \frac{1}{2} [L_0^a - L_0^a(a^-)]. \]

For any \( 0 < a < b \), both \( \bar{P}^{N_a} \Rightarrow \bar{P}^a \) and \( \bar{P}^{N,b} \Rightarrow \bar{P}^b \). It then follows from Lemma 19 and the continuity of the mapping \( \Pi^{a,b} \) that

\[ \bar{P}^a = \bar{P}^b (\Pi^{a,b})^{-1}. \]

Hence

\[ \{ L^b_{\cdot \wedge \delta}(t), 0 \leq t < a, x > 0 \} \overset{(d)}{=} \{ L^a_{\cdot \wedge \delta}(t), 0 \leq t < a, x > 0 \}, \]
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and, as in section 5.4, we can define a projective limit, which is a process \( \{ \mathcal{L}_t(t), t \geq 0, x > 0 \} \) such that for each \( a > 0 \),
\[
\{ \mathcal{L}_t(t), 0 \leq t < a, x > 0 \} \overset{\text{(d)}}{=} \{ L^a_t(t), 0 \leq t < a, x > 0 \}.
\]

It follows readily from Proposition 29

**Theorem 14.** Assume that \( f \) satisfies Assumption (H1'). Then the process
\[
\left\{ \frac{\sigma^2}{4} \mathcal{L}_t(t), t \geq 0, x > 0 \right\}
\]
is a weak solution of equation (4.10).

Consider now the SDE
\[
H_s = \frac{2}{\sigma^2} \int_0^s f'(\frac{\sigma^2}{4} L_r(H_r)) \, dr + \frac{2}{\sigma} B_s + \frac{1}{2} L_s(0),
\]
(8.1)

where \( L_s(t) \) denotes the local time of the process \( H \) accumulated at level \( t \) up to time \( s \). This SDE has a unique weak solution whose law is \( \bar{P}^a \) until the first time \( T^a \) when it reaches level \( a \). Hence (8.1) has unique weak solution until a possible explosion time \( \sup_{t>0} T^a \).

In the (sub)critical case, i.e. when \( \Lambda(f) = +\infty \), see Proposition 16, \( H_s \) does not explode and returns to zero after any time, \( \tau_x = \inf \{ s > 0, L_s(0) > \frac{4}{\sigma^2} x \} < \infty \) a.s., and
\[
\{ L^a_t(t), t \geq 0, x > 0 \} \overset{\text{(d)}}{=} \{ \mathcal{L}^a_t(t), t \geq 0, x > 0 \}.
\]

In this case, Theorem 14 becomes

**Corollary 7.** Assume that \( f \) satisfies Assumption (H1'), and moreover that \( \Lambda(f) = +\infty \). Then \( \left\{ \frac{\sigma^2}{4} L^a_t(t), t \geq 0, x > 0 \right\} \) is a weak solution of equation (4.10).

### 8.2 The effect of the interaction for large population

We consider again the \( \mathbb{R}_+ \)--valued two–parameter stochastic process \( \{ Z^x_t, t \geq 0, x \geq 0 \} \) which solves the SDE (4.10), where the function \( f \) satisfies Assumption (H1).

Recall Proposition 14 which states that the process \( \{ Z^x_t, x > 0 \} \) is a Markov process with values in \( C(\mathbb{R}_+, \mathbb{R}_+) \), the space of continuous functions from \( \mathbb{R}_+ \) into \( \mathbb{R}_+ \), starting from 0 at \( x = 0 \). Moreover, we have that whenever \( 0 < x \leq y \), \( Z^x_t \geq Z^y_t \) for all \( t \geq 0 \) a.s. For \( x > 0 \), define \( T^x \) the extinction time of the process \( Z^x \) (it is also the height of the forest of the associated genealogical trees) by
\[
T^x = \inf \{ t > 0, Z^x_t = 0 \},
\]
and \( S^x \) the total mass of \( Z^x \) by
8.2 The effect of the interaction for large population

\[ S^x = \int_0^{T^x} Z_t^x dt. \]

We next study the limits of \( T^x \) and \( S^x \) as \( x \to \infty \). We first need to recall some preliminary results on a class of one–dimensional Kolmogorov diffusions (drifted Brownian motions).

### 8.2.1 Preliminary results

Consider a one–dimensional drifted Brownian motion with values in \([0, \infty)\) which is killed when it first hits zero

\[
dX_t = q(X_t)dt + dB_t, \quad X_0 = x > 0,
\]

where \( q \) is defined and is \( C^1 \) on \((0, \infty)\), and \( \{B_t, t \geq 0\} \) is a standard one-dimensional Brownian motion. In particular, \( q \) is allowed to explode at the origin. We shall assume that

**Assumption (H2)** There exists \( x_0 > 0 \) such that \( q(x) < 0 \), for all \( x \geq x_0 \), and \( \limsup_{x \to 0} q(x) < \infty \).

The condition (H2) implies that \( q \) is bounded from above by some constant. It ensures that \( \infty \) is inaccessible, in the sense that a.s. \( \infty \) can not be reached in finite time from \( X_0 = x \in (0, \infty) \).

We denote \( T^x_y \) the first time the process \( X \) hits \( y \in [0, \infty) \) when starting from \( X_0 = x \)

\[
T^x_y = \inf\{t > 0 : X_t = y | X_0 = x\}.
\]

We say that \( \infty \) is an entrance boundary for \( X \) (see, for instance, Revuz and Yor [41], page 305) if there exists \( y > 0 \) and a time \( t > 0 \) such that

\[
\lim_{x \to \infty} P(T^x_y < t) > 0.
\]

Let us introduce the following condition where \( Q(y) = 2 \int_1^y q(x)dx, y \geq 1 \).

**Assumption (H3)**

\[
\int_1^\infty e^{-Q(y)} \int_y^\infty e^{Q(z)}dzdy < \infty,
\]

Tonelli’s theorem ensures that (H3) is equivalent to

\[
\int_1^\infty e^{Q(y)} \int_1^y e^{-Q(z)}dzdy < \infty.
\]

We have the following result, which is Proposition 7.6 in [14].

**Proposition 30.** The following are equivalent:

1) \( \infty \) is an entrance boundary for \( X \).

2) (H3) holds.
3) For any \( a > 0 \), there exists \( y_a > 0 \) such that
\[
\sup_{x > y_a} \mathbb{E}(e^{a T_{x y}^a}) < \infty.
\]

We can now establish

**Proposition 31.** Assume that (H2) holds. We have

1) If (H3) does not hold, then for all \( y \geq 0 \),
\[
\sup_{x > y} T_x^y = \infty \quad a.s.
\]

2) If (H3) holds, then for all \( y \geq 0 \),
\[
\sup_{x > y} T_x^y < \infty \quad a.s.,
\]

and moreover, there exists some positive constant \( c \) such that
\[
\sup_{x > 0} \mathbb{E}(e^{c T_0^x}) < \infty.
\]

**Proof:**

1) If (H3) does not hold, then by Proposition 30, \( \infty \) is not an entrance boundary for \( X \). It means that for all \( y > 0, t > 0 \),
\[
\lim_{x \uparrow \infty} \mathbb{P}(T_x^y < t) = 0.
\]

Hence for all \( t > 0 \), since \( x \rightarrow T_x^y \) is increasing a.s.,
\[
\mathbb{P}(\sup_{x > y} T_x^y < t) = 0,
\]

hence
\[
\sup_{x > y} T_x^y = \infty \quad a.s.
\]

2) The result is a consequence of Proposition 30. We can prove it by using the same argument as used in the proof of Theorem 10. \( \square \)

It is not obvious when (H3) holds. But from the following result, if \( q \) satisfies some explicit conditions, we can decide whether (H3) holds or not.

**Proposition 32.** Suppose that (H2) holds. We have

1) If
\[
\int_{x_0}^{\infty} \frac{1}{q(x)} \, dx = -\infty \quad \text{and} \quad \limsup_{x \rightarrow \infty} \frac{q'(x)}{q(x)^2} < \infty,
\]

then (H3) does not hold.
2) If there exists $q_0 < 0$ such that $q(x) \leq q_0$ for all $x \geq x_0$,
\[
\int_{x_0}^{\infty} \frac{1}{q(x)} \, dx > -\infty \quad \text{and} \quad \liminf_{x \to \infty} \frac{q'(x)}{q(x)^2} > -2,
\]
then (H3) holds.

3) If
\[
\int_{x_0}^{\infty} \frac{1}{q(x)} \, dx > -\infty \quad \text{and} \quad q'(x) \leq 0 \quad \forall x \geq x_0,
\]
then (H3) holds.

PROOF:
1) Define $s(y) := \int_{y}^{\infty} e^{Q(z)} \, dz$. If $s(x_0) = \infty$, then $s(y) = \infty$ for all $y \geq x_0$, so that (H3) does not hold.

We consider the case $s(x_0) < \infty$. Integrating by parts on $\int se^{-Q} \, dy$ gives
\[
\int_{x_0}^{\infty} se^{-Q} \, dy = \int_{x_0}^{\infty} \frac{s}{2q} e^{-Q} 2qdy = -\frac{s}{2q} e^{-Q} \bigg|_{x_0}^{\infty} - \int_{x_0}^{\infty} \frac{1}{2q} \, dy - \int_{x_0}^{\infty} se^{-Q} \frac{q'}{2q^2} \, dy.
\]

From $\int_{x_0}^{\infty} \frac{1}{q(x)} \, dx = -\infty$, (8.2) implies that
\[
\int_{x_0}^{\infty} se^{-Q}(1 + \frac{q'}{2q^2}) \, dy = \infty.
\]

Since $\limsup_{x \to \infty} \frac{q'(x)}{q(x)^2} < \infty$, then $\int_{x_0}^{\infty} se^{-Q} \, dy = \infty$. Condition (H3) does not hold.

2) We can easily deduce from $q(x) \leq q_0$ for all $x \geq x_0$ that $s(y)$ tends to zero as $y$ tends to infinity, and $s(y)e^{-Q(y)}$ is bounded in $y \geq x_0$. Because $\int_{x_0}^{\infty} \frac{1}{q(x)} \, dx > -\infty$, (8.2) implies that $se^{-Q}(1 + \frac{q'}{2q^2})$ is integrable. Then thanks to the condition
\[
\liminf_{x \to \infty} \frac{q'(x)}{q(x)^2} > -2,
\]
we conclude that (H3) holds.

3) From $q(x) \leq q(x_0) < 0$ for all $x \geq x_0$, we can easily deduce that $Q(y) \to -\infty$ and $s(y) \to 0$ as $y \to \infty$. Applying the Cauchy’s mean value theorem to $s(y)$ and $q_1(y) := e^{Q(y)}$, we have for all $y \geq x_0$, there exists $\xi \in (y, \infty)$ such that
\[
\frac{\int_{y}^{\xi} e^{Q(z)} \, dz}{e^{Q(y)}} = \frac{s' (\xi)}{q_1(\xi)} = -\frac{1}{2q(\xi)}.
\]

Because $q'(x) \leq 0$ for all $x \geq x_0$, we obtain
\[
s(y)e^{-Q(y)} \leq -\frac{1}{2q(y)}, \quad \text{for all} \quad y \geq x_0.
\]

Hence
\[
\int_{x_0}^{\infty} s(y)e^{-Q(y)} \, dy \leq -\int_{x_0}^{\infty} \frac{1}{2q(y)} \, dy < \infty.
\]
Then (H3) holds.

\[ 8.2.2 \text{ Height of the continuous forest of trees} \]

We consider the process \( \{Z^x_t, t \geq 0\} \) solution of (4.10). It follows from the Itô formula that the process \( Y^x_t = \sqrt{Z^x_t} \) solves the SDE

\[
dY^x_t = \frac{f((Y^x_t)^2) - \frac{\sigma^2}{4}}{2Y^x_t} dt + \frac{\sigma}{2} dW_t, \quad Y^x_0 = \sqrt{x}. \tag{8.3}
\]

Note that, the height of the process \( Z^x \) is

\[
T^x = \inf\{t > 0, Z^x_t = 0\} = \inf\{t > 0, Y^x_t = 0\}.
\]

We now establish the large \( x \) behaviour of \( T^x \).

**Theorem 15.** Assume that \( f \) is a function satisfying (H1) and that there exists \( a_0 > 0 \) such that \( f(x) \neq 0 \) for all \( x \geq a_0 \). If \( \int_{-\infty}^{\infty} \frac{1}{f(x)} dx = \infty \), then

\[
T^x \to \infty \quad \text{a.s. as} \quad x \to \infty.
\]

**Proof:** Let \( \beta' \) be a constant such that \( \beta' > \beta \). By a well-known comparison theorem, \( Y^x_t \geq Y^{1,x}_t \), where \( Y^{1,x}_t \) solves

\[
dY^{1,x}_t = -\frac{\beta'(Y^{1,x}_t)^2 - f((Y^{1,x}_t)^2) + \sigma^2/4}{2Y^{1,x}_t} dt + \frac{\sigma}{2} dW_t, \quad Y^{1,x}_0 = \sqrt{x}.
\]

Note that the function \( \beta'x - f(x) + \sigma^2/4 \) is positive and increasing, then \( f_1(x) := -\frac{\beta'x^2 - f(x) + \sigma^2/4}{2x} \) satisfies (H2), and

\[
\limsup_{x \to \infty} \frac{f'_1(x)}{f_1(x)^2} < \infty.
\]

Moreover from Lemma 16 there exists \( x_1 > 0 \) such that \( \beta'x - f(x) \geq 1 \) for all \( x \geq x_1 \), hence

\[
\int_1^\infty \frac{1}{f_1(x)} dx = -\int_1^{x_1} \frac{2x}{\beta'x^2 - f(x^2) + \sigma^2/4} dx

\leq -\int_1^{x_1} \frac{1}{\beta'x - f(x) + \sigma^2/4} dx - 2 \int_{x_1}^{\infty} \frac{1}{\beta'x - f(x)} dx

= -\infty.
\]
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again by Lemma 16. The result now follows readily from Propositions 31 and 32. □

**Theorem 16.** Assume that $f$ is a function satisfying (H1) and that there exists $a_0 > 0$ such that $f(x) \neq 0$ for all $x \geq a_0$. If $\int_{a_0}^\infty \frac{1}{|f(x)|} dx < \infty$, then

$$\sup_{x > 0} T^x < \infty \quad \text{a.s.,}$$

and moreover, there exists some positive constant $c$ such that

$$\sup_{x > 0} E(e^{cT^x}) < \infty.$$

**Proof:** We can rewrite the SDE (8.3) as (with again $\beta' > \beta$)

$$dY_t^x = \frac{\beta'(Y_t^x)^2 - h((Y_t^x)^2)}{2Y_t^x}dt + \frac{\sigma}{2}dW_t, \quad Y_0^x = \sqrt{x},$$

where $h(x) := \beta'x - f(x) + 1$ is a positive and increasing function. By Lemma 16, we have $\int_{a_0}^\infty \frac{1}{h(x)} dx < \infty$ which is equivalent to $\sum_{n=1}^\infty \frac{1}{h(n)} < \infty$. Let

$$a_1 = h(1), \quad a_n = \min\{h(n), 2a_{n-1}\} \quad \forall n > 1.$$

It is easy to see that for all $n > 1$,

$$a_{n-1} < a_n \leq h(n), \quad \frac{a_n}{a_{n-1}} \leq 2.$$

We also have

$$\frac{1}{a_1} = \frac{1}{h(1)}$$

$$\frac{1}{a_2} \leq \frac{1}{h(2)} + \frac{1}{2a_1} = \frac{1}{h(2)} + \frac{1}{2h(1)}$$

$$\frac{1}{a_3} \leq \frac{1}{h(3)} + \frac{1}{2a_2} \leq \frac{1}{h(3)} + \frac{1}{2h(2)} + \frac{1}{4h(1)}$$

$$\ldots$$

$$\frac{1}{a_n} \leq \frac{1}{h(n)} + \frac{1}{2a_{n-1}} \leq \frac{1}{h(n)} + \frac{1}{2h(n-1)} + \ldots + \frac{1}{2^{n-1}h(1)}.$$

Therefore

$$\sum_{n=1}^\infty \frac{1}{a_n} \leq 2 \sum_{n=1}^\infty \frac{1}{h(n)} < \infty.$$

Now, we define a continuous increasing function $g$ as follows. Let $h_1$ denote a piece-wise linear function, which is such that $h_1(n) = a_n$, $n \geq 1$. Define the function $h_2$ as follows.
We then smoothen all the nodal points of the graph of $h_2$ to obtain a smooth curve which is the graph of an increasing function $g_1$. Let $g(x) = \frac{1}{2}g_1(x)$. We have for all $n \geq 1$ and $x \in [n, n+1)$,

$$h(x) \geq h(n) \geq a_n \geq \frac{1}{2}a_{n+1} = g(n+1) \geq g(x).$$

By the comparison theorem, $Y_x \leq Y^{2,x}_x$, where $Y^{2,x}_x$ solves

$$dY^{2,x}_t = \frac{\beta(Y^{2,x}_t)^2 - g((Y^{2,x}_t)^2)}{2Y^{2,x}_t} dt + \frac{\sigma}{2} dW_t, \quad Y^{2,x}_0 = \sqrt{x}.$$
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\[ A_t^x = \int_0^t Z_s^t ds, t \geq 0, \]

and the associated time change

\[ \eta^x(t) = \inf\{s > 0, A_s > t\}. \]

We now define \( U_t^x = \frac{1}{\sigma} Z^x \circ \eta^x(t), t \geq 0. \) It is easily seen that the process \( U^x \) solves the SDE

\[ dU_t^x = f\left(\frac{\sigma U_t^x}{\sigma^2 U_t^x}\right) dt + dW_t, \quad U_0^x = \frac{x}{\sigma}, \quad (8.4) \]

Let \( \tau^x := \inf\{t > 0, U_t^x = 0\}. \) It follows from above that \( \eta^x(\tau^x) = T^x, \) hence \( S^x = \tau^x. \)

We have

**Theorem 17.** Suppose that the function \( f(x) \) satisfies (H1) and there exists \( a_0 > 0 \) such that \( f(x) \neq 0 \) for all \( x \geq a_0. \)

1) If \( \int_{a_0}^{\infty} \frac{x}{|f(x)|} dx = \infty \) then

\[ S^x \to \infty \quad \text{a.s. as} \quad x \to \infty. \]

2) If \( \int_{a_0}^{\infty} \frac{x}{|f(x)|} dx < \infty \) then

\[ \sup_{x>0} S^x < \infty \quad \text{a.s.,} \]

and moreover, there exists some positive constant \( c \) such that

\[ \sup_{x>0} E(e^{cS^x}) < \infty. \]

**Proof:** Note that we can rewrite the SDE (8.4) as

\[ dU_t^x = \left( \beta' U_t^x - h(U_t^x) \right) dt + dW_t, \quad U_0^x = \frac{x}{\sigma}, \]

where \( h(x) := \beta' x - \frac{f(x)}{\sigma^2 x}, \) with again \( \beta' > \beta, \) is a positive and increasing function.

1) By the comparison theorem, \( U_t^x \geq U_t^{1, x}, \) where \( U_t^{1, x} \) solves

\[ dU_t^{1, x} = -h(U_t^{1, x}) dt + dW_t, \quad U_0^{1, x} = \frac{x}{\sigma}. \]

The result follows from Proposition 31, Proposition 32 and Lemma 16.

2) The result is a consequence of Propositions 31 and 32. We can prove it by using the same argument as used in the proof of Theorem 16.

\[ \square \]

**Example 2.** As in the case of a finite population, let \( f(z) = -ae^{bz} \), with \( a, b > 0. \) If \( b \leq 1, \) then \( T^x \to \infty \) and \( S^x \to \infty \), as \( x \to \infty. \) If \( 1 < b \leq 2, \) then there exists \( c > 0 \) such
that $\sup_{x \geq 1} \mathbb{E} \left[ e^{cT' x} \right] < \infty$, while $S \to \infty$ as $x \to \infty$. Finally if $b > 2$, then for some $c > 0$, both $\sup_{x \geq 1} \mathbb{E} \left[ e^{cT' x} \right] < \infty$ and $\sup_{x \geq 1} \mathbb{E} \left[ e^{cS} \right] < \infty$. 
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Appendix

The aim of this Appendix is to describe most of the technical results which we are using in all the previous chapters. Section 9.1 presents some of the results from stochastic calculus which we are using, with the main emphasis on the calculus for discontinuous processes, which is less known. Section 9.2 states a fundamental martingale representation theorem of continuous martingales as stochastic integrals with respect to Brownian motion. Section 9.3 describes the connection, initially due to Stroock and Varadhan, see [42], between martingale problems and SDEs. The reason why this connection is essential is that when taking a weak limit of a sequence of approximate models, the limit is naturally formulated as the solution of a martingale problem, i.e. a weak solution of an SDE, as we explain here. Section 9.4 gives the definition of the local time of a continuous semimartingale and derives the occupation times formula, which plays an important role in the previous chapters. We also express reflected Brownian motion in terms of its local time at the levels of reflection. Section 9.5 states two Girsanov theorems which are used in Chapter 7, namely the one for Brownian motion, and the one for point processes. Section 9.6 states the celebrated Lévy–Khinchine formula. Finally section 9.7 presents some important facts about tightness and weak convergence of (possibly discontinuous) processes. In this chapter, only few proofs are given. Instead, we give precise references to the literature.

9.1 Some elements of stochastic calculus

We give here only a short overview of the results which we are using in these Notes. We refer the reader among many possible references to Protter [40] for a complete presentation. Since we treat almost only scalar–valued processes, we present the necessary basic facts from stochastic calculus only in the scalar case. In this section, we suppose given a probability space \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})\) equipped with the filtration \(\{\mathcal{F}_t, t \geq 0\}\) (i.e. the \(\mathcal{F}_t\’s\) are sub–\(\sigma\)-algebras of \(\mathcal{F}\), and \(\mathcal{F}_s \subset \mathcal{F}_t\) whenever \(s \leq t\)). Each \(\mathcal{F}_t\) is assumed to contain all the \(\mathbb{P}\)-null sets of \(\mathcal{F}\).
**Definition 2.** The sigma–algebra of progressively measurable subsets of $\Omega \times [0, +\infty)$ is the class of subsets $A \subset \Omega \times [0, +\infty)$ such that for all $t \geq 0$,

$$A \cap (\Omega \times [0, t]) \in \mathcal{F}_t \otimes \mathcal{B}_{[0,t]},$$

where $\mathcal{B}_{[0,t]}$ denotes the sigma–algebra of Borel subsets of $[0,t]$.

The sigma–algebra of predictable subsets of $\Omega \times [0, +\infty)$ is the smallest $\sigma$–algebra which contains all the sets of the form $A_s \times (s,t]$, where $0 \leq s < t$ and $A_s \in \mathcal{F}_s$.

All processes below will be supposed to be progressively measurable. A progressively measurable process with left–continuous trajectories is predictable.

**Definition 3.** A martingale is a process $\{M_t, t \geq 0\}$ which satisfies

(i) $M_t$ is $\mathcal{F}_t$–measurable and integrable for all $t \geq 0$;

(ii) $E[M_t | \mathcal{F}_s] = M_s$, whenever $s < t$.

A local martingale is a process $\{M_t, t \geq 0\}$ to which we can associate a sequence $\{T_n, n \geq 1\}$ of stopping times such that

(i) $T_n \uparrow +\infty$, as $n \to \infty$;

(ii) For each $n \geq 1$, $\{M^{(n)}_t := M_{t \wedge T_n}, t \geq 0\}$ is a martingale.

In this chapter, we use stochastic calculus for two distinct classes of semimartingales.

The first class is the class of continuous semimartingales (sum of a local martingale and a process of bounded variation on any finite interval), whose martingale part is a stochastic integral with respect to Brownian motion. More precisely, let

$$(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$$

be a probability space with the filtration $\{\mathcal{F}_t, t \geq 0\}$, and $\{B_t, t \geq 0\}$ be a $\mathcal{F}_t$–Brownian motion, that is a continuous $\mathcal{F}_t$–martingale, which is such that $B_0 = 0$ and $B^2_t - t$ is also a $\mathcal{F}_t$–martingale (see Theorem 18 below). Suppose now that $\{\psi, \varphi, t \geq 0\}$ are $\mathcal{F}_t$–progressively measurable processes (this means that for any $t > 0$, $(\omega, s) \to (\psi(\omega, s), \varphi(\omega, s))$ is $\mathcal{F}_t \otimes \mathcal{B}([0, t])$ measurable from $\Omega \times [0, t]$ into $\mathbb{R}^d \times \mathbb{R}^{d \times k}$, such that for any $T > 0$,

$$\int_0^T [||\psi||^2 + ||\varphi||^2] dt < \infty \quad a. s.,$$

$X_0$ is an $\mathcal{F}_0$–measurable random variable, and

$$X_t = X_0 + \int_0^t \psi_s ds + \int_0^t \varphi_s dB_s, \quad t \text{ a. s.}$$

Then we have the Itô formula : for any $f \in C^2(\mathbb{R}), t \geq 0$,

$$f(X_t) = f(X_0) + \int_0^t \left[ f'(X_s) \psi_s + \frac{1}{2} f''(X_s) \varphi_s^2 \right] ds + \int_0^t f'(X_s) \varphi_s dB_s.$$ 

In the case where the process $\int_0^t \psi_s ds$ is replaced by a more general continuous finite variation (denoted below FV) process $V_t$, the Itô formula reads
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\[ f(X_t) = f(X_0) + \int_0^t f'(X_s) dV_s + \frac{1}{2} \int_0^t f''(X_s) \phi_s^2 ds + \int_0^t f'(X_s) \phi_s dB_s, \]

where the first integral on the right is a Stieltjes integral. Let us write \( M_t = \int_0^t \phi_s dB_s \) for the local martingale part of \( X_t \). We have that

\[ \langle M \rangle_t = [M]_t = \int_0^t \phi_s^2 ds, \]

where the quadratic variation \([M]\) of the continuous or discontinuous martingale \( M \) is defined as

\[ [M]_t = M_t^2 - 2 \int_0^t M_s dM_s \quad (9.1) \]

and the conditional quadratic variation \( \langle M \rangle \) of \( M \) is the unique predictable process such that \([M]_t - \langle M \rangle_t \) is a martingale.

Let us now write Itô’s formula in the case of a continuous semimartingale of the form

\[ X_t = X_0 + V_t + M_t, \]

where \( \{V_t\} \) is a finite variation continuous process and \( \{M_t\} \) is a continuous local martingale. If \( f \in C^2(\mathbb{R}) \),

\[ f(X_t) = f(X_0) + \int_0^t f'(X_s) dV_s + \int_0^t f'(X_s) dM_s + \frac{1}{2} \int_0^t f''(X_s) d\langle M \rangle_s. \quad (9.2) \]

The second class of semimartingales which we need to use here is a class of discontinuous finite variation semimartingales. If \( \{X_t, t \geq 0\} \) is a finite variation right–continuous \( \mathbb{R} \)–valued process and \( f \in C^1(\mathbb{R}) \),

\[ f(X_t) = f(X_0) + \int_0^t f'(X_s^-) dX_s + \sum_{0 \leq s \leq t} \left[ f(X_s) - f(X_s^-) - f'(X_s^-) \Delta X_s \right], \]

where \( \Delta X_s = X_s - X_{s^-} \), and the above sum is over those \( s \) such that \( \Delta X_s \neq 0 \). The above formula follows by considering both the evolution of \( f(X_s) \) between the jumps of \( X_s \), and the jumps of \( f(X_s) \) produced by those of \( X_s \). Note that in the case \( f(x) = x^2 \), the above formula reduces to

\[ (X_t)^2 = (X_0)^2 + 2 \int_0^t X_s^- dX_s + \sum_{0 \leq s \leq t} (\Delta X_s)^2. \quad (9.3) \]

If \( X \) is the sum of a continuous FV process and a FV martingale \( \{M_t\} \), then

\[ \sum_{0 \leq s \leq t} (\Delta X_s)^2 = \sum_{0 \leq s \leq t} (\Delta M_s)^2 = [M]_t. \quad (9.4) \]

The last identity follows by comparing (9.1) and (9.3).
9.2 A martingale representation theorem

We state and prove the results in dimension 1, since we need them only in that case.
We first establish

**Theorem 18.** (Paul Lévy) Let \( \{M_t, t \geq 0\} \) be a continuous martingale such that \( M_0 = 0 \) and whose quadratic variation satisfies \( \langle M \rangle_t = t \), for all \( t \geq 0 \). Then \( \{M_t, t \geq 0\} \) is a standard Brownian motion.

**Proof:** It follows from Itô’s formula for the continuous martingale \( M_t \) that
\[
N_t := \exp\left( iuM_t + u^2 t / 2 \right)
\]
is a martingale. Consequently for \( 0 \leq s < t \),
\[
\mathbb{E} F_s N_t = N_s,
\]
implies that
\[
\mathbb{E} F_s \exp\left[ iu(M_t - M_s) \right] = \exp\left( -u^2 (t - s) / 2 \right),
\]
hence \( M_t - M_s \) is a \( \mathcal{N}(0, t - s) \) random variable, which is independent of \( \{M_r, 0 \leq r \leq s\} \). The result follows. \( \square \)

We now prove the martingale representation theorem.

**Theorem 19.** Let \( \{M_t, t \geq 0\} \) be a one dimensional continuous martingale, defined on a probability space \( (\Omega, \mathcal{F}, \mathcal{F}_t, \mathbb{P}) \), with associated increasing process
\[
\langle M \rangle_t = \int_0^t A_s ds,
\]
where \( \{A_t, t \geq 0\} \) is an \( \mathcal{F}_t \)-progressively measurable \( \mathbb{R}_+ \)-valued process. Then there exists, possibly on an enlarged probability space \( (\Omega', \mathcal{F}', \mathbb{P}') \), a standard Brownian motion \( \{B_t\} \) such that
\[
M_t = \int_0^t \sqrt{A_s} dB_s, \quad t \geq 0.
\]

**Proof:** Let \( (\Omega', \mathcal{F}', \mathbb{P}') = (\Omega \times C(\mathbb{R}_+), \mathcal{F} \otimes \mathcal{G} \otimes \mathbb{P} \times \mathcal{W}) \), where \( \mathcal{G} \) denotes the Borel \( \sigma \)-field over \( C(\mathbb{R}_+) \), and \( \mathcal{W} \) the Wiener measure on \( (C(\mathbb{R}_+), \mathcal{G}) \). Let \( \{W_t, t \geq 0\} \) denote the canonical process defined on \( (C(\mathbb{R}_+), \mathcal{G}, \mathcal{W}) \). Define the two following \( \mathcal{F}_t \)-progressively measurable processes
\[
\begin{align*}
  a_t &= \begin{cases} 
    A_t^{-1/2}, & \text{if } A_t > 0, \\
    0, & \text{if } A_t = 0.
  \end{cases} \\
  b_t &= \begin{cases} 
    0, & \text{if } A_t > 0, \\
    1, & \text{if } A_t = 0.
  \end{cases}
\end{align*}
\]
Let now
\[
B_t = \int_0^t a_s dM_s + \int_0^t b_s dW_s, \quad t \geq 0.
\]
It is easy to check that \( \{B_t, t \geq 0\} \) is a continuous martingale. Moreover, since \( M \) and \( W \) are independent,
\[
\langle B \rangle_t = \int_0^t \sigma^2(X_s) \, ds + \int_0^t b^2(X_s) \, ds
\]
\[
= \int_0^t \mathbf{1}_{\{A_s > 0\}} \, ds + \int_0^t \mathbf{1}_{\{A_s = 0\}} \, ds
\]
\[
= t,
\]
hence from Lévy’s Theorem 18, \( \{B_t, t \geq 0\} \) is a Brownian motion. It remains to establish (9.5). It is plain that
\[
\int_0^t \sqrt{A_s} \, dB_s = \int_0^t \mathbf{1}_{\{A_s > 0\}} \, dM_s.
\]
Now
\[
N_t = M_t - \int_0^t \mathbf{1}_{\{A_s > 0\}} \, dM_s
\]
is a martingale, and
\[
\langle N \rangle_t = \int_0^t A_s \mathbf{1}_{\{A_s = 0\}} \, ds = 0,
\]
hence the result. \( \square \)

#### 9.3 Martingale problems and SDEs

Let \( \{X_t, t \geq 0\} \) be a continuous progressively measurable process defined on a probability space \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})\), such that, for some Borel measurable and locally bounded functions \( b, \sigma : \mathbb{R} \to \mathbb{R} \), all \( t \geq 0 \), and some continuous local martingale \( M_t \),

\[
X_t = X_0 + \int_0^t b(X_s) \, ds + M_t, \quad \text{where}
\]
\[
\langle M \rangle_t = \int_0^t \sigma^2(X_s) \, ds.
\]
It then follows from Theorem 19 that (possibly on a larger probability space) there exists a Brownian motion \( \{B_t\} \) such that

\[
X_t = X_0 + \int_0^t b(X_s) \, ds + \int_0^t \sigma(X_s) \, dB_s.
\]
In such a case one says that \( X \) is a weak solution of this last SDE (a strong solution is associated to an a priori given Brownian motion).

Of course, the same result is true under the following stronger assumption : for any \( f \in C^2(\mathbb{R}) \), the process

\[
M^f_t = f(X_t) - f(X_0) - \int_0^t A f(X_s) \, ds
\]
is a local martingale, where
\[ Af(x) := b(x)f'(x) + \frac{1}{2}\sigma^2(x)f''(x). \]

### 9.4 Local time and the occupation times formula

In this section, we are given a continuous semimartingale \( X_t \) of the form
\[ X_t = V_t + B_t, \]
where \( V_t \) is a continuous bounded variation process, and \( B_t \) is a standard Brownian motion. We state the

**Definition 4.** For any \( a \in \mathbb{R} \), we define the local time of the semimartingale \( X \) at level \( a \) as the increasing process given by Tanaka’s formula
\[ L_a^t = 2(X_t - a)^+ - 2(X_0 - a)^+ - 2 \int_0^t 1_{\{X_s > a\}} dX_s. \]

One can choose a modification of \( L_a^t \) which is continuous in \( t \) and right-continuous in \( a \).

**Proposition 33.** Occupation times formula for Brownian motion.
\[ \int_0^t f(X_s) ds = \int_{\mathbb{R}} f(a) L_a^t da \]
\( \mathbb{P} \)-a.s. for every \( t > 0 \) and \( f \) Borel from \( \mathbb{R} \) into \( \mathbb{R}_+ \).

**Proof:** If \( f = h'' \) with \( h \in C^2(\mathbb{R}) \), the formula can be established by comparing the definition of \( L_a^t \) and Itô’s formula. It is then not very hard to show that the formula holds simultaneously for every \( t > 0 \) and \( f \in C^0(\mathbb{R}) \) outside a negligible set. An application of the monotone class theorem ends the proof. We refer the reader to the proof of Corollary VI.1.6 of [41] for more details. \( \square \)

The definition of the local time would be the same if we replace the martingale part of \( X_t \) by a continuous martingale different from a standard Brownian motion, but the occupation times formula would be different. Suppose that
\[ X_t = V_t + \int_0^t \phi_s dB_s, \]
where \( \phi_t \) is progressively measurable and \( \int_0^t |\phi_s|^2 ds < \infty \) a.s. for all \( t > 0 \). In this case, the occupation times formula becomes

**Proposition 34.** Occupation times formula for continuous semimartingale.
\[ \int_0^t f(X_s)\phi_s^2 \, ds = \int_{\mathbb{R}} f(a)L_a^b \, da. \]

\( \mathbb{P} \)-a.s. for every \( t > 0 \) and \( f \) Borel from \( \mathbb{R} \) into \( \mathbb{R}_+ \).

Let now \( X_t \) be Brownian motion with drift reflected above 0, i.e. with \( \gamma, a \in \mathbb{R} \),

\[ X_t = X_0 + \gamma t + aB_t + K_t, \quad X_t \geq 0 \]

\( K_t \) is continuous and increasing, \( K_t = \int_0^t 1_{\{X_s = 0\}} \, dK_s \).

It is easy to show that \( K_t = -\inf_{0 \leq s \leq t} (X_0 + \gamma s + aB_s) \wedge 0 \). Since \( X_t \geq 0 \), from the definition of the local time of \( X_t \) at level 0,

\[ \frac{1}{2} L^0_t = X_t - X_0 - \int_0^t 1_{\{X_s > 0\}} dX_s. \]

But

\[ \int_0^t 1_{\{X_s > 0\}} dK_s = 0, \quad \text{while} \quad \int_0^t 1_{\{X_s > 0\}} dB_s = B_t, \]

since a.s., \( 1_{\{X_s > 0\}} = 1 \) \( ds \)-a.e. Indeed it follows from Proposition 34 that \( \int_0^t 1_{\{X_s = 0\}} ds = 0 \). Consequently \( \frac{1}{2} L^0_t = K_t \).

Similarly Brownian motion reflected in the interval \([0, a]\) reads

\[ X_t = X_0 + \gamma t + aB_t + \frac{1}{2} L^0_t - \frac{1}{2} L^a_t, \]

where \( L^0_t \) is the local time of \( X_t \) at level and \( L^a_t \) is the limit as \( \varepsilon \to 0 \) of \( L^{a-\varepsilon}_t \). Note that since \( X_s \leq a \) for all \( 0 \leq s \leq t \), and \( x \to L^x_t \) is right continuous, \( L^a_t = 0 \).

The above formulas would be the same would we replace \( B_t + \gamma t \) by a more general continuous semimartingale.

### 9.5 Two Girsanov theorems

We state two versions of the Girsanov theorem, one for the Brownian and one for the point process case. The first one can be found e.g. in [35] and the second one combines Theorems T2 and T3 from [12], pages 165–166. We assume here that our probability space \((\Omega, \mathbb{P}, \mathcal{F})\) is such that \( \mathcal{F} = \sigma(\cup_{t>0} \mathcal{F}_t) \).

**Proposition 35.** Let \( \{B_s, \, s \geq 0\} \) be a standard \( d \)-dimensional Brownian motion (i.e. its coordinates are mutually independent standard scalar Brownian motions) defined on the filtered probability space \((\Omega, \mathcal{F}, \mathbb{P})\). Let moreover \( \phi \) be an \( \mathcal{F} \)-progressively measurable \( d \)-dimensional process satisfying \( \int_0^t |\phi(r)|^2 \, dr < \infty \) for all \( s \geq 0 \). Let
\[ Y_s = \exp \left\{ \int_0^s \langle \phi(r), dB_r \rangle - \frac{1}{2} \int_0^s |\phi(r)|^2 dr \right\}. \]

If \( E[Y_s] = 1, s \geq 0 \), then \( \tilde{B}_s := B_s - \int_0^s \phi(r) dr, s \geq 0 \), is a standard Brownian motion under the unique probability measure \( \tilde{\mathbb{P}} \) on \( (\Omega, \mathcal{F}) \) which is such that \( d\tilde{\mathbb{P}}|_{\mathcal{F}_s}/d\mathbb{P}|_{\mathcal{F}_s} = Y_s \) for all \( s \geq 0 \).

We recall that a stopping time \( \tau \) is a \([0, +\infty]\)–valued r.v. which satisfies \( \{ \tau \leq t\} \in \mathcal{F}_t \), for all \( t > 0 \). To a stopping time \( \tau \) we associate the \( \sigma \)–algebra
\[ \mathcal{F}_\tau = \{ A \in \mathcal{F}, A \cap \{ \tau \leq t\} \in \mathcal{F}_t, \forall t \geq 0 \}. \]
We now establish the

**Corollary 8.** Let the assumptions of Proposition 35 be satisfied. Let \( \tau \) be a stopping time, such that \( P(\tau < \infty) = \tilde{P}(\tau < \infty) = 1 \). Then \( \tilde{P}|_{\mathcal{F}_\tau} \ll P|_{\mathcal{F}_\tau} \) and
\[ \frac{d\tilde{P}|_{\mathcal{F}_\tau}}{dP|_{\mathcal{F}_\tau}} = Y_\tau. \]

**Proof:** Let \( A \in \mathcal{F}_\tau \). Then \( A \cap \{ \tau \leq t\} \in \mathcal{F}_t \). We have
\[ \tilde{P}(A \cap \{ \tau \leq t\}) = \int_{A \cap \{ \tau \leq t\}} Y_t d\tilde{P} = \int_{A \cap \{ \tau \leq t\}} Y_t dP = \int_{A \cap \{ \tau \leq t\}} Y_\tau dP, \]
where the second equality follows from the martingale property of \( Y_t \), and the third from the fact that we integrate on a set where \( \tau \leq t \). It remains to let \( t \to \infty \) with the help of the monotone convergence theorem, and use the assumptions to conclude that
\[ \tilde{P}(A) = \int_A Y_\tau d\tilde{P}. \]

The notions of Poisson Point Process and Poisson counting process with a given fixed intensity has been introduced in sections 2.2.2 and 5.2. Clearly, if \( P(t) \) is a standard (i.e. rate 1) counting Poisson process and \( \lambda > 0 \), then \( P(\lambda t) \) is a rate \( \lambda \) Poisson process. At various places in this document, starting with section 3.4, we have worked with counting processes of the type \( Q(t) = P\left( \int_0^t \lambda(s) ds \right) \), where \( P \) is a standard Poisson process and \( \lambda(t) \) is a stochastic process. It is quite natural to call \( \lambda(t) \) the intensity of the counting process \( Q(t) \). If we identify the counting process \( Q(t) \) with the points which it counts, we can as well call it a point process. This explains the terminology in the next statement.

**Proposition 36.** Let \( \{(Q^{(1)}_s, \ldots, Q^{(d)}_s), s \geq 0\} \) be a d-variate point process adapted to some filtration \( \mathcal{F} \), and let \( \{\lambda^{(i)}_s, s \geq 0\} \) be the predictable \((\mathbb{P}, \mathcal{F})\)-intensity of \( Q^{(i)}_s, 1 \leq i \leq d \). Assume that none of the \( Q^{(i)}, Q^{(j)}, i \neq j \), jump simultaneously. Let
9.6 The Lévy–Khinchin formula

\{\mu_r^{(i)}, r \geq 0, 1 \leq i \leq d\}, be nonnegative \(\mathcal{F}\)-predictable processes such that for all
\(s \geq 0\) and all \(1 \leq i \leq d\)

\[
\int_0^s \mu_r^{(i)} \lambda_r^{(i)} \, dr < \infty \quad \mathbb{P}\text{-a.s.}
\]

For \(i = 1, \ldots, d\) and \(s \geq 0\) define, \(\{T_k^i, k = 1, 2, \ldots\}\) denoting the jump times of \(Q^{(i)}\),

\[
Y_s^{(i)} = \left( \prod_{k \geq 1, T_k^i \leq s} \mu_{T_k^i}^{(i)} \right) \exp \left\{ \int_0^s (1 - \mu_r^{(i)} \lambda_r^{(i)}) \, dr \right\} \quad \text{and} \quad Y_s = \prod_{j=1}^d Y_s^{(j)}, \quad s \geq 0.
\]

If \(\mathbb{E}[Y_s] = 1, s \geq 0\), then, for each \(1 \leq i \leq d\), the process \(Q^{(i)}\) has the \((\hat{\mathbb{P}}, \mathcal{F})\)-intensity \(\hat{\lambda}_r^{(i)} = \mu_r^{(i)} \lambda_r^{(i)}, r \geq 0\), where the probability measure \(\hat{\mathbb{P}}\) is defined by

\[
d\hat{\mathbb{P}} |_{\mathcal{F}_s} / d\mathbb{P} |_{\mathcal{F}_s} = Y_s, s \geq 0.
\]
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**Definition 5.** The law of the real–valued r. v. \(X\) is said to be infinitely divisible if for every \(n > 1\), there exist n i. i. d. r. v.’s \(X_1^n, \ldots, X_n^n\) such that

\[\mathcal{L}(X) = \mathcal{L}(X_1^n + \cdots + X_n^n).\]

The characteristic function of an infinitely divisible r. v. \(X\) can be written as

\[\varphi_X(u) = \mathbb{E}[\exp(iuX)] = \exp(-\Psi(u)),\]

with a unique characteristic exponent \(\Psi \in C(\mathbb{R}; \mathbb{C})\) satisfying \(\Psi(0) = 0\), specified by the celebrated Lévy–Khinchin formula (see e. g. [11])

**Theorem 20.** A function \(\Psi : \mathbb{R} \rightarrow \mathbb{C}\) is the characteristic exponent of an infinitely divisible distribution on \(\mathbb{R}\) iff there are \(\alpha \in \mathbb{R}, \beta \geq 0, \Lambda\) a measure on \(\mathbb{R}\setminus\{0\}\), called the Lévy measure, which satisfies \(\int (1 \wedge |x|^2) \Lambda(dx) < \infty\), such that

\[
\Psi(u) = i\alpha u + \beta u^2 + \int_{\mathbb{R}} (1 - e^{iu|x|} + iux1_{|x| \leq 1}) \Lambda(dx). \quad (9.6)
\]

In the particular case of a positive valued infinitely divisible r. v., we prefer to describe the Laplace exponent of \(X\), i. e. for \(\lambda \geq 0\)

\[\psi(\lambda) = -\log \{\mathbb{E}[\exp(-\lambda X)]\}\]

which takes the form

\[
\psi(\lambda) = d\lambda + \int_0^\infty (1 - e^{-\lambda x}) \Lambda(dx), \quad (9.7)
\]
again with $\lambda \geq 0$. Here $d \geq 0$ is called the drift coefficient, and the Lévy measure $\Lambda$ is a measure on $(0, +\infty)$ which in the present case satisfies
\[
\int_{\mathbb{R}_+} (1 \wedge x) \Lambda(dx) < \infty.
\]

9.7 Tightness and weak convergence in $D([0, +\infty))$

Let us present a sufficient condition for tightness, and a weak convergence criterion, which are used several times in these Notes. We refer the reader to [10] or [18] for detailed treatments of this topic, as well as to [21] for some useful results.

Consider a sequence $\{X^n_t, \ t \geq 0\}_{n \geq 1}$ of one–dimensional semi–martingales, which is such that for each $n \geq 1$,
\[
X^n_t = X^n_0 + \int_0^t \varphi^n_s ds + M^n_t, \ 0 \leq t \leq T;
\]
\[
\langle M^n \rangle_t = \int_0^t \psi^n_s ds, \ t \geq 0;
\]
where for each $n \geq 1$, $M^n$ is a locally square–integrable martingale, $\varphi^n$ and $\psi^n$ are progressively measurable processes with value in $\mathbb{R}$ and $\mathbb{R}_+$ respectively. Since our martingales $\{M^n_t, t \geq 0\}$ will be discontinuous, we need to consider their trajectories as elements of $D([0, +\infty))$, the space of right continuous functions with left limits at every point, from $[0, +\infty)$ into $\mathbb{R}$, which we equip with the Skorohod topology, see Billingsley [10]. Let us first state Aldous’s tightness criterion [1]. Recall that a stopping time for the process $X^n$ is a nonnegative r.v. $\tau$ which is such that $\{\tau \leq t\} \in \sigma\{X^n_s, 0 \leq s \leq t\}$ for all $t > 0$. Consider the condition

\[
(A) \quad \begin{cases}
\text{For each positive } \epsilon, \ \eta, \ T \text{ there exist } \delta_0 \text{ and } n_0 \text{ such that if } \delta \leq \delta_0, \\
\text{n} \geq n_0, \text{ and } \tau \text{ is a discrete } X^n - \text{ stopping time with } \tau \leq T \text{ a.s.}, \\
\quad \text{then } \mathbb{P}(|X^n_{\tau+\delta} - X^n_\tau| \geq \epsilon) \leq \eta.
\end{cases}
\]

Theorems 16.10 in [10] shows that if $\sup_{0 \leq s \leq T} |X^n_s|$ is tight for all $T > 0$ and condition $(A)$ holds, then $(X^n)_{n \geq 1}$ is tight in $D([0, +\infty))$. The following is a consequence of that result, combined with Theorem 13.4 in [10].

**Proposition 37.** A sufficient condition for the sequence $\{X^n_t, t \geq 0\}_{n \geq 1}$ to be tight in $D([0, \infty))$ is that both
\[
\text{the sequence of r.v.'s } \{X^n_0, n \geq 1\} \text{ is tight},
\]
\[
\text{and for some } c > 0, \quad \sup_{n \geq 1, x \geq 0} (|\varphi^n_x| + \psi^n_x) \leq c.
\]

If moreover, for any $T > 0$, as $n \to \infty$, 
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\[ \sup_{0 \leq t \leq T} |M^n_t - M^n_{t-}| \to 0 \quad \text{in probability}, \]

then any limit $X$ of a weakly converging subsequence of the original sequence $\{X^n\}_{n \geq 1}$ is a.s. continuous.

Remark 14. Condition (9.9) in the above Proposition can be relaxed. In particular, each of the two following conditions is a sufficient condition which, together with (9.8), implies tightness of $\{X^n_t, \; t \geq 0\}_{n \geq 1}$ in $D([0, +\infty))$.

1. For any $T > 0$, the sequence of r.v.'s

\[ \sup_{0 \leq t \leq T} (|\varphi^n_t| + \psi^n_t) \]

is tight.

2. For some $p > 1$ and any $T > 0$, the sequence of r.v.'s

\[ \int_0^T \{ |\varphi^n_t|^p + \|\psi^n_t\|^p \} \, dt \]

is tight.

We have moreover

**Proposition 38.** Suppose that all conditions of Proposition 37 are satisfied, and that moreover, as $n \to \infty$,

\[ (X^n_0, \varphi^n, \psi^n) \Rightarrow (X_0, \varphi, \psi) \]

weakly in $\mathbb{R} \times L^1_{\text{loc}}([0, +\infty)) \times L^1_{\text{loc}}([0, +\infty))$.

Then $X^n$ converges weakly in $D([0, +\infty))$ towards a continuous process $X$ which is such that

\[ X_t = X_0 + \int_0^t \varphi_s \, ds + M_t, \]

where $M_t$ is a continuous local martingale such that

\[ \langle M \rangle_t = \int_0^t \psi_s \, ds. \]
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