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1 Introduction
Consider a model of infectious disease dynamics where the total number of individuals is
constant over time, equal to N , and we denote by ZN(t) the vector of proportions of this
population in each compartment (susceptible, infectious, removed, etc.). Our probabilistic
model takes into account each event of infection, removal, etc. It takes the form

ZN,x(t) := ZN(t) := x+
1

N

k∑
j=1

hjPj

(∫ t

0

Nβj(Z
N(s))ds

)
. (1.1)

Here, (Pj)1≤j≤k are i.i.d. standard Poisson processes. The hj ∈ Zd denote the k respective
jump directions with jump rates βj(x) and x ∈ A (where A is the “domain” of the process).
The d components of the process denote the “proportions” of individuals in the various
compartments. Usually A is a compact or at least a bounded set. For example, in the
models we have in mind the compartment sizes are non-negative, hence A ⊂ Rd

+.
As we shall prove below, ZN,x

t → Y x
t as N →∞, where Y x

t is the solution of the ODE

Y x(t) := Y (t) := x+

∫ t

0

b(Y x(s))ds, (1.2)

with

b(z) :=
k∑
j=1

βj(z)hj.

This Law of Large Numbers result goes back to Kurtz [1978] (see the version in Theo-
rem 3.1 below, where a rate of convergence is given).

Most of the literature on mathematical models of disease dynamics treats deterministic
models of the type of (1.2). When an epidemics is established, and each compartment of
the model contains a significant proportion of the total population, if N is large enough,
the ODE (1.2) is a good model for the epidemics. The original stochastic model (1.1),
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which we believe to be more realistic than the (1.2), can be considered as a stochastic
perturbation of (1.2). However, we know from the work of Freidlin and Wentzell [2012],
that small Brownian perturbations of an ODE will eventually produce a large deviation
from its law of large numbers limit. For instance, if the ODE starts in the basin of
attraction of an locally stable equilibrium, the solution of the ODE converges to that
equilibrium, and stays for ever close to that equilibrium. The theory of Freidlin and
Wentzell, based upon the theory of Large Deviations, predicts that soon or later the
solution of a random perturbation of that ODE will exit the basin of attraction of the
equilibrium. The aim of this paper is to show that the Poissonian perturbation (1.1) of
(1.2) behaves similarly. This should allow us to predicts the time taken by an endemic
equilibrium to cease, and a disease–free equilibrium to replace it.

We shall apply at the end of this paper our results to the following example.

Example 1.1. We consider a so-called SIRS model without demography (S(t) being the
number of susceptible individuals, I(t) the number of infectious individuals and R(t) the
number of removed/immune individuals at time t). We let β > 0 and assume that the
average number of new infections per unit time is βS(t)I(t)/N .1 For γ, ν > 0, we assume
that the average number of recoveries per unit time is γI(t) and the average number of
individuals who lose immunity is νR(t). As population size is constant, we can reduce the
dimension of the model by solely considering the proportion of infectious and removed at
time t. Using the notation of equations (1.1) and (1.2), we have

A = {x ∈ R2
+|0 ≤ x1 + x2 ≤ 1}, h1 = (1, 0)>, h2 = (−1, 1)>, h3 = (0,−1)>,

β1(z) = βz1(1− z1 − z2), β2(z) = γz1, β3(z) = νz2.

It is easy to see that in this example the ODE (1.2) has a disease free equilibrium x̄ =
(0, 0)>. This equilibrium is asymptotically stable if R0 = β/γ < 1. R0 is the so-called
basic reproduction number. It denotes the average number of secondary cases infected by
one primary case during its infectious period at the start of the epidemic (while essen-
tially everybody is susceptible). If R0 > 1, x̄ is unstable and there exists a second, endemic
equilibrium x∗ = (ν(β−γ)

β(γ+ν)
, γ(β−γ)
β(γ+ν

) which is asymptotically stable. While in the determinis-
tic model the proportion of infectious and removed individuals converges to the endemic
equilibrium x∗, the disease will go extinct soon or later in the stochastic model.

Our results also apply to other models like the SIV model (V like vaccinated) and
the S0IS1 (with two levels of susceptibility), see Kratz et al. [2015] and the references
therein. These two models have the property that for certain values of their parameters,
both the disease–free equilibrium and one of the endemic equilibria are locally stable. Our
results predict the time taken by the solution of the stochastic equation to leave the basin
of attraction of the endemic equilibrium. We shall discuss those and other applications
elsewhere in the future.

There is already a vast literature on the theory of large deviations for systems with
Poissonian inputs, see Dupuis and Ellis [1997], Dupuis et al. [1991], Feng and Kurtz [2006],
Shwartz and Weiss [1995], among others.

1The reasoning behind this is the following. Assume that an infectious individuals meets on average
α > 0 other individuals in unit time. If each contact of a susceptible and an infectious individual yields a
new infection with probability p, the average number of new infections per unit time is βS(t)I(t)/N , where
β = pα since all individuals are contacted with the same probability (hence S(t)/N is the probability
that a contacted individual is susceptible).
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Figure 1: Transmission diagram of the SIRS model without demography.

However, the assumptions in those works are not satisfied in our case. The difficulty
is the following. For obvious reasons, the solution of our SDE (1.1) must remain in Rd

+.
This implies that some rates vanish when one of the components of ZN,x(t) vanishes.
However, the expression of the large deviation fucntional (as well as the ratio of the
probabilities in the Girsanov theorem) involves the logarithm of those rates, which hence
explodes as the rate vanishes. The same happens with the computer network models
which was the motivation of the work of Shwartz and Weiss [1995], and this led them to
consider situations with vanishing rates in Shwartz and Weiss [2005]. However, even the
assumptions in that paper are not fully satisfied in our models (see our discussion below
in section 2.2). For that reason, in order to avoid the ackward situation where we would
have to cite both Shwartz and Weiss [1995] and Shwartz and Weiss [2005], and add some
arguments to cope with our specific situation, we prefered to rewrite the whole theory, so
as to cover the situation of the epidemiological models in a self–consistent way. We must
however recognize that the work of Shwartz and Weiss has been an importance source of
inspiration for this work.

Let us now discuss one subtlety of our models. In the models without demography,
i.e. the models where the total population remains constant, then we choose N as this
total population, so that the various components of the vector ZN,x

t are the proportions of
the total population in the various compartments of the model, that is each component of
ZN,x
t at any time is of the form k/N , where k ∈ Z+, and also

∑d
i=1 Z

N,x
i (t) = 1, if ZN,x

i (t)
denotes the i–th component of the vector ZN,x(t), 1 ≤ i ≤ d. In this case, provided we
start our SDE from a point of the type (k1/N, . . . , kd/N), where k1, . . . , kd ∈ Z+, then
the solution visits only such points, and cannot escape the set Rd

+ without hitting first
its boundary, where the rates for exiting vanish. Consequently ZN,x

t remains in Rd
+ for all

time a.s. However, if we start our process outside the above grid, or if the total population
size does not remain constant, the components of the vector ZN,x

t multiplied by N need
not be integers. Then some of the components of ZN,x

t might become negative, and one
can still continue to define ZN,x

t provided for any 1 ≤ i ≤ d and 1 ≤ j ≤ k, the rule
xi = 0⇒ βj(x) = 0 is extended to xi ≤ 0⇒ βj(x) = 0. However, in order to make things
simpler, we restrict ourselves in this paper to the situation where all coordinates of the
vector NZN,x

0 are integers, and the same is true with NZN,x
t for all t > 0. In particular,

we shall consider equation (1.1) only with a starting point x such that all coordinates of
Nx are integers. This will be explicitly recalled in the main statements, and implicitly
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assumed everywhere. We shall consider more general situations in a further publication.

The paper is organized as follows Our set–up is made precise and the general assump-
tions are formulated in section 2. Section 3 is devoted to the law of large numbers. In
section 4 we study the rate function. The Large Deviations lower bound is established in
section 5 and the Large Deviations upper bound in section 6. Section 7 treats the exit time
from a domain, including the case of a characteristic boundary. Finally in section 8 we
show how our results apply to the SIRS model (which requires an additional argument),
and a Girsanov theorem is formulated in the Appendix.

2 Set-up
We consider a set A ⊂ Rd (whose properties we specify below) and define the grids

Zd,N := {x ∈ Rd|xi = j/N for some j ∈ Z}, AN := A ∩ Zd,N .

We rewrite the process defined by Equation (1.1) as

ZN,x(t) := ZN(t) := x+
1

N

k∑
j=1

hjPj

(∫ t

0

Nβj(Z
N(s))ds

)
(2.1)

= x+

∫ t

0

b(ZN(s))ds+
1

N

∑
j

hjMj

(∫ t

0

Nβj(Z
N(s))ds

)
,

where the Mj(t) = Pj(t)− t are the compensated Poisson processes corresponding to the
Pj (j = 1, . . . , k).

Let us shortly comment on this definition. In the models we have in mind, the compo-
nents of ZN usually denote the proportions of individuals in the respective compartments.
It is hence plausible to demand that the starting point is in Zd,N . However, it is not suf-
ficient to simply restrict our analysis to those starting points with x ∈ AN as this does
obviously not imply x ∈ AM for all M > N . Note that UN(t) = NZN(t) would solve the
SDE

UN(t) = Nx+
k∑
j=1

hjPj

(∫ t

0

βj,N(UN(s))

)
,

where Nβj(x) = βj,N(Nx). Here the coefficients of the vector UN(t) are the numbers of
individuals from the population in each compartment. The equation for UN(t) is really the
original model, where all events of infection, recovery, loss of immunity, etc. are modeled.
Dividing by N leads to a process which has a law of large number limits as N →∞. The
crucial assumption for this procedure to make sense is that N−1βj,N(Nx) does not depend
upon N , which is typically the case in the epidemics models, see in particular Example
1.1.

We first introduce the following notations. For x ∈ A and y ∈ Rd, let

Vx :=
{
µ ∈ Rk

+|µj > 0 only if βj(x) > 0
}
,

Vx,y :=
{
µ ∈ Vx|y =

∑
j

µjhj

}
.
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As Vx,y is sometimes independent of x or Vx,y = ∅, we also define for y ∈ Rd,

Ṽy :=
{
µ ∈ Rd

+|y =
∑
j

µjhj

}
We define the cone spanned by a (finite) set of vectors (vj)j (vj ∈ Rd by

C((vj)j) :=
{
v =

∑
j

αjvj|αj ≥ 0
}
.

Similarly, we define the cone generated by the jump directions (hj)j at x ∈ A by

Cx := C((hj)j:βj(x)>0) =
{
v =

∑
j:βj(x)>0

µjhj|µj ≥ 0
}
.

Note that

Cx = C = {v =
k∑
j=1

µjhj|µj ≥ 0} (2.2)

whenever x ∈ Å, since βj(x) > 0 for all 1 ≤ j ≤ k if x ∈ Å. Also, in part of this paper,
we shall assume that the log βj’s are bounded, which then means that (2.2) is true for all
x ∈ A.

We define the following upper and lower bounds of the rates. Let ρ > 0.

β̄ := sup
x∈A, j=1,...,k

βj(x) ∈ R̄+,

β := inf
x∈A, j=1,...,k

βj(x) ∈ R+,

β(ρ) := inf
{
βj(x)|j = 1, . . . , k, x ∈ A and |x− z| ≥ ρ∀z ∈ A with βj(z) = 0

}
∈ R+,

h̄ := sup
j=1,...,k

|hj| ∈ R+.

2.1 The Legendre-Fenchel transform and the rate function

We define the following transforms. For x ∈ A, y ∈ Rd, let

`(x, µ) :=
∑
j

{
βj(x)− µj + µj log

( µj
βj(x)

)}
,

with the convention 0 log(0/α) = 0 for all α ∈ R, and

L(x, y) :=

{
infµ∈Vx,y `(x, µ) if Vx,y 6= ∅
+∞ otherwise.

(2.3)

Now let, for x, y as above and θ ∈ Rd,

˜̀(x, y, θ) = 〈θ, y〉 −
∑
j

βj(x)
(

e〈θ,hj〉−1
)
,

and define

L(x, y) := sup
θ∈Rd

˜̀(x, y, θ), (2.4)
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Remark 2.1. For µ ∈ Ṽy \ Vx,y, we have `(x, µ) =∞ and hence

L(x, y) = inf
µ∈Ṽy

`(x, µ).

We first show

Lemma 2.2. Let x ∈ A, y ∈ Cx, θ ∈ Rd and µ ∈ Vx,y. Then

˜̀(x, y, θ) ≤ `(x, µ),

in particular
L(x, y) ≤ L(x, y).

Proof. The result is obvious if Vx,y = ∅. If not, for µ ∈ Vx,y, with

fj(z) = µjz − βj(x)(ez − 1),

˜̀(x, y, θ) =
∑
j

µj〈θ, hj〉 − βj(x)(exp(〈θ, hj〉)− 1)

=
∑
j

fj(〈θ, hj〉)

≤
∑
j

fj(log µj/βj(x))

= `(x, µ),

since fj achieves its maximum at z = log[µj/βj(x)].

We will show below that under appropriate assumptions, L(x, y) = L(x, y), and we
shall write L(x, y) for the common value of those two quantities.

For any T > 0, we define

C([0, T ];A) := {φ : [0, T ]→ A|φ continuous},
D([0, T ];A) := {φ : [0, T ]→ A|φ càdlàg}.

On C([0, T ];A) (or D([0, T ];A)), dC denotes the metric corresponding to the supremum-
norm, denoted by ‖ · ‖. Whenever the context is clear, we write d := dC . On D([0, T ];A)
we denote by dD the metric given, e.g., in Billingsley [1999], Sections 12.1 and 12.2 which
defines the Skorohod topology in such a way that the resulting space is Polish. The re-
sulting metric spaces are denoted by C([0, T ];A; dC), D([0, T ];A; dC) and D([0, T ];A; dD),
respectively (where the metrics are omitted, whenever they are clear from the context).

We now introduce a candidate I for the rate function. For φ : [0, T ]→ A, let

IT (φ) :=

{∫ T
0
L(φ(t), φ′(t))dt if φ is absolutely continuous

∞ otherwise.

For x ∈ A and φ : [0, T ]→ A, let

IT,x(φ) :=

{
IT (φ) if φ(0) = x

∞ otherwise.
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2.2 Assumptions on the process ZN

We do not assume that the rates are bounded away form zero (as in Shwartz and Weiss
[1995]) and allow for them to vanish near the boundary (cf. the discussion in the in-
troduction). Shwartz and Weiss [2005] allow for vanishing rates. We generalize these
assumptions as we outline below. The difference is essentially Assumption 2.3 (C) below.

Assumption 2.3. (A) Assumptions on the set A.

(A1) The set A is compact and A = Å. Furthermore, there exists a constant λ0 > 0
such that for all N ∈ N, z ∈ AN and j = 1, . . . , k with βj(z) > 0,

z +
hj
N
∈ AN and |z̃ − z| ≥ λ0

N
for all z̃ with βj(z̃) = 0.2

(A2) There exist open balls Bi = B(xi, ri)
3, i = 1, . . . , I1, . . . , I (0 < I1 < I) such

that
xi ∈ ∂A for i ≤ I1 and xi ∈ Å for i > I1

and
A ⊂

⋃
i≤I

Bi, ∂A ⊂
⋃
i≤I1

Bi and Bi ∩ ∂A = ∅ for i > I1.

(A3) There exist (universal) constants λ1, λ2 > 0 and vectors vi (i ≤ I1, w.l.o.g., we
assume 0 < |vi| ≤ 1; for notational reasons, we set vi = 0 for i > I1) such that
for all x ∈ Bi ∩ A,

B(x+ tvi, λ1t) ⊂ A for all t ∈ (0, λ2).

and dist(x+ tvi, ∂A) is increasing for t ∈ (0, λ2).

(A4) There exists a Lipschitz continuous mapping ψA : Rd → A such that ψA(x) = x
whenever x ∈ A.

(B) Assumptions on the rates βj.

(B1) The rates βj : A→ R+ are Lipschitz continuous.

(B2) For x ∈ Å, j = 1, . . . , k, βj(x) > 0 and C((hj)j) = Rd.

(B3) For all x ∈ ∂A there exists a constant λ3 = λ3(x) > 0 such that

y ∈ Cx, |y| ≤ λ3 ⇒ x+ y ∈ A.

(B4) There exists a (universal) constant λ4 > 0 such that for all i ≤ I1, x ∈ Bi ∩ A
and

v ∈ C1,i :=
{ ṽ

|ṽ|

∣∣∣ṽ = vi + w for w ∈ Rd, |w| ≤ λ1

3− λ1

}
,

βj(x) < λ4 ⇒ βj(x+ ·v) is increasing in (0, λ2).

2This implies that for z ∈ AN with βj(z) > 0, we have βj(z) ≥ β(λ0/N).
3Here (and later) B(x, r) denotes the open ball around x with radius r.
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(C) There exists an η0 > 0 such that for all N ∈ N, ε > 0 there exists a constant
δ(N, ε) > 0 (decreasing in N and in ε) such that for all i ≤ I1, x ∈ Bi there exists
a µi = µi(x) ∈ Ṽvi and

P
[

sup
t∈[0,η0]

|Z̃N,x(t)− φx(t)| ≥ ε
]
≤ δ(N, ε), (2.5)

where Z̃N,x denotes the solution of (2.1) if the rates βj are replaced by the rates µ̃ij
for

µ̃ij(z) :=

{
µij if z + εhj ∈ A for all ε small enough
0 else

and φx = x+ tvi as before.4

Furthermore, there exists a constant α ∈ (0, 1/2) and a sequence εN such that

εN <
1

Nα
and

δ(N, εN)

εN
→ 0 as N →∞. (2.6)

and
ρα log β(ρ)→ 0 as ρ→ 0. (2.7)

Let us comment on Assumption 2.3. Assumption (A) is essentially Assumption 2.1
of Shwartz and Weiss [2005]. We want to remark that Assumption 2.1 (iv) of Shwartz
and Weiss [2005] is not included here as it is redundant (see Lemma 3.5 of Shwartz and
Weiss [2005]; cf. also the discussion preceding Lemma 5.5). In the epidemiological models
we want to consider, A is a compact, convex d-polytope, i.e., ∂A is composed by d − 1-
dimensional hyperplanes. For example for the SIRS model in Example 1.1,

A = {x ∈ R2|0 ≤ x1 + x2 ≤ 1}.

In line with the Assumption (A1), let us note that we always want to choose the starting
point x of equation (1.1) to belong to AN . If that would not be the case, then in our
simplest models the solution ZN,x might exit the domain A. Choosing the starting point
arbitrarily in A would force us to let the rates βj depend upon N (and vanish) near the
boundary. Note that the coordinates of the vector ZN,x

t are proportions of the population
in various compartments. The coordinates of the vector NZN,x

t are integers, while those
of the vectors hj belong to the set {−1, 0, 1}.

Note that in all situations we have in mind, both the set A itself and its boundary
can be covered by a finite number of balls. These balls can furthermore be chosen in such
a way that those centered in the interior do not intersect with the boundary. For the
SIRS model, we can for instance define the balls covering the boundary by B(x, 3/(4m))
for large m ∈ N and x = (i/m, j/m)> for i = 0, . . . ,m, j = 0 or i = 0, j = 0, . . . ,m
or i + j = m. The vectors vi can be defined to be the inside normal vectors for those
balls with x 6∈ {(0, 0)>, (1, 0)>, (0, 1)>}. For the remaining three balls, we define vi by the
normalizations of

(1/2, 1/2)>, (−1/2, 1/4)> respectively (1/2,−1/2)>.

4We do not necessarily have µi ∈ Vx,vi
for all x ∈ Bi; this might not be the case if x ∈ ∂A. In such a

case Vx,vi = ∅ is possible, cf. the discussion about x = (1, 0)> for the SIRS model below.
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In general, the constant λ1 can be interpreted to be given via the “angle” of the vector vi
to the boundary. We have λ1 ≤ 1. It is straightforward that Assumption (A) is satisfied
for the SIRS model. We also note that Assumption (A) is not very restrictive, see Shwartz
and Weiss [2005] Lemma 2.1. In particular, every convex, compact set with non-empty
interior satisfies the assumption.

Most of Assumption (B) is taken from Assumption 2.2 of Shwartz and Weiss [2005].
We outline the difference below. Assumption (B1) is quite standard and ensures in partic-
ular that the ODE (1.2) admits a unique solution. For the compartmental epidemiological
models we consider, the rates are usually polynomials and hence this assumption is sat-
isfied. Assumption (B2) implies that within Å it is possible to move into all directions.
Only by approaching the boundary the rates are allowed to vanish. (B3) implies that at
least locally the convex cone x + Cx is included in A. In particular, it is not possible to
exit the set A from its boundary. Assumption (B4) differs slightly from the corresponding
assumption in Shwartz and Weiss [2005]. While in Shwartz and Weiss [2005], it is implied
that close to the boundary, “small” rates are increasing while following the vector vi, we
assume this for a set of vector in a “cone” around vi. We note that for i ≤ I1, x ∈ Bi,
v ∈ C1,i, we have (cf. Assumption (A3))

dist(x+ tv, ∂A) ≥ dist(x+ tvi, ∂A)− t λ1

3− λ1

≥ tλ1

(2− λ1

3− λ1

)
.

It is easily seen that this assumption is satisfied for the SIRS model. In addition to this,
Shwartz and Weiss [2005] also require that (cf. the meaning of λ4 in Assumption (B4))

vi ∈ C
(
{hj| inf

x∈Bi
βj(x) > λ4}

)
. (2.8)

In order to apply the theory to epidemiological models, we have to remove this assumption.
To see this, consider the SIRS model and the point x = (1, 0)> with corresponding ball
B containing it. We readily observe that a vector v pointing “inside” A (as required
by Assumption (A3)) which is generated by only those hj whose corresponding rates
are bounded away from zero in B does not exist. We hence replace this assumption
by Assumption (C), which follows from (2.8). Indeed, if Assumption (2.8) holds, the
µi representing vi can be chosen in such a way that the directions corresponding to
components µij > 0 do not point outside A in Bi. Hence, µ̃i ≡ µi (as long as the process
is in Bi) and the LLN Theorem 3.1 can be applied. In general, Theorem 3.1 cannot be
applied as the rates µ̃i can be discontinuous. Note that the assumption can only fail if
x ∈ ∂A. Else, the process is equal to the process with constant rates µi on the set{

sup
t∈[0,η0]

|Z̃N,x(t)− φx(t)| < ε
}

for all small enough ε > 0 and Theorem 3.1 is applicable. We note that Assumption (C)
implies that

δ(N, ε)→ 0 as N →∞ for all ε > 0.

Moreover, as δ(N, ·) is decreasing, we can choose εN in such a way that

εN =
1

Nα
for some α ∈ (0, 1). (2.9)
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We remark here (and further discuss this important issue below) that Assumption 2.3 (C)
may well fail to be satisfied. To this end, we consider the SIRS model an x ∈ A with
x1 = 0. We hence have β2(x) = 0 and hence the process ZN,x cannot enter the interior of
A. Therefore, we have

P
[

sup
t∈[0,η0]

|ZN,x(t)− φx(t)| ≥ ε
]

= 1

for ε small enough. Assumption (C) can hence be considered as a means to ensure that
the process can enter the interior of A from every point on the boundary. (2.7) implies
that ∫ η

0

| log β(ρ)|dρ→ 0 as η → 0, (2.10)

since ρα/2| log β(ρ)| ≤ C for appropriate C and hence | log β(ρ)| ≤ C/ρα/2 is integrable,
and hence in particular that the rate I(φ) of linear functions φ is finite, as it is shown in
Lemma 5.7 below.

It remains to show that Assumption 2.3 (C) is satisfied for the SIRS model. This is
accomplished in section 8.

Exploiting (2.7), it is easy to prove

Lemma 2.4. Under the Assumption 2.3 (C), for all i ≤ I, x ∈ A∩Bi, let φx(t) := x+tvi.
For all ε > 0, there exists an η > 0 (independent of i, x) such that for all i ≤ I and all
x ∈ A ∩Bi,

Iη,x(φ
x) < ε.

Note that for i > I1, we have φx(t) = x for all t.

3 Law of large numbers
We first prove the law of large numbers by Kurtz [1978] with the rate of convergence given
as in Shwartz and Weiss [1995] Theorem 5.3.

Theorem 3.1. Let ZN.x and Y x be given as in Equation (2.1) and (1.2) respectively, and
assume that the rates βj are bounded and Lipschitz continuous. Then there exist constants
C̃1 = C̃1(T ) > 0 (independent of ε) and C̃2(ε) = C̃2(T, ε) > 0 with C̃2(ε) = O(ε2) as ε→ 0
such that

P
[

sup
t∈[0,T ]

|ZN,x(t)− Y x(t)| ≥ ε
]
≤ C̃1 exp

(
−NC̃2(ε)

)
.

C1 and C2 can be chosen independently of x.

Before we prove Theorem 3.1, we require some auxiliary results. We first have

Lemma 3.2. Let T > 0. Suppose that f : D([0, T ];A) × R → R and G : D([0, T ];A) ×
R×R→ R are such that for all ρ > 0,

M(t) := exp
(
ρf(ZN,x, t)−G(ZN,x, t, ρ)

)
is a right-continuous martingale with mean one. Suppose furthermore that R : R×R→ R

is increasing in the first argument and

G(φ, t, ρ) ≤ R(t, ρ)

10



for all φ ∈ D([0, T ];A) and ρ > 0. Then for all ε > 0

P
[

sup
t∈[0,T ]

f(ZN,x, t) ≥ ε
]
≤ inf

ρ>0
exp

(
R(T, ρ)− ρε).

Proof. Fix ρ > 0. Then by the assumptions of the lemma,

P
[

sup
t∈[0,T ]

f(ZN,x, t) ≥ ε
]

= P
[

sup
t∈[0,T ]

exp
(
ρf(ZN,x, t)

)
≥ exp

(
ρε
)]

≤ P
[

sup
t∈[0,T ]

exp
(
ρf(ZN,x, t)−G(ZN,x, t, ρ)

)
≥ exp

(
ρε−R(T, ρ)

)]
≤ exp

(
R(T, ρ)− ρε

)
where the last inequality is Doob’s martingale inequality, see, e.g. Theorem II.1.7 in Revuz
and Yor [2005].

The next result is an easy exercise which we leave to the reader.

Lemma 3.3. Let Y be a d–dimensional random vector. Suppose that there exist numbers
a > 0 and δ > 0 such that for all θ ∈ Rd with |θ| = 1

P
[
〈θ, Y 〉 ≥ a

]
≤ δ.

Then
P
[
|Y | ≥ a

√
d
]
≤ 2dδ.

The main step towards the proof of Theorem 3.1 is the following Lemma

Lemma 3.4. Assume that βj (j = 1, . . . , k) is bounded and that Y x is a solution of (1.2).
Then for all θ ∈ Rd with |θ| = 1 and all T > 0, there is a function C̃ : R+ → R+

(independent of x) such that

P
[

sup
t∈[0,T ]

{
〈ZN,x(t)−Y x(t), θ〉−

∫ t

0

k∑
j=1

(
βj(Z

N,x(s))−βj(Y x(s))
)
〈hj, θ〉ds

}
≥ ε
]
≤ exp

(
−NC̃(ε)

)
,

and moreover
0 < lim

ε→0
C̃(ε)/ε2 <∞, and lim

ε→∞
C̃(ε)/ε =∞.

Proof. Let

N θ
t = 〈ZN,x(t)− Y x(t), θ〉 −

∫ t

0

k∑
j=1

(
βj(Z

N,x(s))− βj(Y x(s))
)
〈θ, hj〉ds

=
1

N

k∑
j=1

〈hj, θ〉Mj

(
N

∫ t

0

βj(Z
N,x
s )ds

)
.

We want to use Lemma 3.2, with f(ZN,x, t) = N θ
t . It is not hard to check that if we

define

G(ZN,x, t, ρ) = N
k∑
j=1

(
e
ρ
N
〈hj ,θ〉 − 1− ρ

N
〈hj, θ〉

)∫ t

0

βj(Z
N,x(s))ds,

11



we have that
M(t) = exp

(
ρf(ZN,x, t)−G(ZN,x, t, ρ)

)
is a martingale. Hence from Lemma 3.2, with a = ρ/N ,

P
(

sup
0≤t≤T

N θ
t > ε

)
≤ min

a>0
exp

(
NβT

[
k∑
j=1

{
ea〈hj ,θ〉 − 1− a〈hj, θ〉

}
− aε

])
.

The main inequality of the Lemma is established, with

C̃(ε) = βT max
a>0

[
aε−

k∑
j=1

{
ea〈hj ,θ〉 − 1− a〈hj, θ〉

}]
.

It is not hard to show that as ε→ 0,

C̃(ε)

ε2
→ βT

2
∑k

j=1〈hj, θ〉2
.

Consider now the case where ε is large. If 〈hj, θ〉 ≤ 0 for 1 ≤ j ≤ k, then for ε >
−
∑

j〈hj, θ〉, C̃(ε) = +∞, which means that a certain event has probability zero. Now
consider the more interesting case where 〈hj, θ〉 > 0 for at least one 1 ≤ j ≤ k. If we
choose aε such that

k∑
j=1

{
eaε〈hj ,θ〉 − 1− aε〈hj, θ〉

}
= ε,

then aε → ∞ as ε → ∞, while C̃(ε) ≥ ε(aε − 1), which completes the proof of the
Lemma.

Proof of Theorem 3.1. We deduce from Lemma 3.4 and a variant of Lemma 3.3 that

P

(
sup

0≤t≤T

1

N

∣∣∣∣∣
k∑
j=1

hjMj

(
N

∫ t

0

βj(Z
N,x
s )ds

)∣∣∣∣∣ > ε

)
≤ 2de−NC̃

′(ε), (3.1)

where C̃ ′(ε) = C̃(ε/
√
d). In view of the Lipschitz property of b, we have

ZN,x
t − Y x

t =

∫ t

0

[
b(ZN,x

s )− b(Y x
s )
]
ds+

1

N

k∑
j=1

hjMj

(
N

∫ t

0

βj(Z
N,x
s )ds

)
,

sup
0≤s≤t

∣∣ZN,x
s − Y x

s

∣∣ ≤ K

∫ t

0

sup
0≤r≤s

∣∣ZN,x
r − Y x

r

∣∣ ds+ sup
0≤s≤t

1

N

∣∣∣∣∣
k∑
j=1

hjMj

(
N

∫ s

0

βj(Z
N,x
r )dr

)∣∣∣∣∣ .
The result now follows from (3.1) and Gronwall’s Lemma.

We can deduce from Theorem 3.1.
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Corollary 3.5. Let M be a compensated standard Poisson process. Then there exist
constants C1 = C1(T ) > 0 (independent of ε) and C2(ε) = C2(T, ε) > 0 with C2(ε) = O(ε2)
as ε→ 0 such that

P
[

sup
t∈[0,T ]

|M(tN)|
N

≥ ε
]
≤ C1 exp

(
−NC2(ε)

)
.

C1 and C2 can be chosen independently of x.

Proof. We apply Theorem 3.1 to d = k = 1, β1(x) ≡ 1 and h1 = 1. Hence,

|ZN(t)− Y (t)| = |M(tN)|
N

.

The result follows directly.

We shall need below the

Lemma 3.6. Let βj (j = 1, . . . , k) be bounded. Then there exist positive constants C̃1

and C̃2 independent of x such that for all 0 ≤ s < t ≤ T and for all ε > 0,

P
[

sup
r∈[s,t]

|ZN,x(r)− ZN,x(s)| ≥ ε
]
≤ exp

(
−NεC̃1 log

( εC̃2

t− s

))
.

Proof. Let ξNs,t denote the number of jumps of the process ZN,x on the time interval [s, t].
It is plain that

{ sup
r∈[s,t]

|ZN,x(r)− ZN,x(s)| ≥ ε} ⊂ {ξNs,t ≥ CNε},

for some universal constant C > 0. Now ξNs,t is stochastically dominated by a Poisson
random variable with parameter C ′N(t− s), for some other constant C ′ > 0. Now let Θ
be a Poisson r.v. with parameter λ. For any a, b > 0,

P(Θ > b) = P
(
eaΘ > eab

)
≤ exp (λ(ea − 1)− ab) ,

which, with the optimal choice a = log(b/λ), reads

P(Θ > b) ≤ exp (b− λ− b log(b/λ)) ≤ exp

(
−b log

(
b

eλ

))
.

The result follows by applying this inequality with λ = C ′N(t− s), and b = CNε.

4 Properties of the rate function

4.1 Properties of the Legendre Fenchel transform

In this subsection we assume that the βj’s are bounded and continuous. We recall that `,
L, ˜̀ and L have been defined in section 2.1, and start with

Lemma 4.1. 1. For all x ∈ A, L(x, ·) : Cx → R+ is convex and lower semicontinuous.

13



2. For all y ∈ Rd,
L(x, y) ≥ L

(
x,
∑
j

βj(x)hj

)
= 0

with strict inequality if y 6=
∑

j βj(x)hj.

Proof. 1. We readily observe that ˜̀(x, ·, θ) is linear and hence convex. As the supre-
mum of these functions, the function L(x, ·) is convex.
Lower semicontinuity follows as L(x, ·) is the supremum of a family of continuous
functions.

2. Let first y =
∑

j βj(x)hj. We have

L(x, y) = sup
θ

{∑
j

βj(x)〈hj, θ〉 −
∑
j

βj(x)
(

exp〈hj, θ〉 − 1
)}

= sup
θ

{∑
j

βj(x)
(
〈hj, θ〉 − exp〈hj, θ〉+ 1

)}
= 0

as βj(x) ≥ 0 and ez ≥ z + 1 for all z ∈ R with equality for z = 0.
Let now y be such that L(x, y) = 0. This implies

〈y, θ〉 −
∑
j

βj(x)
(

exp〈hj, θ〉 − 1
)
≤ 0 for all θ ∈ Rd,

in particular for θ = εei (where ei is the ith unit-vector and ε > 0; in the following
hij is the ith component of hj),

εyi ≤
∑
j

βj(x)
(

exp(εhij)− 1
)
.

Dividing by ε and letting ε→ 0, we deduce that

yi ≤
∑
j

βj(x)hij.

For θ = −εei the converse inequality follows accordingly.

Remark 4.2. The function L(x, ·) is even strictly convex, see Corollary 4.10 below.

Lemma 4.3. Assume that βj (j = 1, . . . , k) is bounded. Then, there exist constants C1

and B1 such that for all |y| ≥ B1, x ∈ Rd,

L(x, y) ≥ C1|y| log(|y|).

Proof. Let

θ := y
log |y|
h̄|y|

,

hence provided |y| ≥ 1,

L(x, y) ≥ |y| log |y|
h̄

− kβ̄|y|

which grows like |y| log |y| as |y| → ∞.
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We now have

Lemma 4.4. There exists a constant C2 such that for all x ∈ A, y ∈ Cx, there exists a
µ ∈ Vx,y with

|µ| ≤ C2|y|.

Proof. We first note that there are only finitely many convex cones Cx and we can hence
restrict our attention to a fixed x ∈ A.

We proceed by contradiction. Assume that for all n there exists a yn ∈ Cx such that
for all µ ∈ Vx,yn ,

|µ| ≥ n|yn|.

We note that for any y ∈ Cx, there exists a minimal representation µ ∈ Vx,y (in the sense
that µ̃ ∈ Vx,y ⇒ maxj µ̃j ≥ maxj µj). Indeed, let {µn, : n ≥ 1} ⊂ Vx,y be such that, as
n→∞,

max
j
µnj ↓ inf

µ∈Vx,y

(
max
j
µj

)
.

There exists a subsequence along which µn → µ ∈ Rd
+ as n → ∞. If µj > 0, we have

µnj > 0 for n large enough and hence βj(x) > 0. Hence µ ∈ Vx,y since moreover∑
j

µjhj = lim
n

∑
j

µnj hj = y.

Given yn, we denote this minimal representation by µ̄n. We now define

ỹn :=
yn

|µ̄n|
, hence |ỹn| ≤ 1

n
.

Furthermore, it is easy to see that minimal representations for the ỹn are given by

µ̃n :=
µ̄n

|µ̄n|
, hence |µ̃n| = 1.

Boundedness implies (after possibly the extraction of a subsequence) µ̃n → µ̃ with |µ̃| = 1.
We let n large enough such that for all j

µ̃nj > 0⇒ µ̃nj >
µ̃j
2

(note that for at least one j, µ̃j > 0). We have

0 = lim
n
ỹn = lim

n

∑
j

µ̃nj hj =
∑
j

µ̃jhj

and therefore
ỹn =

∑
j

µ̃nj hj =
∑
j;µ̃j>0

(
µ̃nj −

µ̃j
2

)
︸ ︷︷ ︸

=:µ̂nj >0

hj +
∑
j;µ̃j=0

µ̃nj︸︷︷︸
=:µ̂nj

hj,

a contradiction to the minimality of the µ̃nj .

We require the following result
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Lemma 4.5. Let x ∈ A.

1. `(x, µ) ≥ 0 for µ ∈ Vx and `(x, ·) : Vx −→ R+ is strictly convex and has compact
level sets {µ ∈ Vx|`(x, µ) ≤ α}.

2. Let y ∈ Cx. Then there exists a unique µ∗ = µ∗(y) such that

`(x, µ∗) = inf
µ∈Vx,y

`(x, µ).

3. There exist constants C3, C4, C5, B2 > 0 (which depend only upon supx∈A maxi≤j≤k βj(x)),
such that

|µ∗(y)| ≤ C3|y| if |y| > B2, (4.1)
|µ∗(y)| ≤ C4 if |y| ≤ B2, (4.2)
|µ∗(y)| ≥ C5|y| for all y. (4.3)

4. L(x, ·), µ∗ : Cx → R+ are continuous.

Proof. 1. We define the function f(z) = 1 − z + z log z for z ≥ 0 and note that for
µ ∈ Vx,

`(x, µ) =
∑

j,βj(x)>0

βj(x)f
(

µj
βj(x)

)
.

We readily observe (by differentiation) that f ≥ 0 and that f is strictly convex.
Thus the first two assertions follow.

As Vx is closed and `(x, ·) is continuous, the level sets are closed. Compactness
follows form the fact that limx→∞ f(x) =∞.

2. Existence of a minimizer follows from the fact that Vx,y is closed. Uniqueness follows
from the strict convexity of `(x, ·).

3. By the definition of `, there exists a B2 = B2(β̄(x)) > 0 and C = C(β̄(x)) > 0 such
that for y ∈ Cx with |y| ≥ B2 (and appropriate µ ∈ Vx,y according to Lemma 4.4),

`(x, µ∗(y)) ≤ `(x, µ) ≤ C|y| log |y|.

On the other hand, assume that for all n there exists an yn ∈ Cx with |yn| ≥ B2

such that
|µ∗(yn)| ≥ n|yn|.

This implies for an appropriate constant C̃ and n large enough

`(x, µ∗(yn)) ≥ nC̃|y| log |y|,

a contradiction. Hence Inequality (4.1) follows.

Assume now that for all n there exists an yn ∈ Cx with |yn| ≤ B2,

|µ∗(yn)| ≥ n, hence lim
n→∞

`(x, µ∗(yn))→∞.
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However, Lemma 4.4 implies that there exists an µn ∈ Vx,yn and a constant C =
C(β̄(x), B2) independent of n with

`(x, µn) ≤ C,

a contradiction. Hence Inequality (4.2) follows.

Finally, Inequality (4.3) follows from the definition of Vx,y.

4. Let y, yn ∈ Cx with yn → y. By 3., the sequence (µ∗(yn))n is bounded and hence
there exists a convergent subsequence, say (by abuse of notation)

µ∗(yn)→ µ∗ with µ∗j ≥ 0 for all j.

In particular, we have ∑
j

µ∗jhj = y. (4.4)

We have

yn =
∑
j

µ∗j(y
n)hj

= (1− εn)
∑
j

µ∗jhj +
∑
j

(
µ∗j(y

n)− µ∗j + εnµ∗j
)
hj

= (1− εn)
∑
j

µ∗j(y)hj +
∑
j

µ̃nj hj, (4.5)

where we have used (4.4), µ∗(y) = argmaxµ `(x, µ), µ̃nj = µ∗j(y
n)− µ∗j + εnµ∗j , and

εn =


2 maxj |µ∗j (yn)−µ∗j |

minj;µ∗
j
>0 µ

∗
j

, if minj;µ∗j>0 µ
∗
j > 0;

1/n, otherwise.

In particular, we have 0 ≤ µ̃nj → 0 as n → ∞. By Equation (4.5), 2. and the
continuity of `, we have

`(x, µ∗(yn))) ≤ `(x, (1− εn)µ∗(y) + µ̃n)

≤ `(x, µ∗(y)) + δ(n) (4.6)

with δ(n)→∞ as n→∞. This implies (again by the continuity of `)

`(x, µ∗) ≤ `(x, µ∗(y))

and hence µ∗ = µ∗(y) by 2. As this holds true for all convergent subsequences of
(µ∗(yn))n, this establishes the continuity of µ∗(·).
The continuity of L(x, ·) follows directly from this and the continuity of `.

Remark 4.6. Assume that for x ∈ A, Cx = Cx̃ for all x̃ in some neighborhood U of x.
Then the function ` : U×Vx,y → R+ is continuous and hence we have that µ∗(y) = µ∗(x, y)
as given in Lemma 4.5 is also continuous in x (as the argmin of a continuous function).
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We have moreover

Lemma 4.7. 1. Let x ∈ A. For all B > 0, there exists a constant C6 = C6(x,B) > 0
such that for all y ∈ Cx with |y| ≤ B and θ ∈ Rd with ˜̀(x, y, θ) ≥ −1,5

〈θ, hj〉 ≤ C6 for all j with βj(x) > 0.

If log βj(·) (j = 1 . . . , k) is bounded, C6 can be chosen independently of x.

2. Let x ∈ A and y ∈ Cx. If (θn)n is a maximizing sequence of ˜̀(x, y, ·) and for some
j = 1, . . . , k,

lim inf
n→∞

〈θn, hj〉 = −∞,

then
µj = 0 for all µ ∈ Vx,y.

Conversely, there exists a constant C̃6 = C̃6(B) > 0 such that if |y| ≤ B and µj > 0
for some µ ∈ Vx,y, then

lim inf
n→∞

〈θn, hj〉 > −C̃6.

Proof. 1. Let |y| ≤ B, C2 and µ ∈ Vx,y be according to Lemma 4.4. Define the
functions from R into itself

fj(z) := µjz − βj(x)(ez −1).

Note that fj(z) = 0 if βj(x) = 0, and argmaxz fj(z) = log µj/βj(x) if βj(x) > 0. Let

C̃(x,B) = sup
j; βj(x)>0

sup
|µ|≤C2B

fj

(
log

µj
βj(x)

)
.

If x, y and θ are as in the statement, and 1 ≤ j ≤ k is such that βj(x) > 0 and
〈θ, hj〉 > 0, then ∑

j′ 6=j

fj′(〈θ, hj′〉) = ˜̀(x, y, θ)− fj(〈θ, hj〉),

hence in view of the assumption,

fj(〈θ, hj〉) ≥ −1− (k − 1)C̃(x,B),

As fj(z)→ −∞ as z →∞, the assertion follows.

2. If lim infn→∞〈θn, hj〉 = −∞ and µ ∈ Vx,y with µj > 0, then 1. implies that
˜̀(x, y, θn)→ −∞, a contradiction.

The second assertion follows accordingly.

We now prove
5The constant −1 can be replaced by any other constant −C (C > 0). Note that C6 then depends on

C with C6 increasing in C.
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Lemma 4.8. 1. Let x ∈ A and y ∈ Cx. Then there exists a maximizing sequence (θn)n
of ˜̀(x, y, ·) and constants s̃j (for all j = 1, . . . , k for which there exists a µ ∈ Vx,y
with µj > 0) such that

lim
n→∞
〈θn, hj〉 = s̃j ∈ R.

The constants s̃j are bounded uniformly over bounded sets of y ∈ Cx.
In particular, there exists a maximizing sequence (θn)n such that for all j = 1, . . . , k
with βj(x) > 0,

lim
n→∞

exp(〈θn, hj〉) = sj ∈ R.6

2. Let x ∈ A and y 6∈ Cx. Then L(x, y) =∞.

Proof. 1. By Lemma 4.7,

−C̃6 = −C̃6(|y|) < 〈θn, hj〉 ≤ C6 = C6(|y|)

for all n and for all j with µj > 0 for some µ ∈ Vx,y. The first assertion follows by
taking appropriate subsequences.

For the second assertion, we have to consider those j with µj = 0 for all µ ∈ Vx,y
although βj(x) > 0. If lim infn→∞〈θn, hj〉 = −∞, we take further subsequences and
obtain (with a slight abuse of notation)

lim
n→∞

exp(〈θn, hj〉) = 0.

2. Let y 6∈ Cx and v be the projection of y on Cx. Hence, 0 = 〈y− v, v〉 ≥ 〈y− v, ṽ〉 for
all ṽ ∈ Cx. For z = y − v (6= 0 as y 6∈ Cx), we have 〈z, y〉 = 〈z, z〉 + 〈z, v〉 > 0 and
〈z, hj〉 ≤ 0 for all j with βj(x) > 0. If we set θn = nz, we obtain `(x, y, θn)→∞.

4.2 Equality of L and L

We can now finally establish

Theorem 4.9. For all x ∈ A, y ∈ Rd,

L(x, y) = L(x, y).

Proof. In view of Lemma 2.2, it suffices to prove that L(x, y ≤ L(x, y). We first note that
we have L(x, y) < ∞ if and only if y ∈ Cx by Lemma 4.8 2. and Lemma 4.11. As the
same is true for L(x, y) by definition, we can restrict our attention to the case y ∈ Cx.

We choose a maximizing sequence (θn)n according to Lemma 4.7 and obtain

lim
n
〈θn, y〉 = L(x, y) +

∑
j

βj(x)(sj − 1); (4.7)

6Note that here, we also include those j with βj(x) > 0 and µj = 0 for all µ ∈ Vx,y.
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here we set sj = 0 if βj(x) = 0. We now differentiate with respect to θ and obtain for all
n

∇θ
˜̀(x, y, θn) = y −

∑
j;βj(x)>0

βj(x)hj exp(〈θn, hj〉);

hence (by the fact that (θn)n is a maximizing sequence and the limit of ∇θ
˜̀(x, y, θn)

exists),
lim
n
∇θ

˜̀(x, y, θn) = y −
∑

j;βj(x)>0

βj(x)sjhj = 0.

We set,
µ∗j := βj(x)sj, (4.8)

in particular
y =

∑
j

µ∗jhj and µ∗ ∈ Vx,y.

Therefore,

L(x, y) ≤ `(x, µ∗)

=
∑
j

βj(x)− µ∗j + µ∗j log
( µ∗j
βj(x)

)
=
∑
j

βj(x)(1− sj) + µ∗j log sj

= L(x, y),

where we have used (4.7) and (4.8) for the last identity. The assertion follows.

From now on, we shall write L(x, y) for the quantity L(x, y) = L(x, y).
We now prove the strict convexity of L(x, ·).

Corollary 4.10. For all x ∈ A, L(x, ·) : Cx → R+ is strictly convex.

Proof. For strict convexity, we exclude the case that βj(x) = 0 for all j (as then L(x, y) =
∞ for all y 6= 0 and the assertion is trivial).

Convexity was proven in Lemma 4.1. Assume now that for y, ỹ ∈ Cx and λ ∈ (0, 1),

L(x, λy + (1− λ)ỹ) = λL(x, y) + (1− λ)L(x, ỹ).

In other words,

sup
θ

{
〈θ, λy + (1− λ)ỹ〉 −

∑
j

βj(x)(e〈θ,hj〉−1)
}

= sup
θ

{
λ
[
〈θ, y〉 −

∑
j

βj(x)(e〈θ,hj〉−1)
]

+ (1− λ)
[
〈θ, ỹ〉 −

∑
j

βj(x)(e〈θ,hj〉−1)
]}

= λ sup
θ

{
〈θ, y〉 −

∑
j

βj(x)(e〈θ,hj〉−1)
}

+ (1− λ) sup
θ

{
〈θ, ỹ〉 −

∑
j

βj(x)(e〈θ,hj〉−1)
}
.
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Hence, if (θn)n is a maximizing sequence for ˜̀(x, λy + (1− λ)ỹ, ·), it is also a maximizing
sequence for ˜̀(x, y, ·) and ˜̀(x, ỹ, ·). As in the proof of Theorem 4.9, this implies

lim
n→∞

∇θ
˜̀(x, y, θn) = y − lim

n→∞

∑
j

βj(x)(e〈θn,hj〉−1) = 0,

lim
n→∞

∇θ
˜̀(x, ỹ, θn) = ỹ − lim

n→∞

∑
j

βj(x)(e〈θn,hj〉−1) = 0.

Hence y = ỹ as required.

4.3 Further properties of the Legendre Fenchel transform

In this subjection, we assume that the log βj’s are bounded. In this case Cx = C = Rd for
all x.

We have

Lemma 4.11. Assume that log βj (j = 1, . . . , k) is bounded.

1. For all B > 0 exists a constant C7 = C7(B) > 0 such that for all x ∈ A, y ∈ C with
|y| ≤ B,

L(x, y) ≤ C7.

2. For all x ∈ A, L(x, ·) : C → R+ is continuous.

Proof. 1. Let x ∈ A, y ∈ C. By Lemma 4.4 and Theorem 4.9 below7, we obtain

L(x, y) ≤
∑

j,βj(x)>0

βj(x)− µj + µj log µj − µj log βj(x)

≤ k(β + C|y| logC + C|y| log |y|+ C|y|| log β|).

The assertion follows.

2. The assertion follows directly from 1., Lemma 4.1 1.

We have moreover

Lemma 4.12. Assume that log βj (j = 1, . . . , k) is bounded. For all ρ > 0, ε > 0, C8 > 0,
there exists a constant B3 = B(C8, ε) such that for all x ∈ A, y ∈ C with |y| ≤ C8,

sup
|θ|≤B

˜̀(x, y, θ) ≥ sup
θ∈Rd

˜̀(x, y, θ)− ε = L(x, y)− ε.

Proof. We first fix x ∈ A and define the compact set

C̃ := {y ∈ C||y| ≤ C8}.

We fix δ > 0 and define for y ∈ C̃,

z(y, δ) := y +
∑
j

δhj,

7note that this result is not used for the proof of Theorem 4.9.
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Ny,δ :=
{
y +

∑
j

αjhj|αj ∈ (−δ, δ)
}
.

For all y ∈ C̃, Ny,δ is relatively open (with respect to C) and y ∈ Ny,δ. Hence there
exists a finite cover N1, . . . , Nn of C̃, where Ni := Nyi,δ for appropriate yi ∈ C̃; we define
zi := z(yi, δ).

We use the continuity of L(x, ·) : C → R+ (cf. Lemma 4.11 2.) and the fact that C̃ is
compact, we obtain for δ small enough that for all y ∈ C̃, v ∈ Ny,δ,

|L(x, v)− L(x, z(y, δ))| < ε

4
. (4.9)

We let θi be almost optimal for zi in the sense that

˜̀(x, zi, θi) ≥ L(x, zi)−
ε

4
. (4.10)

We now set Bx := maxi |θi| and let y ∈ C̃, say y ∈ Ni. Then, making use successively of
(4.9) and (4.10), we obtain

L(x, y) ≤ L(x, zi) +
ε

4

≤ ˜̀(x, zi, θi) +
ε

2

= ˜̀(x, y, θi) +
ε

2
+ 〈θi, zi − y〉. (4.11)

We have zi−y =
∑

j µjhj for appropriate µj = αj+δ ∈ (0, 2δ) and by Lemma 4.7 (cf. also
Inequality (4.9)), 〈θi, hj〉 ≤ C6. Hence

〈zi − y, θi〉 =
∑
j

µj〈hj, θi〉 ≤ 2kC6δ ≤
ε

4
, (4.12)

provided we choose δ such that 8kC6δ ≤ ε. Therefore by Inequalities (4.11) and (4.12)
for all y ∈ C̃,

L(x, y) ≤ ˜̀(x, y, θi) + ε (recall that |θi| ≤ Bx). (4.13)

Let now for all x ∈ A, Bx be the bound obtained above belonging to ε
4
.8 Let further-

more x, x̃ ∈ A with |β(x) − β(x̃)| < δ for some δ > 0, y ∈ C̃, |y| ≤ C8 and θ ∈ Rd such
that ˜̀(x, y, θ) ≥ −1 (which implies 〈θ, hj〉 ≤ C6 by Lemma 4.7). This implies

|˜̀(x, y, θ)− ˜̀(x̃, y, θ)| ≤
∑
j

|βj(x)− βj(x̃)| eC6 <
ε

4
(4.14)

for δ small enough (and independent of x, x̃, y, θ). Let now be θ̃ be almost optimal for
x̃, y. Using twice (4.14) and once (4.13), we obtain

L(x̃, y) ≤ ˜̀(x̃, y, θ̃) +
ε

4

≤ ˜̀(x, y, θ̃) +
ε

2

8Note that Bx depends on x only through β(x).
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≤ sup
|θ|≤Bx

˜̀(x, y, θ) +
3ε

4

≤ sup
|θ|≤Bx

˜̀(x̃, y, θ) + ε

We can cover the compact interval [β, β̄] by finitely many δ̃-neighborhoods of βi. The
assertion follows by taking the maximum of the corresponding Bi (cf. Footnote 8).

Lemma 4.13. Assume that log βj (j = 1, . . . , k) is bounded. There exist constants B4

and C9 such that for all, x ∈ A and y ∈ C,

L(x, y) ≤

{
C9 if |y| ≤ B4

C9|y| log |y| if |y| > B4.

Proof. From the formula for L(x, y) and Lemma 4.4, we have

L(x, y) ≤
∑
j

β̄ + C|y| log |y|+ C|y|| log β|

≤ k ·
(
β̄ + C|y| log |y|+ C|y|| log β|

)
.

We also obtain the continuity of L in x

Lemma 4.14. Assume that log βj (j = 1, . . . , k) is bounded and continuous. For all
y ∈ C,

L(·, y) : A→ R+

is continuous. The continuity is uniform over bounded y.

Proof. We let y ∈ C with |y| ≤ B, 0 < ε < 1. and x, x̃ ∈ A. Let θ such that

L(x, y) ≤ ˜̀(x, y, θ) +
ε

2
.

We have by the continuity of the βj and Lemma 4.7,

|˜̀(x, y, θ)− ˜̀(x̃, y, θ)| ≤
∑
j

|βj(x)− βj(x̃)|eC6 <
ε

2

if |x− x̃| < δ for appropriate δ > 0 (independent of x, x̃ ∈ A and y with |y| ≤ B). Thus,

L(x, y) ≤ ˜̀(x̃, y, θ) + ε ≤ L(x̃, y) + ε.

Reversing the roles of x and x̃ proves the assertion.

Combinig Lemma 4.14 and Lemma 4.11, we deduce the

Corollary 4.15. Assume that log βj (j = 1, . . . , k) is bounded and continuous. Then
L : A× Rd → R+ is continuous.
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4.4 The rate function

Recall that for φ : [0, T ]→ A, we let

IT (φ) :=

{∫ T
0
L(φ(t), φ′(t))dt if φ is absolutely continuous

∞ otherwise.

For x ∈ A and φ : [0, T ]→ A, let

IT,x(φ) :=

{
IT (φ) if φ(0) = x

∞ otherwise.

We first have the following statement, which follows readily from point 2 in Lemma
4.1.

Lemma 4.16. Assume that x ∈ A. If φ solves the ODE (1.2), then IT,x(φ) = 0. Con-
versely, if the ODE (1.2) admits a unique solution Y x and IT,x(φ) = 0, then φ(t) = Y x(t)
for all t ∈ [0, T ].

In the next statement, B1 refers to the constant appearing in Lemma 4.3.

Lemma 4.17. Assume that βj (j = 1, . . . , k) is bounded.

1. Let K, ε > 0. There exits δ > 0 such that for all φ with IT,x(φ) ≤ K and for all
finite collections of non-overlapping subintervals of [0, T ], [s1, t1], . . . , [sJ , tJ ], with∑

i(ti − si) = δ, ∑
i

|φ(ti)− φ(si)| < ε.

2. Let K > 0. Then, for all constants B ≥ B1 and for all φ with IT,x(φ) ≤ K,∫ T

0

1{|φ′(t)|≥B}dt <
K

C1B logB
.

Proof. 1. Note first that

f(α) := inf
x,y

{L(x, y)

|y|

∣∣∣|y| ≥ α
}
→∞

as α→∞ by Lemma 4.3. For g(t) := 1∪j [sj ,tj ] and α = 1/
√
δ, we obtain by the fact

that φ is absolutely continuous∑
j

|φ(tj)− φ(sj)| ≤
∫ T

0

|φ′(t)|g(t)dt

≤
∫ T

0

α1{|φ′(t)|≤α}g(t)dt+

∫ T

0

1{|φ′(t)|>α}
L(φ(t), φ′(t))

L(φ(t), φ′(t))/|φ′(t)|
g(t)dt

≤ αδ +
IT,x(φ)

f(α)

≤
√
δ +

K

f(1/
√
δ)
→ 0,

as δ → 0.
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2. For B > 0, we define the function

f(B) := inf
x,y

{L(x, y)

|y|

∣∣∣ |y| ≥ B
}
.

By Lemma 4.3, f(B) ≥ C1 logB for B ≥ B1.∫ T

0

1{|φ′(t)|≥B}dt ≤
1

B

∫ T

0

|φ′(t)|1{|φ′(t)|≥B}dt

=
1

B

∫ T

0

L(φ(t), φ′(t))|φ′(t)|
L(φ(t), φ′(t))

1{|φ′(t)|≥B}dt

≤ K

Bf(B)
≤ K

C1B logB
.

Theorem 4.18. Assume that log βj (j = 1, . . . , k) is bounded and continuous. Let φ ∈
D([0, T ];A) with IT,x(φ) <∞. For all ε > 0, there exists a δ > 0 such that for

φ̃ : [0, T ]→ A with sup
0≤t≤T

|φ̃(t)− φ(t)| < δ,

∣∣∣ ∫ T

0

(
L(φ̃(t), φ′(t))− L(φ(t), φ′(t))

)
dt
∣∣∣ < ε.

Proof. We choose B ≥ B1∨B4 large enough such that for x ∈ A, y ∈ Cx = C (independent
of x) with |y| ≥ B (cf. Lemmas 4.3 and 4.13),

C1|y| log |y| ≤ L(x, y) ≤ C9|y| log |y|.

As IT,x(φ) < ∞, the set {t|φ′(t) 6∈ C} is a Lebesgue null-set and we assume w.l.o.g. that
for all t, φ′(t) ∈ C. We hence obtain that∫ T

0

L(φ̃(t), φ′(t))1{|φ′(t)|≥B}dt ≤
∫ T

0

C9|φ′(t)| log |φ′(t)|1{|φ′(t)|≥B}dt

≤ C9

C1

∫ T

0

L(φ(t), φ′(t))1{|φ′(t)|≥B}dt.

From this and Lemma 4.17, we can choose B large enough such that

sup

(∫ T

0

L(φ̃(t), φ′(t))1{|φ′(t)|≥B}dt,

∫ T

0

L(φ(t), φ′(t))1{|φ′(t)|≥B}dt

)
<
ε

4
.

By Lemma 4.14, there exists an δ > 0 such that for all x, x̃ ∈ A with |x − x̃| < δ and
y ∈ C with |y| ≤ B,

|L(x, y)− L(x̃, y)| < ε

2T
.
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We obtain for sup0≤t≤T |φ̃(t)− φ(t)| < δ,∣∣∣ ∫ T

0

(
L(φ̃(t), φ′(t))− L(φ(t), φ′(t))

)
dt
∣∣∣

≤
∣∣∣ ∫ T

0

L(φ̃(t), φ′(t))1{|φ′(t)|≥B}dt
∣∣∣+
∣∣∣ ∫ T

0

L(φ(t), φ′(t))1{|φ′(t)|≥B}dt
∣∣∣

+

∫ T

0

∣∣L(φ̃(t), φ′(t))− L(φ(t), φ′(t))
∣∣1{|φ′(t)|<B}dt

< ε.

4.5 I is a good rate function

We first have

Lemma 4.19. For δ > 0, x ∈ A and y ∈ Rd, we define

Lδ(x, y) := sup
θ∈Rd

˜̀
δ(x, y, θ),

where
˜̀
δ(x, y, θ) := 〈θ, y〉 − sup

z∈A;|z−x|≤δ

∑
j

βj(z)
(

e〈θ,hj〉−1
)
.

Since the βj are bounded and continuous, then

Lδ(x, y) ↑ L0(x, y) = L(x, y)

and Lδ(x, y) is lower semicontinuous in (δ, x, y).

Proof. It is easy to see that ˜̀
δ(x, y, θ) is continuous is (x, y, δ), hence the first assertion

follows. The second assertion follows from the fact that the supremum of a family of lower
semicontinuous functions is lower semicontinuous.

We next establish (recall the metric dD introduced in subsection 2.1)

Lemma 4.20. Let the βj be bounded and continuous. Then, IT is lower semicontinuous
with respect to the metric dD on D([0, T ];A).

Proof. As IT (φ) = ∞ if φ is not absolutely continuous, we can restrict our attention
to sequences of absolutely continuous functions. As the Skorohod topology relativized
to C([0, T ];A) coincides with the uniform topology (see, e.g., Billingsley [1999], Section
12, p.124), we can consider a sequence of functions φn ∈ C([0, T ];A) converging to a
function φ under the uniform topology. We can furthermore assume that IT (φn) ≤ K for
some K and all n ≥ 1. By Lemma 4.17, the functions φn are hence uniformly absolutely
continuous and therefore the limit φ is absolutely continuous.

Therefore, for any given δ > 0, there exists a ∆ > 0 such that

|s− t| ≤ ∆⇒ |φn(s)− φn(t)| ≤ δ for all n.
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We choose ∆ smaller if necessary such that T/∆ =: J ∈ N and divide [0, T ] into subin-
tervals [tj, tj+1], j = 1, . . . , J of length ≤ ∆. We note that for |x′ − x| ≤ δ, we have
Lδ(x

′, y) ≤ L(x, y). Furthermore, we observe that Lδ(x, ·) is convex as a supremum of
linear functions and hence by Jensen’s Inequality∫ T

0

L(φn(t), φ′n(t))dt ≥
J∑
j=1

∫ tj+1

tj

Lδ(φn(tj), φ
′
n(t))dt

≥
J∑
j=1

∆Lδ

(
φn(tj),

φn(tj+1)− φn(tj)

∆

)
. (4.15)

We now further divide the interval [0, T ] into subintervals of length ∆k := ∆2−k, k ∈ N,
[tkj , t

k
j+1], j = 1, . . . , Jk := 2kJ and define the functions

φk(t) := φ(tkj ) if t ∈ [tkj , t
k
j+1], φ

k
(t) := φk(t+ ∆k).

Note that there exits a sequence δk ↓ 0 such that

|s− t| < ∆k ⇒ |φn(s)− φn(t)| < δk for all n.

Hence by Inequality (4.15) and Lemma 4.19 for all k ∈ N,

lim inf
n→∞

∫ T

0

L(φn(t), φ′n(t))dt ≥
Jk∑
j=1

∆k lim inf
n→∞

Lδk

(
φn(tkj ),

φn(tkj+1)− φn(tkj )

∆k

)

≥
∫ T−∆k

0

Lδk

(
φk(t),

φ
k
(t)− φk(t)

∆k

)
dt. (4.16)

As φ is absolutely continuous, we have that for almost all t ∈ [0, T ],

φ
k
(t)− φk(t)

∆k

→ φ′(t) as k →∞.

We conclude by using Inequality (4.16), Fatou’s Lemma and Lemma 4.19 again:

lim inf
n→∞

∫ T

0

L(φn(t), φ′n(t))dt ≥ lim inf
k→∞

∫ T−∆k

0

Lδk

(
φk(t),

φ
k
(t)− φk(t)

∆k

)
dt

≥
∫ T

0

lim inf
k→∞

(
1[0,T−∆k](t)Lδk

(
φk(t),

φ
k
(t)− φk(t)

∆k

))
dt

≥
∫ T

0

L(φ(t), φ′(t))dt

as required.

We define for K > 0, x ∈ A,

Φ(K) =
{
φ ∈ D([0, T ];A)|IT (φ) ≤ K

}
,

Φx(K) =
{
φ ∈ D([0, T ];A)|IT,x(φ) ≤ K

}
.

We have moreover
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Proposition 4.21. Assume that βj (j = 1, . . . , k) are bounded and continuous. Let
furthermore K > 0 and Ã ⊂ A be compact.Then, the sets⋃

x∈Ã

Φx(K)

are compact in C([0, T ];A).

Proof. By Lemma 4.17, the functions in
⋃
x∈Ã Φx(K) are equicontinuous. As Ã is compact,

the Theorem of Arzelà-Ascoli hence implies that
⋃
x∈Ã Φx(K) has compact closure. Now,

the semicontinuity of I (cf. Lemma 4.20) implies that
⋃
x∈Ã Φx(K) is closed which finishes

the proof.

We define for S ⊂ D([0, T ];A),

Ix(S) := inf
φ∈S

IT,x(φ).

Lemma 4.22. Assume that βj (j = 1, . . . , k) are bounded and continuous. Let F ⊂
C([0, T ];A) be closed. Then Ix(F ) is lower semicontinuous in x.

Proof. We let xn → x with lim infn→∞ Ixn(F ) =: K <∞. For simplicity, we assume that
Ixn(F ) ≤ K + ε for some fixed ε > 0 and for all n. By Proposition 4.21, we have that for
all ε, δ > 0,

F ∩ Φxn(K + ε) and F ∩
⋃

|x−y|≤δ

Φy(K + ε)

are compact. By the semicontinuity of IT (·) (cf. Lemma 4.20) and the fact that a l.s.c.
function attains its minimum on a compact set, there exist φn ∈ F such that Ixn(F ) =
IT,xn(φn) (for n large enough). As the φn are in a compact set, there exists a convergent
subsequence with limit φ, in particular φ(0) = x. As F is closed, we have φ ∈ F . We use
Lemma 4.20 again and obtain

Ix(F ) ≤ IT (φ) ≤ lim inf
n→∞

IT (φn) = lim inf
n→∞

Ixn(F ) = K

as required.

The following result is a direct consequence of Lemma 4.22.

Lemma 4.23. Assume that βj (j = 1, . . . , k) is bounded and continuous. For F ⊂
D([0, T ];A) closed and x ∈ A, we have

lim
ε↓0

inf
y∈A, |x−y|<ε

Iy(F ) = Ix(F )

We can now establish the main result of this subsection.

Proposition 4.24. Let the βj be bounded and continuous. For all x, Ix is a good rate
function on C([0, T ];A) ∩ {φ|φ(0) = x}.

Proof. It is clear that IT is non-negative as L is non-negative. Furthermore, it is lower
semicontinuous by Lemma 4.20. By Proposition 4.21 its level sets are compact.
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We have moreover

Corollary 4.25. Let the βj be bounded and continuous. For all x ∈ A, IT,x is a good rate
function on D([0, T ];A) ∩ {φ|φ(0) = x} under both metrics dC and dD.

Proof. Since It,x is finite only for absolutely continuous functions, it suffices to consider
sequences in C([0, T ];A) ∩ {φ|φ(0) = x}. Limits of such sequences (under either metric)
are continuous and convergence is equivalent for both metrics (see, e.g., Billingsley [1999]).
Lower semicontinuity follows. Compactness of the level sets follows by Proposition 4.24
and the fact that the identity maps from (C([0, T ];A), dC) into (D([0, T ];A), dC) and
(D([0, T ];A), dD) are continuous .

4.6 A property of non–exponential equivalence

It is worth wondering whether or not {ZN,xN
t , 0 ≤ t ≤ T} and {ZN,x

t , 0 ≤ t ≤ T} are
exponentially equivalent, whenever xN → x as N → ∞. Indeed, Dembo and Zeitouni
[2009] prove that property for diffusions with small noise and Lipschitz coefficients, and
use it to establish certain results, of which we shall prove analogs below, but without that
exponential equivalence, which fails to hold in our Poissonian case.

Let x, y ∈ A, and consider the processes

ZN,x
t = x+

k∑
j=1

hj
N
Pj

(
N

∫ t

0

βj(Z
N,x
s )ds

)
,

ZN,y
t = y +

k∑
j=1

hj
N
Pj

(
N

∫ t

0

βj(Z
N,y
s )ds

)
.

For any δ > 0, as |x− y| → 0, we ask what is the limit, as |x− y| → 0, of

lim sup
N→∞

1

N
logP

(
sup

0≤t≤T
|ZN,x

t − ZN,y
t | > δ

)
? (4.17)

If that limit is −∞, then we would have the above exponential equivalence. We now show
on a particularly simple example that this is not the case. It is easy to infer that it in fact
fails in the above generality, assuming that the βj’s are Lipschitz continuous and bounded.
We consider the case d = 1, A = R+, k = 1, β(x) = x, h = 1. We could truncate β(x) to
make it bounded, in order to comply with our standing assumptions. The modifications
below would be minor, but we prefer to keep the simplest possible notations. Assume
0 < x < y and consider the two processes

ZN,x
t = x+

1

N
P

(
N

∫ t

0

ZN,x
s ds

)
,

ZN,y
t = y +

1

N
P

(
N

∫ t

0

ZN,y
s ds

)
.

It is plain that 0 < ZN,x
t < ZN,y

t for all N ≥ 1 and t > 0. Let ∆N,x,y
t = ZN,y

t − ZN,x
t . The

law of {∆N,x,y
t , 0 ≤ t ≤ T} is the same as that of the solution of

∆N,x,y
t = y − x+

1

N
P

(
N

∫ t

0

∆N,x,y
s ds

)
.
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We deduce from Theorem 5.10 below (which is established in case of a bounded coefficient
β(x), but it makes no difference here) that

lim inf
N→∞

1

N
logP[∆N,x,y

1 > 1] ≥ − inf
φ(0)=y−x, φ(1)>1

I1,y−x(φ)

≥ −I1,y−x(ψ),

with ψ(t) = y − x+ t, hence

I1,y−x(ψ) =

∫ 1

0

L(y − x+ t, 1)dt

=

∫ 1

0

[y − x+ t− 1− log(y − x+ t)]dt

= y − x+ 1/2− (y − x+ 1) log(y − x+ 1) + (y − x) log(y − x)

→ 1/2,

as y − x→ 0. This clearly contradicts the exponential equivalence.
We note that the above process ZN,x

t can be shown to be “close” (in a sense which is
made very precise in Kurtz [1978]) to its diffusion approximation

XN,x
t = x+

∫ t

0

XN,x
s ds+

1√
N

∫ t

0

√
XN,x
s dBs,

where {Bt, t ≥ 0} is standard Brownian motion. One can study large deviations of this
diffusion process from its Law of Large Numbers limit (which is the same as that of ZN,x

t ).
The rate function on the time interval [0, 1] is now

I(φ) =

∫ 1

0

(φ′(t)− φ(t))2

φ(t)
dt.

Let again ψ(t) = y − x+ t, now with 0 = x < y. I(ψ) = log(1 + y)− log(y)− 3/2 + y →
+∞, as y → 0. We see here that the large deviations behaviour of the solution of the
Poissonian SDE and of its diffusion approximation differ dramatically, as was already
noted by Pakdaman et al. [2010] (see also the references in this paper).

5 Lower bound
We first establish the LDP lower bound under the assumption that the rates are bounded
away from zero, or in other words the log βj’s are bounded. From this, we will derive later
the general result.

5.1 LDP lower bound if the rates are bounded away from zero

We first note that if the βj are bounded away from zero, then the convex cone Cx is
dependent of x, Cx = C for all x. Note that this implies that the “domain” A of the
process cannot be bounded.

We require a LDP for linear functions. This follows from the LLN (Theorem 3.1).
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Proposition 5.1. Assume that log βj (j = 1, . . . , k) is bounded and continuous. For any
ε > 0, δ > 0 there exists an ε̃ > 0 such that for x ∈ A, y ∈ C and µ ∈ Vx,y = Ṽy,

lim inf
N→∞

1

N
log
(

inf
z∈A;|z−x|<ε̃

P
[

sup
t∈[0,T ]

|ZN,z(t)− φx(t)| < ε
])
≥ −

∫ T

0

`(φx(t), µ)dt− δ,

where
φx(t) := x+ ty = x+ t

∑
j

µjhj.

Proof. We define
FN,z :=

{
sup
t∈[0,T ]

|ZN,z(t)− φz(t)| < ε

2

}
and let ε̃ < ε1 = ε/2. Let now ξT = ξN,zT = dP̃

dP |FT be given as in Theorem A.1 for initial
value z and constant rates β̃j = µj. Then, with the notation ẼFN,z [X] := Ẽ[X|FN,z] and
(recall that ξT 6= 0 P̃-almost surely)

XN,z
T := XT := log ξ−1

T =
∑
τ≤T

[
log βj(τ)(Z

N,z(τ−))−log µj(τ)

]
−N

∑
j

∫ T

0

(
βj(Z

N,z(t))−µj
)
dt,

lim inf
N→∞

1

N
log
(

inf
z∈A, |x−z|<ε̃

P
[

sup
t∈[0,T ]

|ZN,z(t)− φx(t)| < ε
])

≥ lim inf
N→∞

1

N
log inf

z∈A, |x−z|<ε̃
P[FN,z]

= lim inf
N→∞

1

N
inf

z∈A, |x−z|<ε̃
logP[FN,z]

≥ lim inf
N→∞

1

N
inf

z∈A, |x−z|<ε̃
log Ẽ

[
ξ−1
T 1FN,z

]
= lim inf

N→∞

1

N
inf

z∈A, |x−z|<ε̃
log
(
P̃[FN,z]ẼFN,z [exp(XT )]

)
≥ lim inf

N→∞

1

N
inf

z∈A, |x−z|<ε̃
log P̃[FN,z] + lim inf

N→∞

1

N
inf

z∈A, |x−z|<ε̃
log ẼFN,z [exp(XT )]

≥ lim inf
N→∞

inf
z∈A, |x−z|<ε̃

ẼFN,z
[XT

N

]
, (5.1)

where we have used Corollary A.2 for the second inequality, Theorem 3.1 and Jensen’s
inequality on the last line. Note the independence of the constants C̃1, C̃2 of z in Theo-
rem 3.1 and hence

P̃[FN,z]→ 1 as N →∞ independently of z.

We have
1

P̃[FN,z]
Ẽ
[
1FN,zT

∑
j

µj
]

= T
∑
j

µj. (5.2)
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By the fact that the βj’s are bounded and continuous and by Theorem 3.1, we have
for j = 1, . . . , k,

sup
t∈[0,T ]

|βj(ZN,z(t))− βj(φz(t))| → 0 P̃− a.s.

as N →∞ uniformly in z. This implies

1

P̃[FN,z]
Ẽ
[
1FN,z

∫ T

0

∑
j

βj(Z
N,z(t))dt

]
−→

∑
j

∫ T

0

βj(φ
z(t))dt (5.3)

as N →∞ uniformly in z.
Let us now define the following processes. For z ∈ A, j = 1, . . . , k and 0 ≤ t1 < t2 ≤ T

let
Y N,z,t1,t2
j :=

1

N
·#jumps of ZN,z in direction hj in [t1, t2].9

Let furthermore τj ∈ [0, T ] denote the jump times of ZN in direction hj; we obtain

1

P̃[FN,z]

∑
j;µj>0

Ẽ
[ 1

N
1FN,z

∑
τj

log µj

]
=

1

P̃[FN,z]

∑
j;µj>0

log µj

{
Ẽ
[
Y N,z,0,T
j

]
P̃
[
FN,z

]
+ C̃ov(1FN,z , Y

N,z,0,T
j )

}
→ T

∑
j

µj log µj, (5.4)

since, for a given set F ,

Ẽ[Y N,z,t1,t2
j ] = (t2 − t1)µj

Ṽar[Y N,z,t1,t2
j ] = (t2 − t1)µj

|C̃ov(1F , Y
N,z,t1,t2
j )| ≤

√
Ṽar[1F ]

√
Ṽar[Y N,z,t1,t2

j ] =

√
P̃[F ]− P̃[F ]2

√
(t2 − t1)µj.

We now define the set

F̃N,z :=
{

sup
t∈[0,T ]

|ZN,z(t)− φz(t)| < εN

}
for εN := ε ∧ 1

N1/3
;

we have (for N large enough)

P̃[F̃N,z] ≥ 1− C̃1 exp
(
−NC̃2(εN)

)
−→ 1

as N → ∞ uniformly in z by Theorem 3.1. We furthermore let Ā ⊂ A be compact such
that for all z, |z − x| < ε̃ and all t ∈ [0, T ], φz(t) ∈ Ā and ZN,z(t) ∈ Ā on FN,z. As the
log βj are bounded and uniformly continuous, there exit constants δ̃N > 0 with δ̃N ↓ 0
such that

x̃, x̄ ∈ Ā, |x̃− x̄| < 2

N1/3
⇒ | log βj(x̃)− log βj(x̄)| < δ̃N .

We define µ̄ = maxj µj,
M = M(N) := bTN1/3kh̄µ̄+ 1c

32



and divide the interval [0, T ] into M subintervals [tr, tr+1] (r = 0, . . . ,M − 1, tr = tr(N))
of length ∆ = ∆(N), i.e. for N ≥ N0 independent of z large enough,

∆ <
1

N1/3kµ̄h̄
.

For j, r = 0, . . . ,M−1 and τj, t ∈ [tr, tr+1], since for |t−s| < 1
N1/3kµ̄h̄

, |φz(t)−φz(s)| < 1
N1/3 ,

we have on F̃N,z

|ZN,z(τj−)− φz(t)| ≤ |ZN,z(τj−)− φz(τj)|+ |φz(τj)− φz(t)| ≤
2

N1/3
,

and hence

inf
t∈[tr,tr+1]

log βj(φ
z(t))− δ̃N ≤ log βj(Z

N,z(τj−)) ≤ sup
t∈[tr,tr+1]

log βj(φ
z(t)) + δ̃N .

We compute

1

P̃[FN,z]
Ẽ
[ 1

N
1FN,z

∑
τ

log βj(τ)(Z
N,z(τ−))

]
=

1

P̃[FN,z]

∑
j, µj>0

M−1∑
r=0

Ẽ
[ 1

N
1F̃N,z

∑
τj∈[tr,tr+1)

log βj(Z
N,z(τj−))

]

+
1

P̃[FN,z]

∑
j, µj>0

M−1∑
r=0

Ẽ
[ 1

N
1FN,z\F̃N,z

∑
τj∈[tr,tr+1)

log βj(Z
N,z(τj−))

]

≤ 1

P̃[FN,z]

∑
j, µj>0

M−1∑
r=0

(
sup

t∈[tr,tr+1)

log βj(φ
z(t)) + δ̃N

)
Ẽ
[
1F̃N,zY

N,z,tr,tr+1

j

]

+
1

P̃[FN,z]

∑
j, µj>0

M−1∑
r=0

log β̄Ẽ
[
1FN,z\F̃N,zY

N,z,tr,tr+1

j

]

≤ 1

P̃[FN,z]

∑
j, µj>0

M−1∑
r=0

sup
t∈[tr,tr+1)

log βj(φ
z(t))

{
Ẽ
[
1F̃N,z

]
Ẽ
[
Y
N,z,tr,tr+1

j

]
+ C̃ov(1F̃N,z , Y

N,z,tr,tr+1

j )
}

+
1

P̃[FN,z]

∑
j, µj>0

M−1∑
r=0

log β̄
{
Ẽ
[
1FN,z\F̃N,z

]
Ẽ
[
Y
N,z,tr,tr+1

j

]
+ C̃ov(1FN,z\F̃N,z , Y

N,z,tr,tr+1

j )
}

+
1

P̃[FN,z]
δ̃Nkµ̄T

≤ P̃[F̃N,z]

P̃[FN,z]

∑
j, µj>0

µj

M−1∑
r=0

∆ sup
t∈[tr,tr+1)

log βj(φ
z(t))

+
1

P̃[FN,z]

{
log β̄

∑
j, µj>0

M−1∑
r=0

(
|C̃ov(1F̃N,z , Y

N,z,tr,tr+1

j )|+ |C̃ov(1FN,z\F̃N,z , Y
N,z,tr,tr+1

j )|
)

+ δ̃Nkµ̄T + P̃[FN,z \ F̃N,z]kµ̄T log β̄
}

(5.5)
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=: S
N,z

+ U
N,z
,

where SN,z and UN,z are the first respectively the second term in Inequality (5.5). In a
similar fashion we obtain

1

P̃[FN,z]
Ẽ
[ 1

N
1FN,z

∑
τ

log βj(τ)(Z
N,z(τ−))

]
≥ P̃[F̃N,z]

P̃[FN,z]

∑
j, µj>0

µj

M−1∑
r=0

∆ inf
t∈[tr,tr+1)

log βj(φ
z(t))

+
1

P̃[FN,z]

{
log β

∑
j, µj>0

M−1∑
r=0

(
|C̃ov(1F̃N,z , Y

N,z,tr,tr+1

j )|+ |C̃ov(1FN,z\F̃N,z , Y
N,z,tr,tr+1

j )|
)

− δ̃Nkµ̄T + P̃[FN,z \ F̃N,z]kµ̄T log β
}

=: SN,z + UN,z;

we first note that UN,z
, UN,z → 0 as N → ∞ uniformly in z, since δ̃N → 0 and P̃[FN,z \

F̃N,z]→ 0 as N → 0 uniformly in z. Furthermore, as (up to a factor which converges to
1 uniformly in z) SN,z and SN,z are upper respectively lower Riemann sums, we obtain

S
N,z
, SN,z →

∑
j

µj

∫ T

0

log βj(φ
z(t))dt (5.6)

as N →∞; since

|SN,z − SN,z| ≤ 2
P̃[F̃N,z]

P̃[FN,z]
kµ̄δ̃N → 0

uniformly in z, the convergence in (5.6) is likewise uniform in z.
The uniform convergence implies (cf. (5.1) - (5.4) and the preceding discussion) that

lim inf
N→∞

1

N
log
(

inf
z∈A, |x−z|<ε̃

P
[

sup
t∈[0,T ]

|ZN,z(t)− φx(t)| < ε
])
≥ − sup

z∈A, |x−z|<ε̃

∫ T

0

`(φz(t), µ)dt

In combination with the uniform continuity of `(·, µ) (recall the boundedness of the log βj)
this proves the assertion.

The main building block for the lower bound is the following result.

Theorem 5.2. Assume that log βj (j = 1, . . . , k) is bounded and continuous. Let φ ∈
D([0, T ];A) with φ(0) = x and ε > 0. Then,

lim inf
N→∞

1

N
logP

[
sup
t∈[0,T ]

|ZN,x(t)− φ(t)| < ε
]
≥ −IT,x(φ).

The convergence is uniform in x ∈ A.
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Proof. We can w.l.o.g. assume that IT,x(φ) < ∞ (and hence φ is absolutely continuous)
as else the assertion is trivial. We approximate the function φ by a continuous piecewise
linear function and then apply the LDP for linear functions to each of these linear func-
tions. To this end, we let δ > 0 and divide the interval [0, T ] into J subintervals of length
∆ = T/J , [tr−1, tr] (r = 1, . . . , J) such that the resulting piecewise linear approximation

φ̃(t) = φ(tr−1) +
t− tr−1

∆
(φ(tr)− φ(tr−1))

satisfies
sup
t∈[0,T ]

|φ(t)− φ̃(t)| < ε

2

(recall that φ is continuous).
We now apply Theorem 4.18 twice (in Inequalities (5.7) and (5.9)) and choose J large

enough in order to assure∫ T

0

L(φ(t), φ′(t))dt =
J∑
r=1

∫ tr

tr−1

L(φ(t), φ′(t))dt

≥
J∑
r=1

∫ tr

tr−1

L(φ(tr−1), φ′(t))dt− δ

4
(5.7)

≥ ∆
J∑
r=1

L
(
φ(tr−1),

∆φ(tr)

∆

)
− δ

4
(5.8)

≥
J∑
r=1

∫ tr

tr−1

L
(
φ̃(t), φ̃′(t)

)
dt− δ

2
, (5.9)

where
∆φ(tr) := φ(tr)− φ(tr−1).

Note that for Inequality (5.8), we have applied Jensen’s inequality and the fact that L is
convex in its second argument (cf. Corollary 4.10). As IT,x(φ̃) <∞, this implies

∆φ(tr) ∈ C for all r.

We note that by the continuity of L(·, y), µ∗(x, y) (the minimizing µ ∈ Vx,y = Ṽy for
`(x, ·)) is “almost optimal” for all x̃ sufficiently close to x (in the sense that `(x̃, µ∗(x, y))
is close to L(x̃, y)). By dividing each interval [tr−1, tr] into further subintervals [sj−1, sj]
if necessary, we can hence represent the directions ∆φ(tk)/∆ by

µj ∈ Vφ̃(t),∆φ(tr)/∆
= Ṽ∆φ(tr)/∆

in such a way that

L
(
φ̃(t),

∆φ(tr)

∆

)
≥ `(φ̃(t), µj)− δ

4T
for all t ∈ [sj−1, sj].

For simplicity of exposition, we assume that this further subdivision of the intervals
[tr−1, tr] is not required and denote the “almost optimal” µ’s by µr (r = 1, . . . , J). Hence∫ T

0

L(φ(t), φ′(t))dt ≥
J∑
r=1

∫ tr

tr−1

`(φ̃(t), µr)− 3δ

4
. (5.10)
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Choose now ε̃ = ε̃J−1 according to Proposition 5.1 corresponding to ε/2, δ/(4J), initial
value φ̃(tJ−1) and time-horizon ∆. Using the Markov property of ZN , we compute

P
[

sup
t∈[0,T ]

|ZN,x(t)− φ(t)| < ε
]
≥ P

[
sup

t∈[0,tJ−1]

|ZN,x(t)− φ̃(t)| < ε̃
]

·inf
z∈A;|z−φ̃(tJ−1)|<ε̃

P
[

sup
t∈[tJ−1,T ]

|ZN,z(t)− φ̃(t)| < ε

2

]
;

here, we denote (by a slight abuse of notation) the process starting at z at time tJ−1 by
ZN,z. Proposition 5.1 implies

lim inf
N→∞

1

N
logP

[
sup
t∈[0,T ]

|ZN,x(t)− φ(t)| < ε
]

≥ lim inf
N→∞

1

N
logP

[
sup

t∈[0,tJ−1]

|ZN,x(t)− φ̃(t)| < ε̃J−1

]
+ lim inf

N→∞

1

N
log
(

inf
z∈A;|z−φ̃(tJ−1)|<ε̃

P
[

sup
t∈[tJ−1,T ]

|ZN,z(t)− φ̃(t)| < ε

2

])
≥ lim inf

N→∞

1

N
logP

[
sup

t∈[0,tJ−1]

|ZN,x(t)− φ̃(t)| < ε̃J−1

]
−
∫ T

tJ−1

`(φ̃(t), µJ)dt− δ

4J
.

Iterating this procedure, we obtain

lim inf
N→∞

1

N
logP

[
sup
t∈[0,T ]

|ZN,x(t)− φ(t)| < ε
]
≥ −

J∑
r=1

∫ tr

tr−1

`(φ̃(t), µr)dt− δ

4

and the assertion follows from Inequality (5.10) if we let δ → 0.
We note that the convergence is uniform in x by the uniformity in Proposition 5.1.

Theorem 5.3. Assume that log βj (j = 1, . . . , k) is bounded and continuous. Let G ⊂
D([0, T ];A) be open and x ∈ A. Then,

lim inf
N→∞

1

N
logP[ZN,x ∈ G] ≥ − inf

φ∈G,
IT,x(φ).

The convergence is uniform in x ∈ A.

Proof. Let infφ∈G IT,x(φ) =: I∗ < ∞; hence, for δ > 0, there exists a φδ ∈ G (φ(0) = x)
with IT,x(φδ) ≤ I∗ + δ. For small enough ε = ε(φδ) > 0, we have{

φ ∈ D([0, T ];A)| sup
t∈[0,T ]

; |φδ(t)− φ(t)| < ε
}
⊂ G

and therefore
P
[

sup
t∈[0,T ]

|ZN,x(t)− φδ(t)| < ε
]
≤ P[ZN,x ∈ G].

This implies by Theorem 5.2 that for all δ > 0,

lim inf
N→∞

1

N
logP[ZN,x ∈ G] ≥ lim inf

N→∞

1

N
logP

[
sup
t∈[0,T ]

|ZN,x(t)− φδ(t)| < ε
]
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≥ −IT,x(φδ)
≥ −I∗ − δ.

This implies

lim inf
N→∞

1

N
logP[ZN,x ∈ G] ≥ −I∗

as desired.

We obtain the following result.

Corollary 5.4. Assume that log βj (j = 1, . . . , k) is bounded and continuous. Then for
all φ ∈ D([0, T ];A) with φ(0) = x and ε, δ > 0, there exists an ε̃ > 0 such that

lim inf
N→∞

1

N
log
(

inf
z∈A;|x−z|<ε̃

P
[

sup
t∈[0,T ]

|ZN,z − φ(t)| < ε
])
≥ −IT,x(φ)− δ.

Proof. We assume w.l.o.g. that IT,x(φ) < ∞. By Theorem 5.3, there exists an N0 and ε̃
such that for N ≥ N0 and z with |z − x| < ε̃,

1

N
logP

[
sup
t∈[0,T ]

|ZN,z − φ(t)| < ε
]
≥ − inf

φ̃:‖φ−φ̃‖<ε
IT,x(φ̃)− δ ≥ −IT,x(φ)− δ.

The assertion follows.

5.2 LDP lower bound with vanishing rates

In the following, we drop the assumption that the log-rates are bounded. Instead, we
rather consider situations, where Assumption 2.3 is satisfied.

We start by some preliminary considerations and assume that Assumption 2.3 (A1)
and (A2) are satisfied. We note that there exists a constant α > 0 such that for all x ∈ A
there exists a i ≤ I such that B(x, α) ⊂ Bi. Indeed, assume that this is incorrect and
consider a sequence of points xn ∈ A such that B(xn, 1/n) is not contained in any Bi.
W.l.o.g., we can assume that xn → x ∈ A (recall that A is compact). As x ∈ Bi0 for some
i0, we have B(xn, 1/n) ⊂ Bi0 for n large enough, a contradiction.

Lemma 5.5. Assume that βj (j = 1, . . . , k) is bounded and that Assumption 2.3 (A1) and
(A2) are satisfied. Then, for T > 0, K > 0, there exists a J = J(T,K) ∈ N such that for
all φ ∈ D([0, T ];A) with IT (φ) ≤ K, there exist

0 = t0 < t1 < · · · < tJ = T and i1, . . . , iJ such that φ(t) ∈ Bir for t ∈ [tr−1, tr].

Furthermore, for r = 1, . . . , J ,

dist(φ(tr−1), ∂Bir) ≥ α and dist(φ(t), ∂Bir) ≥ α/2 for t ∈ [tr−1, tr]

for α as before.
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Proof. By the considerations above, we have B(x, α) ⊂ Bi1 for an appropriate i1. We
define

t̃1 := inf{t ≥ 0|B(φ(t), α/2) 6⊂ Bi1} ∧ T > 0.

Now, there exists an i2 such that B(φ(t1), α) ⊂ Bi2 . If t̃1 < T , we define

t̃2 := inf{t ≥ t1|B(φ(t), α/2) 6⊂ Bi2} ∧ T > t̃1.

In the same way, we proceed. By the uniform absolute continuity (Lemma 4.17) of all φ
with IT (φ) ≤ K, we have

t̃r − t̃r−1 ≥ δ for a constant δ > 0 independent of φ.

The assertion hence follows for J := bT
δ
c+ 1 and tr := rδ (r = 1, . . . , J − 1), tJ := T .

We now define a function φη which is close to a given function φ with IT (φ) <∞. We
assume that Assumption 2.3 (A) holds. Hence, for x ∈ Bi ∩ A and t ∈ (0, λ2),

d(x+ tvi, ∂A) > λ1t.

Note that λ1 ≤ 1. Let η > 0 be small. We define for r = 1, . . . , J , with the notation∑0
j=1 ... = 0,

ηr := η
r∑
j=1

( 3

λ1

)j−1
.

• For r = 1, . . . , J , t ∈
[
tr−1 + ηr−1, tr−1 + ηr

]
,

φη(t) := φ(tr−1) + η
r−1∑
j=1

( 3

λ1

)j−1

vij +
(
t− tr−1 − ηr−1

)
vir .

• For r = 1, . . . , J , t ∈
[
tr−1 + ηr, tr + ηr

]
,

φη(t) := φ
(
t− ηr

)
+ η

r∑
j=1

( 3

λ1

)j−1

vij .

We make the following assumptions on η:

ηJ = η

J∑
r=1

( 3

λ1

)r−1

≤ α

4
∧ min
r=1,...,J

|tr − tr−1| ∧ λ2.

Therefore, we have the following properties for φη:

• For r = 1, . . . , J , t ∈
[
tr−1 + ηr−1, tr−1 + ηr

]
,

|φ(t)− φη(t)| ≤ |φ(t)− φ(tr−1)|+ ηr−1 + (ηr − ηr−1) = Vtr−tr−1(φ) + ηr → 0 (5.11)

as η → 0, where V·(φ) is the modulus of continuity of φ. Similarly, for r = 1, . . . , J ,
t ∈
[
tr−1 + ηr, tr + ηr

]
,

|φ(t)− φη(t)| ≤ |φ(t)− φ(t− ηr)|+ ηr = Vηr(φ) + ηr → 0

as η → 0.
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• For r = 1, . . . , J , t ∈
[
tr−1 + ηr−1, tr−1 + ηr

]
,

dist(φη(t), ∂Bir) ≥ dist(φ(tr−1), ∂Bir)− ηr ≥ α− α

4
.

Similarly, for r = 1, . . . , J , t ∈
[
tr−1 + ηr, tr + ηr

]
, hence t− ηr ∈ [tr−1, tr],

dist(φη(t), ∂Bir) ≥ dist(φ(t− ηr), ∂Bir)− ηr ≥
α

2
− α

4
.

Hence, for r = 1, . . . , J , t ∈
[
tr−1 + ηr−1, tr + ηr

]
,

dist(φη(t), ∂Bir) ≥
α

4
.

• For t ∈ [0, η],
dist(φη(t), ∂A) ≥ tλ1. (5.12)

For t ∈
[
η, T + ηJ

]
,

dist(φη(t), ∂A) ≥ λ1η. (5.13)
This can be seen by induction on r = 1, . . . , J (the induction hypothesis is clear,
cf. Inequality (5.12)). For r = 1, . . . , J , we have (by induction hypothesis and the
assumptions on η)

φη
(
tr−1 + ηr−1

)
∈ Bir , and for r ≥ 2, dist

(
φη
(
tr−1 + ηr−1

)
, ∂A

)
≥ ηλ1.

From Assumption 2.3 (A3), the distance of φη(t) to the boundary is increasing for
t ∈
[
tr−1 + η

∑r−1
j=1

(
3
λ1

)j−1
, tr−1 + η

∑r
j=1

(
3
λ1

)j−1], and is at least(
t−
(
tr−1 + η

r−1∑
j=1

( 3

λ1

)j−1))
· λ1 ∨ ηλ1.

In particular,

dist
(
φη
(
tr−1 + η

r∑
j=1

( 3

λ1

)j−1)
, ∂A

)
≥ ηλ1

( 3

λ1

)r−1

.

For t ∈
[
tr−1 + η

∑r
j=1

(
3
λ1

)j−1
, tr + η

∑r
j=1

(
3
λ1

)j−1], we have

φη(t) = φ
(
t− η

r∑
j=1

( 3

λ1

)j−1)
+ η
( 3

λ1

)r−1

vir + η

r−1∑
j=1

( 3

λ1

)j−1

vij

= φ̄(t) + η

r−1∑
j=1

( 3

λ1

)j−1

vij

and therefore (by elementary calculus and the fact that |vi| ≤ 1)

dist(φη(t), ∂A) ≥ dist(φ̄(t), ∂A)−
∣∣∣η r−1∑

j=1

( 3

λ1

)j−1

vij

∣∣∣
≥ η

(
3

λ1

)r−1

λ1

(
1− 1r≥2

2

)
≥ ηλ1.
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We now have

Lemma 5.6. Assume that Assumption 2.3 holds. Let K > 0 and ε > 0. Then there
exists an η0 = η0(T,K, ε) > 0 such that for all φ ∈ D([0, T ];A) with IT (φ) ≤ K and all
η < η0,

IT (φη) ≤ IT (φ) + ε,

where φη(t) is defined as above.

Proof. We first use Lemma 2.2 and chose η < η1 small enough (independent of i, φ) such
that

J∑
r=1

∫ tr−1+ηr

tr−1+ηr−1

L(φη(t), (φη)′(t))dt =
J∑
r=1

Iηr−ηr−1(φ) <
ε

2
.

We now denote by µ∗(t) the optimal µ corresponding to (φ(t), φ′(t)) (cf. Lemma 4.5).
We let r = 1, . . . , J and t ∈ [tr−1 + ηr, tr + ηr] and note that (φη)′(t) = φ′(t − ηr). By
Theorem 4.9, we have

L(φη(t), φ′(t− ηr)) ≤ `(φη(t), µ∗(t− ηr)). (5.14)

By the Lipschitz continuity of the βj, we have

|βj(φη(t))− βj(φ(t− ηr))| ≤ δK(η) (5.15)

where δK(η) is independent of φ and δK(η) → 0 as η → 0. We deduce from (5.14) and
(5.15)

L(φη(t), φ′(t− ηr))− L(φ(t− ηr), φ′(t− ηr)) ≤ kδK(η) +
∑
j

µ∗j(t− ηr) log
βj(φ(t− ηr))
βj(φη(t))

.

(5.16)

Let

ṽir =
( 3

λ1

)r−1

vir +
r−1∑
j=1

( 3

λ1

)j−1

vij , and v̂ir =
ṽir
|ṽir |

∈ C1,ir .

By Assumption 2.3 (B4), there exists a constant λ4 > 0 such that for z ∈ Bir and
η < η2 ≤ η1 small enough (note that η2 depends on λ1 and λ2 but not directly on φ,
except through K),

βj(z) < λ4 ⇒ βj(z + ηṽir) ≥ βj(z),

hence
log

βj(φ(t− ηr))
βj(φη(t))

< 0 if βj(φ(t− ηr)) < λ4. (5.17)

If βj(φ(t− ηr)) ≥ λ4 (recall the definition of δK(η) and choose η < η3 < η2 small enough
such that δK(η) < λ4/2)

log
βj(φ(t− ηr))
βj(φη(t))

≤ log
βj(φ(t− ηr))

βj(φ(t− ηr))− δK(η)

≤ log
λ4

λ4 − δK(η)
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= log
1

1− δK(η)/λ4

≤ 2δK(η)

λ4

, (5.18)

since log(1/(1− x)) < 2x for 0 < x ≤ 1/2.
From Lemma 4.3 and Lemma 4.5, there exist (universal, i.e., independent of x) con-

stants B ≥ B1 ∨B2, B > 1, C1, C3 such that for |y| ≥ B, and x ∈ A,

L(x, y) ≥ C1|y| log |y|, (5.19)

|µ∗| = |µ∗(x, y)| ≤ C3|y|. (5.20)
Hence if |φ′(t − ηr)| ≥ B, using (5.16), (5.17), (5.18) and (5.20) for the first inequality
and (5.19) for the second, we get

L(φη(t), φ′(t− ηr))− L(φ(t− ηr), φ′(t− ηr)) ≤ kδK(η) + kC3|φ′(t− ηr)|
2δK(η)

λ4

≤ kδK(η) + kC3
2δK(η)L(φ(t− ηr), φ′(t− ηr))

C1λ4 log |φ′(t− ηr)|
.

(5.21)

If however |φ′(t−ηr)| < B, Lemma 4.5 implies similarly as before that |µ∗(t−ηr)| ≤ C3B.
From (5.16), we deduce

L(φη(t), φ′(t− ηr))− L(φ(t− ηr), φ′(t− ηr)) ≤ kδK(η) + kC3B
2δK(η)

λ4

. (5.22)

Inequalities (5.21) and (5.22) imply

L(φη(t), φ′(t− ηr))− L(φ(t− ηr), φ′(t− ηr)) ≤ δ1,K(η) + δ2,K(η)L(φ(t− ηr), φ′(t− ηr))

with constants δi,K(η) → 0 as η → 0. We can hence choose η < η4 < η3 small enough
such that

J∑
r=1

∫ tr+ηr

tr−1+ηr

L(φη(t), φ′(t− ηr))dt−
J∑
r=1

∫ tr+ηr

tr−1+ηr

L(φ(t− ηr), φ′(t− ηr))dt <
ε

2
.

This yields the result.

The following lemma is the main difference to the corresponding result of Shwartz and
Weiss [2005]. We transform the LLN from Assumption 2.3 (C) to a LDP lower bound for
linear functions following the vector vi near the boundary.

In the next statement, α is the exponent which appears in the Assumption 2.3 (C).

Lemma 5.7. Assume that Assumption 2.3 holds. Let i ≤ I1, x ∈ A∩Bi and xN ∈ AN∩Bi

such that
lim sup
N→∞

|xN − x|Nα < 1.

Let furthermore ε > 0 and define µi, φx and η0 as in Assumption 2.3 (C). Then for all η
small enough, all ε,

lim inf
N→∞

1

N
logP

[
sup
t∈[0,η]

|ZN,xN (t)− φx(t)| < ε
]
≥ −

∫ η

0

`(φx(t), µi)dt,

and the above convergence is uniform in x ∈ A.
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Proof. The proof follows the same line of reasoning as the proof of Proposition 5.1 but is
technically more involved.

For simplicity, let N be large enough and η < η0 (for η0 as in Assumption 2.3 (C)) be
small enough such that φxN (t) ∈ Bi for all t ≤ η. We furthermore let

ε̃ < ε1 := ε ∧ λ1η

Define the set
FN :=

{
sup
t∈[0,η]

|ZN,xN (t)− φx(t)| < ε̃
}
.

Let ξη = ξNη = dP̃
dP |Fη be given as in Theorem A.1 for the rates β̃j = µ̃ij.We note that due

to Assumption 2.3 (C),

P̃[FN ] ≥ 1− δ(N, ε̃)→ 1 as N →∞. (5.23)

From Corollary A.2, (5.23) and Jensen’s inequality, we deduce that

lim inf
N→∞

1

N
logP

[
sup
t∈[0,η]

|ZN,xN (t)− φx(t)| < ε
]

≥ lim inf
N→∞

1

N
logP

[
FN
]

≥ lim inf
N→∞

1

N
log Ẽ

[
ξ−1
η 1FN

]
= lim inf

N→∞

1

N
log
{
P̃
[
FN
]
ẼFN

[
exp(Xη)

]}
≥ lim inf

N→∞

1

N
log P̃

[
FN
]

+ lim inf
N→∞

1

N
log ẼFN

[
exp(Xη)

]
≥ lim inf

N→∞
ẼFN

[Xη

N

]
, (5.24)

where ẼFN [X] := Ẽ[X|FN ] and

XN
η := Xη := log ξ−1

η =
∑
τ≤η

[
log βj(τ)(Z

N,xN (τ−)− log µ̃ij(τ)(Z
N,xN (τ−)

]
+N

∑
j

∫ η

0

(
µ̃ij(Z

N,xN (t)− βj(ZN,xN (t))
)
dt.

We have dist(φx
N

(t), ∂A) ≥ λ1t (cf. Assumption 2.3 (A3)) and therefore on FN ,

dist(ZN,xN (t), ∂A) > λ1t− ε̃ for t ∈
[ ε̃
λ1

, η
]
.

Consequently

µ̃ij(Z
N,xN (t)) = µij for all j and for all t ∈

[ ε̃
λ1

, η
]
.

We obtain
1

P̃[FN ]
Ẽ
[
1FN

∫ η

0

∑
j

µ̃ij(Z
N,xN (t))dt

]
=

1

P̃[FN ]

(
Ẽ
[
1FN

∫ η

ε̃/λ1

k∑
j=1

µ̃ij(Z
N,xN (t))dt

]
+ Ẽ

[
1FN

∫ ε̃/λ1

0

k∑
j=1

µ̃ij(Z
N,xN (t))dt

])
42



=:
k∑
j=1

∫ η

ε̃/λ1

µijdt+XN
1 (ε̃), (5.25)

since µij(ZN,xN (t)) = µij on FN . We note that for all N ,

|XN
1 (ε̃)| ≤ ε̃

λ1

kµ̄ where µ̄ := max
j=1,...,k

µij. (5.26)

By the fact that the βj’s are bounded and continuous and by Theorem 3.1, we have
for j = 1, . . . , k,

sup
t∈[0,η]

|βj(ZN,xN (t))− βj(φx(t))| → 0 a.s. as N →∞.

Combined with (5.23), this implies

1

P̃[FN ]
Ẽ
[
1FN

∫ η

0

k∑
j=1

βj(Z
N,xN (t))dt

]
−→

k∑
j=1

∫ η

0

βj(φ
x(t))dt (5.27)

as N →∞.
Let us now define the following processes. For z ∈ A, j = 1, . . . , k and 0 ≤ s < t ≤ η

let Z̄N,z solves Equation (2.1) with constant rates µij under P̃, and

Y N,z,s,t
j :=

1

N
·#jumps of ZN,z in direction hj in [s, t],

Ȳ N,z,s,t
j :=

1

N
·#jumps of Z̄N,z in direction hj in [s, t],

We have for any event F , noting that P̃[F ]− P̃[F ]2 = P̃[F c]− P̃[F c]2,

Ẽ[Y N,z,s,t
j ] ≤ (t− s)µij = Ẽ[Ȳ N,z,s,t

j ], (5.28)

Ṽar[Y N,z,s,t
j ] ≤ (t− s)µij = Ṽar[Ȳ N,z,s,t

j ], (5.29)

|C̃ov(1F , Y
N,z,s,t
j )|, |C̃ov(1F , Ȳ

N,z,s,t
j )| ≤

√
Ṽar[1F ]

√
Ṽar[Ȳ N,z,s,t

j ]

≤
√

P̃[F ]− P̃[F ]2
√

(t− s)µij. (5.30)

We define the sets

FN
1 :=

{∣∣∣ZN,xN
(2ε̃

λ1

)
− φx

(2ε̃

λ1

)∣∣∣ < ε̃

2

}
∈ F2ε̃/λ1

and for z ∈ A with |z − φx(2ε̃/λ1)| < ε̃/2,

FN,z
2 :=

{
sup

t∈[0,η−2ε̃/λ1]

|ZN,z(t)− φz(t)| < ε̃

2

}
.

Note that
dist(φx(t), ∂A) ≥ 2ε̃ for t ∈

[2ε̃

λ1

, η
]
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and whenever |z − φx(2ε̃/λ1)| < ε̃/2,∣∣∣φz(t)− φx(t+
2ε̃

λ1

)∣∣∣ < ε̃

2
for t ∈

[
0, η − 2ε̃

λ1

]
.

Hence
dist(ZN,z(t), ∂A) ≥ ε̃ for t ∈

[
0, η − 2ε̃

λ1

]
and therefore ZN,z(t) = Z̄N,z(t) on FN,z

2 . This implies

FN,z
2 =

{
sup

t∈[0,η−2ε̃/λ1]

|Z̄N,z(t)− φz(t)| < ε̃

2

}
. (5.31)

We now let
2ε̃

λ1

≤ s < t ≤ η

and compute (by using the Markov property of ZN and the fact that Y N,z,s−2ε̃/λ1,t−2ε̃/λ1
j =

Ȳ
N,z,s−2ε̃/λ1,t−2ε̃/λ1
j on the event FN,z

2 )

Ẽ[Y N,xN ,s,t
j ] = Ẽ[1FN1 Y

N,xN ,s,t
j ] + Ẽ[1(FN1 )cY

N,xN ,s,t
j ]

≥ P̃[FN
1 ] · inf

z;|z−φx(ε̃/λ1)|<ε̃/2
Ẽ[Y

N,z,s−2ε̃/λ1,t−2ε̃/λ1
j ] + Ẽ[1(FN1 )cY

N,xN ,s,t
j ]

≥ P̃[FN
1 ] · inf

z;|z−φx(ε̃/λ1)|<ε̃/2
Ẽ[1FN,z2

Y
N,z,s−2ε̃/λ1,t−2ε̃/λ1
j ]

+ P̃[FN
1 ] · inf

z;|z−φx(ε̃/λ1)|<ε̃/2
Ẽ[1(FN,z2 )cY

N,z,s−2ε̃/λ1,t−2ε̃/λ1
j ]

+ Ẽ[1(FN1 )cY
N,xN ,s,t
j ]

= µij(t− s)P̃[FN
1 ] · inf

z;|z−φx(ε̃/λ1)|<ε̃/2
P̃[FN,z

2 ]

+ P̃[FN
1 ] · inf

z;|z−φx(ε̃/λ1)|<ε̃/2
C̃ov(1FN,z2

, Y
N,z,s−2ε̃/λ1,t−2ε̃/λ1
j )

+ P̃[FN
1 ] · inf

z;|z−φx(ε̃/λ1)|<ε̃/2
Ẽ[1(FN,z2 )cY

N,z,s−2ε̃/λ1,t−2ε̃/λ1
j ]

+ Ẽ[1(FN1 )cY
N,xN ,s,t
j ] (5.32)

≥ µij(t− s)P̃[FN
1 ] · inf

z;|z−φx(ε̃/λ1)|<ε̃/2
P̃[FN,z

2 ]

− P̃[FN
1 ] · inf

z;|z−φx(ε̃/λ1)|<ε̃/2

∣∣C̃ov(1FN,z2
, Y

N,z,s−2ε̃/λ1,t−2ε̃/λ1
j )

∣∣ (5.33)

as the third and the fourth term in (5.32) are non-negative. As furthermore

P̃[FN
1 ] · inf

z;|z−φx(ε̃/λ1)|<ε̃/2
P̃[FN,z

2 ]→ 1

and
P̃[FN

1 ] · inf
z;|z−φx(ε̃/λ1)|<ε̃/2

C̃ov(1FN,z2
, Y

N,z,s−2ε̃/λ1,t−2ε̃/λ1
j )→ 0

as N → ∞ by Assumption 2.3 (C), Theorem 3.1 and (5.30). Combinig the resulting
inequality with (5.28) for all ε̃ < ε1 and 2ε̃/λ1 ≤ s < t, we deduce that

lim
N→∞

Ẽ[Y N,xN ,s,t
j ] = µij(t− s).
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Note that for 0 ≤ s < t ≤ η, and all ε̃ < ε1

Y N,xN ,s,t
j = Y

N,xN ,s,(s∨2ε̃/λ1)∧t
j + Y

N,xN ,(s∨2ε̃/λ1)∧t,t
j

and hence also for 0 ≤ s < t ≤ η, since when s < 2ε̃/λ1, Y
N,xN ,s,2ε̃/λ1∧t
j is of the order of ε̃,

lim
N→∞

Ẽ[Y N,xN ,s,t
j ] = µij(t− s). (5.34)

Let now τj ∈ [0, η] denote the jump times of ZN,xN in direction hj. Since µ̃ij(ZN,xN (τj−)) =

log µij P̃ a.s.,

1

P̃[FN ]

∑
j;µij>0

Ẽ
[ 1

N
1FN

∑
τj≤η

log µ̃ij(Z
N,xN (τj−))

]
=

1

P̃[FN ]

∑
j;µij>0

log µij Ẽ
[
1FNY

N,xN ,0,η
j

]
=

1

P̃[FN ]

∑
j;µij>0

log µij

{
P̃[FN ] · Ẽ

[
Y N,xN ,0,η
j

]
+ C̃ov(1FN , Y

N,xN ,0,η
j )

}

−→
∑
j;µij>0

ηµij log µij =
k∑
j=1

∫ η

0

µij log µijdt (5.35)

as N →∞ by (5.23), (5.30) and (5.34).
For the last and most extensive step of the proof, we define for ε̃ < ε1 and (cf. As-

sumption 2.3 (C) and (2.9))

εN =
1

Nα

and the set
F̃N :=

{
sup
t∈[0,η]

|ZN,xN (t)− φx(t)| < εN

}
.

We assume w.l.o.g. that from now on N is large enough (cf. Assumption 2.3 (C)) such
that

P̃
[
F̃N
]
≥ P̃

[
sup
t∈[0,η]

|ZN,xN (t)− φxN (t)| < εN

]
≥ 1− δ(N, εN),

where δ(N, εN) → 0 as N → ∞. We note that we have for all ε̃ ≤ ε1, j = 1, . . . , k with
µij > 0, N ∈ N and t ∈ [2ε̃/λ1, η],

log βj(φ
x(t)), log βj(Z

N,xN (t)) ≥ log β(ε̃) > 0 on FN and F̃N .

We compute

1

P̃[FN ]
Ẽ
[ 1

N
1FN

∑
τ≤η

log βj(τ)(Z
N,xN (τ−))

]
=

1

P̃[FN ]

∑
j, µij>0

Ẽ
[ 1

N
1F̃N

∑
τj∈[2ε̃/λ1,η]

log βj(Z
N,xN (τj−))

]
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+
1

P̃[FN ]

∑
j, µij>0

Ẽ
[ 1

N
1F̃N

∑
τj∈[0,2ε̃/λ1]

log βj(Z
N,xN (τj−))

]
+

1

P̃[FN ]

∑
j, µij>0

Ẽ
[ 1

N
1FN\F̃N

∑
τj∈[0,η]

log βj(Z
N,xN (τj−))

]
. (5.36)

Let us first consider the first term in Equation (5.36). As for all j,

log βj(·) : Ã(ε̃) := {z ∈ A| dist(z, ∂A) ≥ ε̃} → R

is uniformly continuous, there exit constants δ̃N > 0 with δ̃N ↓ 0 such that

z, z̃ ∈ Ã(ε̃), |z̃ − z| < 3εN ⇒ | log βj(z̃)− log βj(z)| < δ̃N . (5.37)

We define
M = M(N) := b(η − 2ε̃/λ1)ε−1

N + 1c
and divide the interval [2ε̃/λ1, η] intoM equidistant subintervals [tr, tr+1] (r = 0, . . . ,M−
1, tr = tr(N)) of length ∆ = ∆(N), i.e. (for N large enough),

εN
2
≤ ∆ < εN .

For j = 1, . . . , k, r = 0, . . . ,M − 1 and τj, t ∈ [tr, tr+1] we have,

|ZN,xN (τj−)− φx(t)| ≤ 2εN on F̃N ,

since |φx(τj)− φx(t)| ≤ |τj − t| as |vi| ≤ 1, and hence (cf. (5.37))

inf
t∈[tr,tr+1]

log βj(φ
x(t))− δ̃N ≤ log βj(Z

N,xN (τj−)).

From this inequality, we deduce

1

P̃[FN ]
Ẽ
[ 1

N
1F̃N

∑
τ∈[2ε̃/λ1,η]

log βj(τ)(Z
N,xN (τ−))

]

=
1

P̃[FN ]

∑
j, µij>0

M−1∑
r=0

Ẽ
[ 1

N
1F̃N

∑
τj∈[tr,tr+1)

log βj(Z
N,xN (τj−))

]

≥ 1

P̃[FN ]

∑
j, µij>0

M−1∑
r=0

(
inf

t∈[tr,tr+1)
log βj(φ

x(t))− δ̃N
)
Ẽ
[
1F̃NY

N,xN ,tr,tr+1

j

]

≥ 1

P̃[FN ]

∑
j, µij>0

M−1∑
r=0

inf
t∈[tr,tr+1)

log βj(φ
x(t))P̃[F̃N ]Ẽ

[
Y
N,xN ,tr,tr+1

j

]
− 1

P̃[FN ]

∑
j, µij>0

M−1∑
r=0

∣∣ log β(ε̃)
∣∣∣∣C̃ov(1F̃N , Y

N,xN ,tr,tr+1

j )
∣∣

− 1

P̃[FN ]
δ̃N

∑
j, µij>0

Ẽ
[
1F̃NY

N,xN ,2ε̃/λ1,η]. (5.38)
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The second term in Inequality (5.38) satisfies (cf. Inequality (5.30) and Assumption 2.3 (C);
we assume that N is sufficiently large such that M ≤ 2ε−1

N η),

1

P̃[FN ]

∑
j, µij>0

M−1∑
r=0

∣∣ log β(ε̃)
∣∣∣∣C̃ov(1F̃N , Y

N,xN ,tr,tr+1

j )
∣∣

≤ 1

P̃[FN ]
2kη
∣∣ log β(ε̃)

∣∣ε−1
N

√
µ̄ εN

√
δ(N, εN)

→ 0 (5.39)

as N →∞. The third term in Equation (5.38) satisfies

1

P̃[FN ]
δ̃N

∑
j, µij>0

Ẽ
[
1F̃NY

N,xN ,2ε̃/λ1,η] ≤ 1

P̃[FN ]
δ̃Nkµ̄η → 0 (5.40)

as N → ∞. Finally, let us consider the first term in Equation (5.38). Recall that by
(5.28) and (5.33), we have

µij(tr+1 − tr) ≥ Ẽ[Y
N,xN ,tr,tr+1

j ]

≥ µij(tr+1 − tr)P̃[FN
1 ] · inf

z;|z−φx(ε̃/λ1)|<ε̃/2
P̃[FN,z

2 ]

− P̃[FN
1 ] · inf

z;|z−φx(ε̃/λ1)|<ε̃/2

∣∣C̃ov(1FN,z2
, Y

N,z,tr−2ε̃/λ1,tr+1−2ε̃/λ1
j )

∣∣.
We define

αN1 :=
P̃[F̃N ]

P̃[FN ]
,

αN2 := P̃[FN
1 ] · inf

z;|z−φx(ε̃/λ1)|<ε̃/2
P̃[FN,z

2 ] < 1,

αN3 := P̃[FN
1 ] · inf

z;|z−φx(ε̃/λ1)|<ε̃/2

∣∣C̃ov(1FN,z2
, Y

N,z,tr−2ε̃/λ1,tr+1−2ε̃/λ1
j )

∣∣,
φrj := inf

t∈[tr,tr+1)
log βj(φ

x(t)),

SN :=
∑
j, µij>0

µij

M−1∑
r=0

(tr+1 − tr) inf
t∈[tr,tr+1)

log βj(φ
x(t)).

We compute (for N large enough as before)

P̃[F̃N ]

P̃[FN ]

∑
j, µij>0

M−1∑
r=0

inf
t∈[tr,tr+1)

log βj(φ
x(t))Ẽ

[
Y
N,xN ,tr,tr+1

j

]
≥ αN1

∑
j, µij>0

M−1∑
r=0

inf
t∈[tr,tr+1)

log βj(φ
x(t)) ·

{
1{φrj<0}µj(tr+1 − tr)

+ 1{φrj>0}
(
αN2 µj(tr+1 − tr)− αN3

)}
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≥ αN1
∑
j, µij>0

µij

M−1∑
r=0

(tr+1 − tr) inf
t∈[tr,tr+1)

log βj(φ
x(t))

{
1{φrj<0} + αN2 1{φrj>0}

}
− 2ηαN1 k| log β̄|ε−1

N αN3

≥ αN1 S
N − 2ηαN1 k| log β̄|ε−1

N αN3 − αN1 k| log β̄|µ̄η(1− αN2 ). (5.41)

We readily observe that
αN1 , α

N
2 → 1 as N →∞ (5.42)

by Theorem 3.1 and Assumption 2.3 (C). We furthermore note that by Assumption 2.3 (C)
and Theorem 3.1 (cf. also the comment corresponding to (2.8) and again the fact that the
rate of convergence in Theorem 3.1 is independent of initial values),

infz

√
P̃[FN,z

2 ]− P̃[FN,z
2 ]2

√
εN

≤
infz

√
P̃[(FN,z

2 )c]
√
εN

→ 0 as N →∞.

Therefore (for N sufficiently large as before),

2ηαN1 k| log β̄|ε−1
N αN3 ≤ 2ηαN1 k| log β̄|P̃[FN

1 ]
√
µ̄

1
√
εN

inf
z;|z−φx(ε̃/λ1)|<ε̃/2

√
P̃[FN,z

2 ]− P̃[FN,z
2 ]2

→ 0 (5.43)

as N → 0. Finally, SN is a Riemann sum and we have

SN →
∑
j

µij

∫ η

2ε̃/λ1

log βj(φ
x(t))dt as N →∞. (5.44)

We observe that (5.38) - (5.44) yield

lim inf
N→∞

1

P̃[FN ]

∑
j, µij>0

Ẽ
[ 1

N
1F̃N

∑
τj∈[2ε̃/λ1,η]

log βj(Z
N,xN (τj−))

]

≥
k∑
j=1

µij

∫ η

2ε̃/λ1

log βj(φ
x(t))dt. (5.45)

We now consider the second term in the right ahnd side of (5.36). We define

M̃ = M̃(N) := b2ε̃ε−1
N + 1c

and divide the interval [0, 2ε̃/λ1] into M̃ subintervals [t̃r, t̃r+1] (r = 0, . . . , M̃ − 1, t̃r =
t̃r(N)) of length ∆̃ = ∆̃(N), i.e., for N large enough,

εN
2λ1

≤ ∆̃ <
εN
λ1

.

For r = 0, . . . , M̃ − 1 and τj ∈ [t̃r, t̃r+1], we obtain on F̃N ,

dist(ZN,xN (τj−), ∂A) > dist(φx(τj−), ∂A)− 2εN
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≥ dist(φx(t̃r), ∂A)− 2εN

≥ λ1t̃r − 2εN

≥ r − 4

2
εN . (5.46)

Hence, dist(ZN,xN (τj−), ∂A) > εN for r ≥ 6. We compute for j with µj > 0,

1

P̃[FN ]
Ẽ
[ 1

N
1F̃N

∑
τj∈[0,2ε̃/λ1]

log βj(Z
N,xN (τj−))

]

=
1

P̃[FN ]

M̃−1∑
r=0

Ẽ
[ 1

N
1F̃N

∑
τj∈[t̃r,t̃r+1]

log βj(Z
N,xN (τj−))

]

=
1

P̃[FN ]

M̃−1∑
r=6

Ẽ
[ 1

N
1F̃N

∑
τj∈[t̃r,t̃r+1]

log βj(Z
N,xN (τj−))

]

+
1

P̃[FN ]

5∑
r=0

Ẽ
[ 1

N
1F̃N

∑
τj∈[t̃r,t̃r+1]

log βj(Z
N,xN (τj−))

]
. (5.47)

We note that for all j, βj(ZN,xN (τj−)) ≥ β(λ0/N) P̃-a.s. by Assumption 2.3 (A1).
The second term in the right hand side of (5.47) can be bounded from below (w.l.o.g.
β(λ0/N) < 1):

1

P̃[FN ]

5∑
r=0

Ẽ
[ 1

N
1F̃N

∑
τj∈[t̃r,t̃r+1]

log βj(Z
N,xN (τj−))

]

≥ 4

P̃[FN ]
log β

(λ0

N

) 5∑
r=0

{
P̃[F̃N ]Ẽ[Y

N,xN ,t̃r,t̃r+1

j ] + C̃ov(1F̃N , Y
N,z,t̃r,t̃r+1

j )
}

≥ 6P̃[F̃N ]

P̃[FN ]
log β

(λ0

N

)
µ̄
εN
λ1

+
4

P̃[FN ]
log β

(λ0

N

)√ µ̄ εN
λ1

√
δ(N, εN)

→ 0 (5.48)

as N →∞ by Assumption 2.3 (C) (cf. also (2.7)). For the first term in Equation (5.47),
we compute for j with µj > 0 (similarly as before, we assume w.l.o.g. that β(ε̃) < 1 and
note that βj(ZN,xN (τj−)) ≥ β(λ1t̃r − εN) ≥ β((r − 4)λ1∆̃/2))

1

P̃[FN ]

M̃−1∑
r=6

Ẽ
[ 1

N
1F̃N

∑
τj∈[t̃r,t̃r+1]

log βj(Z
N,xN (τj−))

]

≥ 1

P̃[FN ]

M̃−5∑
r=2

log β(rλ1∆̃/2)Ẽ[1F̃NY
N,xN ,t̃r,t̃r+1 ]

=
P̃[F̃N ]

P̃[FN ]
µij

M̃−5∑
r=2

∆̃ log β(rλ1∆̃/2) +
1

P̃[FN ]

M̃−5∑
r=2

log β(rλ1∆̃/2)C̃ov(1F̃N , Y
N,xN ,t̃r,t̃r+1).

(5.49)
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For the first term in Equation (5.49), we have by Assumption 2.3 (C) (in particular by
the fact that the integral below converges, cf. (2.10))

P̃[F̃N ]

P̃[FN ]
µij

M̃−5∑
r=2

∆̃ log β(rλ1∆̃/2)→ µij

∫ 2ε̃/λ1

0

log β(λ1ρ/2)dρ (5.50)

as N →∞. Similarly, we obtain for the second term in Equation (5.49),

1

P̃[FN ]

M̃−5∑
r=2

log β(rλ1∆̃/2)C̃ov(1F̃N , Y
N,xN ,t̃r,t̃r+1)

≥ 1

P̃[FN ]

√
µij
δ(N, εN)

∆̃

M̃−5∑
r=2

∆̃ log β(rλ1∆̃/2)

→ 0 (5.51)

as N → 0 by Assumption 2.3 (C) (cf. (2.6) and (2.10)).
Finally, we consider the third term in Equation (5.36). We obtain by Assump-

tion (2.3) (C),
1

P̃[FN ]

∑
j, µij>0

Ẽ
[ 1

N
1FN\F̃N

∑
τj∈[0,η]

log βj(Z
N,z(τj−))

]
≥ 1

P̃[FN ]
log β

(λ0

N

) ∑
j;µij>0

{
P̃[(F̃N)c]Ẽ[Y N,z,0,η

j ] + C̃ov(1(F̃N )c , Y
N,z,0,η
j )

}
≥ 1

P̃[FN ]
log β

(λ0

N

)
k µ̄ η δ(N, εN) +

1

P̃[FN ]
log β

(λ0

N

)
k
√
µ̄ η δ(N, εN)

→ 0 (5.52)

as N →∞ similarly as before (cf. (2.6) and (2.7)).
We obtain by Equation (5.36) and (5.45), (5.47) - (5.52),

lim inf
N→∞

1

P̃[FN ]
Ẽ
[ 1

N
1FN

∑
τ≤η

log βj(τ)(Z
N,xN (τ−))

]
≥

k∑
j=1

µij

∫ η

2ε̃/λ1

| log βj(φ
x(t))|dt− kµ̄

∫ 2ε̃/λ1

0

| log β(λ1ρ/2)|dρ. (5.53)

We conclude by letting δ > 0 and choosing ε̃ < ε1 small enough such that (cf. Equa-
tions (5.25), (5.26) and Inequality (5.53); note that we require the convergence of the
integral in (2.10) of Assumption 2.3 (C) here)

ε̃

λ1

kµ̄, kµ̄

∫ 2ε̃/λ1

0

| log βj(φ
x(t))|dt, kµ̄

∫ 2ε̃/λ1

0

| log β(λ1ρ/2)|dρ < δ

4
.

The assertion now follows from Inequality (5.24) and (5.25), (5.26), (5.27), (5.35) and (5.53):

lim inf
N→∞

ẼFN
[Xη

N

]
≥ −

∫ η

0

`(φx(t), µ)dt− δ.

The uniformity of the convergence follows from the fact that we have used only Assump-
tion 2.3 (C) and Theorem 3.1, where the convergences are uniform in x.
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Again in the following result, the exponent α is the one from Assumption 2.3 (C).

Theorem 5.8. Assume that Assumption 2.3 holds. Let x ∈ A and xN ∈ AN such that

lim sup
N→∞

|xN − x|Nα < 1.

Then, for φ ∈ D([0, T ];A) and ε > 0,

lim inf
N→∞

1

N
logP

[
sup
t∈[0,T ]

|ZN,xN (t)− φ(t)| < ε
]
≥ −IT,x(φ).

Moreover the above convergence is uniform in x ∈ A

Proof. We can w.l.o.g. assume that IT,x(φ) ≤ K <∞. Let δ > 0 and divide the interval
[0, T ] into J subintervals as before. We define the function φη as before and choose η1

small enough such that for all η < η1 (cf. Lemma 5.6),∫ T

η

L(φη(t), (φη)′(t))dt <

∫ T

0

L(φ(t), φ′(t))dt+
δ

3
. (5.54)

We furthermore assume that η < η1 is such that

sup
t∈[0,T ]

|φ(t)− φη(t)| < ε

4
.

Hence,

lim inf
N→∞

1

N
logP

[
sup
t∈[0,T ]

|ZN,xN (t)−φ(t)| < ε
]
≥ lim inf

N→∞

1

N
logP

[
sup
t∈[0,T ]

|ZN,xN (t)−φ̃η(t)| < ε

2

]
.

From (5.13), for t ≥ η, dist(φη(t), ∂A) ≥ ηλ1. We define

ε1 = ε1(η) =
ε

2
∧ λ1η

4
,

βη := inf
{
βj(z)

∣∣∣ 1 ≤ j ≤ k, z ∈ A, dist(z, ∂A) ≥ ηλ1

2

}
> 0

and

β̃ηj (z) :=

{
βj(z) ∨ βη if z ∈ A
β̃ηj (ψA(z)) else,

where the function ψA has been specified in Assumption (A4). We denote by Z̃N,z,η the
process starting at z at time η with rates β̃ηj . As the log β̃ηj are bounded, we have by
Theorem 5.2 that there exists an

ε2 = ε2(η) < ε1(η)

such that for all ε̃ < ε2,

lim inf
N→∞

1

N
log
(

inf
|z−φη(η)|<ε̃

P
[

sup
t∈[η,T ]

|Z̃N,z,η(t)−φ̃η(t)| < ε1

])
≥ −

∫ T

η

L̃η(φη(t), (φη)′(t))dt−δ
3
,
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where L̃η denotes the Legendre transform corresponding to the rates β̃ηj . We readily
observe that for all t ∈ [η, T ],

L̃η(φη(t), φη(t)) = L(φη(t), (φη)′(t))

and that for |z − φη(η)| < ε̃, denoting by an abuse of notation ZN,z the process starting
from z at time η,

sup
t∈[η,T ]

|ZN,z(t)− φη(t)| < ε1 ⇔ sup
t∈[η,T ]

|Z̃N,z,η(t)− φη(t)| < ε1.

and hence

P
[

sup
t∈[η,T ]

|ZN,z(t)− φ̃η(t)| < ε

2

]
≥ P

[
sup
t∈[η,T ]

|ZN,z(t)− φ̃η(t)| < ε1

]
= P

[
sup
t∈[η,T ]

|Z̃N,z,η(t)− φ̃η(t)| < ε1

]
consequently for ε̃ < ε2

lim inf
N→∞

1

N
log
(

inf
|z−φη(η)|<ε̃

P
[

sup
t∈[η,T ]

|ZN,z(t)− φ̃η(t)| < ε1

])
≥ −

∫ T

η

L(φη(t), (φη)′(t))dt− δ

3

≥ −
∫ T

0

L(φ(t), φ′(t))dt− 2δ

3
,

where we have used (5.54) for the second inequality. We use the Markov property of ZN

and obtain for ε̃ < ε2

P
[

sup
t∈[0,T ]

|ZN,xN (t)− φ(t)| < ε
]
≥ P

[
sup
t∈[0,η]

|ZN,xN (t)− φ̃η(t)| < ε̃
]

· inf
|z−φη(η)|<ε̃

P
[

sup
t∈[η,T ]

|ZN,z(t)− φ̃η(t)| < ε1

]
.

Combining the last two inequalities with Lemma 5.7, we deduce that (i being the index
of the ball Bi to which the starting point x belongs)

lim inf
N→∞

1

N
logP

[
sup
t∈[0,T ]

|ZN,xN (t)− φ(t)| < ε
]
≥ −

∫ η

0

`(φx(t), µi)dt−
∫ T

0

L(φ(t), φ′(t))dt− 2δ

3

≥ −
∫ T

0

L(φ(t), φ′(t))dt− δ

thanks to Lemma 5.9 below, provided η is small enough. The result follows since δ > 0 is
arbitrary.

Lemma 5.9. Let x ∈ Bi, where i ≤ I1, and suppose φx(t) = x + tvi. Let moreover µi be
such that

∑k
j=1 µ

i
jhj = vi. Then, uniformly in x, as t→ 0,∫ t

0

`(φx(s), µi)ds→ 0.
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Proof. Since according to Assumption (A3) d(φx(t), ∂A) ≥ λ1t, the result follows from
(2.7) from Assumption (C).

Theorem 5.10. Assume that Assumption 2.3 as well as the assumptions from Theorem
5.8 hold. Then for any open set G ⊂ D([0, T ];A),

lim inf
N→∞

1

N
logP

[
ZN,xN ∈ G

]
≥ − inf

φ∈G
IT,x(φ).

Moreover the convergence is uniform in x.

Proof. The proof follows the same line of reasoning as the proof of Theorem 5.3.

We will need the following stronger version. Recall the definition of AN at the start
of section 2.

Theorem 5.11. Assume that Assumption 2.3 holds. Then for any open set G ⊂ D([0, T ];A)
and any compact subset K ⊂ A,

lim inf
N→∞

1

N
log inf

x∈K∩AN
P
[
ZN,x ∈ G

]
≥ − sup

x∈K
inf
φ∈G

IT,x(φ).

Proof. This follows readily from the uniformity in x of the convergence in Theorem 5.10.

6 LDP upper bound
We now prove the LDP upper bound. For reasons of readability, we split up the proof
into four parts. In the first three parts, we prove the main auxiliary results required
(Sections 6.1 - 6.3). Finally, we prove the main results of the section in Section 6.4.

In this section, whenever we consider the process ZN,x, we will mean that the process
ZN is started from the nearest point to x on the grid AN (see the beginning of section 2
for the definition of AN).

6.1 Piecewise linear approximation

The goal of this section is to prove that ZN,x is exponentially close to its piecewise linear
approximation. For ZN,x, we define the piecewise linear interpolation Y N,x. To this end,
we divide [0, T ] into N subintervals [tj−1, tj] with tj = jT

N
, j = 1, . . . , N . We define

t ∈ [tj−1, tj]

Y N,x
t = ZN,x(tj−1) +

t− tj−1

tj − tj−1

(ZN,x(tj)− ZN,x(tj−1)). (6.1)

We prove that Y N,x is exponentially close to ZN,x.

Lemma 6.1. Assume that βj (j = 1, . . . , k) is bounded. Let δ > 0. Then

lim sup
N→∞

1

N
logP[d(Y N,x, ZN,x) > δ] = −∞

uniformly in x ∈ A.
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Proof. For any 1 ≤ j ≤ [N/T ], we have the inclusion

{ sup
t∈[tj−1,tj ]

|Y N,x
t − ZN,x

t | ≥ δ} ⊂ { sup
t∈[tj−1,tj ]

|ZN,x
t − ZN,x

tj−1
| ≥ δ/2}.

It then follows from Lemma 3.6 that for some positive constant C and for each j,

P( sup
t∈[tj−1,tj ]

|Y N,x
t − ZN,x

t | ≥ δ) ≤ exp (−CNδ log(CNδ))).

Consequently

P

(
sup
t∈[0,T ]

|Y N,x
t − ZN,x

t | ≥ δ

)
= P

[N/T ]⋃
j=1

{
sup

t∈[tj−1,tj ]

|Y N,x
t − ZN,x

t | ≥ δ

}
≤ N exp (−CNδ log(CNδ))).

The result clearly follows.

6.2 The modified rate function Iδ

In this section, we define a modified rate function Iδ and analyse how it relates to I. The
main result is Corollary 6.6 below.

We define the following functional (Lemma 4.19 above). For δ > 0, x ∈ A, y, θ ∈ Rd,
let

˜̀
δ(x, y, θ) := 〈θ, y〉 −

k∑
j=1

sup
z=zj∈A;|z−x|<δ

βj(z)
(

exp(〈θ, hj〉)− 1
)
,

Lδ(x, y) := sup
θ∈Rd

˜̀
δ(x, y, θ).

Obviously, we have
Lδ(x, y) ≤ L(x, y)

and for the respectively defined functional, Iδ,

Iδ ≤ I.

We obtain

Lδ(x, y) = sup
θ∈Rd

{
〈θ, y〉 −

k∑
j=1

sup
zj∈A;|zj−x|<δ

βj(z
j)
(

exp(〈θ, hj〉)− 1
)}

= sup
θ∈Rd

inf
z1,...,zk∈A;|zj−x|<δ

{
〈θ, y〉 −

k∑
j=1

βj(z
j)
(

exp(〈θ, hj〉)− 1
)}

= inf
z1,...,zk∈A;|z−x|<δ

sup
θ∈Rd

{
〈θ, y〉 −

k∑
j=1

βj(z
j)
(

exp(〈θ, hj〉)− 1
)}

(6.2)

= inf
z1,...,zk,|zj−x|<δ

inf
µ∈Ṽzj ,y

k∑
j=1

(
βj(z

j)− µj + µj log µj − µj log βj(z
j)
)

(6.3)
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= `(z∗, µ∗), (6.4)

where we use the slight abuse of notation: for z = (z1, . . . , zk),

`(z, µ) =
∑
j

βj(z
j)− µj + µj log

( µj
βj(zj)

)
Note that `(x, µ) depends on x only through the rates β(x).

Here, Equation (6.2) follows from Sion’s min-max theorem, see e.g. Komiya [1988],
and Equation (6.3) follows by Theorem 4.9. Equation (6.4) follows from Lemma 4.5 and
the continuity of ` and µ∗ (as a function in the state). We remark that |z∗j − x| = δ is
possible.

In a similar fashion as before (cf. Proposition 4.21), we define the sets

Φδ(K) := {φ ∈ D([0, T ];A)|Iδ(φ) ≤ K},
Φδ
x(K) := {φ ∈ D([0, T ];A)|Iδx(φ) ≤ K}.

In particular, we have Φ(K) ⊂ Φδ(K) and Φx(K) ⊂ Φδ
x(K) and Φδ

x(K), Φδ(K) are
increasing in δ.

For technical reasons, we define for m > 0, z ∈ A the rates

βmj (z) := max{βj(z), 1/m}

and the corresponding functionals Lm and Im by replacing the rates βj by the rates βmj
in the respective definitions.

We will need the following slightly stronger version of Lemma 5.6, where again φη is
defined from φ as in the lines before Lemma 5.6.

Lemma 6.2. Assume that Assumption 2.3 holds. Let K > 0 and ε > 0. Then there
exists an η0 = η0(T,K, ε) > 0 such that for all η < η0 there exists an m0 > 0 such that
for all m > m0 and for all φ ∈ D([0, T ];A) with ImT (φ) ≤ K,

IT (φη) < K + ε,

where φη is defined before Lemma 5.6 and satisfies ‖φη − φ‖ ≤ ε.

Proof. We follows the first steps of the proof of Lemma Lemma5.1, where we replace µ∗(t)
by µm,∗(t) the optimal µ corresponding to (φ(t), φ′(t)) and jump rates βmj . Now (5.14) is
replaced by

L(φη(t), φ′(t− ηr)) ≤ `(φη(t), µm,∗(t− ηr)). (6.5)

We now choose m > 1/η and deduce

|βj(φη(t))− βmj (φ(t− ηr))| ≤
1

m
+ |βj(φη(t))− βj(φ(t− ηr))| ≤ δ′K(η), (6.6)

where δ′K(η) = η+ δK(η)→ 0 as η → 0 by the (uniform) continuity of the βj. We deduce
from (6.5) the following modified version of (5.16)

L(φη(t), φ′(t− ηr))− Lm(φ(t− ηr), φ′(t− ηr)) ≤ kδ′K(η) +
∑
j

µm,∗(t− ηr) log
βmj (φ(t− ηr))
βj(φη(t))

,

(6.7)
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since βmj (φ(t)) > 0 and βj(φη(t)) > 0 for t 6= 0.
We recall that λ1 and the vi’s have been defined in Assumption 2.3 (A3), and that the

ṽi’s, v̄i’s and v̂i’s have been defined in the proof of Lemma 5.6.
By Assumption 2.3 (B4), there exists a constant λ4 > 0 such that for z ∈ Bir (and

η < η2 ≤ η1 small enough, depending upon λ1 and λ2 but not on φ, except through K),

βj(z) < λ4 ⇒ βj(z + ηṽir) ≥ βj(z). (6.8)

We now want to bound from above the second term in the right hand side of (6.7). If
βj(φ(t− ηr)) ≥ λ4, then βj(φ(t− ηr)) ≥ 1/m and therefore βmj (φ(t− ηr)) = βj(φ(t− ηr)),
so that the bound (5.18) holds.

Now consider the case βj(φ(t−ηr)) < λ4. We define the function s(δ) := inf{βj(x)| d(x, ∂A) ≥
δ}; hence (recall the continuity of the βj and the compactness of A) s(δ) > 0 for δ > 0,
and for x ∈ A, βj(x) ≥ s(d(x, ∂A)).

We furthermore let

m0 = m0(η, λ4) > max{1/λ4, 1/s(λ1η)};

and recall that d(φη(t), ∂A) ≥ λ1η for t ≥ η (cf. the discussion preceding Lemma 5.6).
We let m > m0. Since βj(φ(t− ηr)) < λ4, by (6.8),

βj(φ
η(t)) ≥ βj(φ(t− ηr)).

By the definition of s, we have furthermore

βj(φ
η(t))) ≥ s(λ1η) ≥ 1/m.

Combining these observations, we obtain

βj(φ
η(t)) ≥ max{βj(φ(t− ηr)), 1/m} = βmj (φ(t− ηr))

and therefore

log
βmj (φ(t− ηr))
βj(φη(t))

≤ 0. (6.9)

From Lemma 4.3 and Lemma 4.5, there exist (universal, i.e., independent of x and m)
constants B ≥ B1 ∨B2, B > 1, C1, C3 such that

|y| > B ⇒ ∀x ∈ A,m, L(x, y), Lm(x, y) ≥ C1|y| log |y|, (6.10)

|y| > B ⇒ ∀x ∈ A,m, |µm,∗| = |µ∗(x, y,m)| ≤ C3|y|. (6.11)

Hence if |φ′(t− ηr)| ≥ B, we get, instead of (5.22),

L(φη(t), φ′(t− ηr))− Lm(φ(t− ηr), φ′(t− ηr))

≤ kδ′K(η) + kC3|φ′(t− ηr)|
2δK(η)

λ4

≤ kδ′K(η) + kC3
2δK(η)Lm(φ(t− ηr), φ′(t− ηr))

C1λ4 log |φ′(t− ηr)|
. (6.12)

56



If |φ′(t− ηr)| < B, Lemma 4.5 implies that |µm,∗(t − ηr)| ≤ C̃B for a universal constant
C̃ > 0. Using Equations (6.6) and (6.7), we obtain

L(φη(t), φ′(t− ηr))− Lm(φ(t− ηr), φ′(t− ηr)) ≤ kδ′K(η) + kC̃B
2δK(η)

λ4

. (6.13)

Inequalities (6.12) and (6.13) imply

L(φη(t), φ′(t− ηr))− Lm(φ(t− ηr), φ′(t− ηr))

≤ k(η + δK(η)) + kC̃B
2δK(η)

λ4

+ kC3
2δK(η)Lm(φ(t− ηr), φ′(t− ηr))

C1λ4 log |φ′(t− ηr)|
=: δ1(η) + δ2(η)Lm(φ(t− ηr), φ′(t− ηr))

where δi(η)→ 0 as η → 0, i = 1, 2. We now choose η > 0 such that

δ2(η)K <
ε

4
and Tδ1(η) <

ε

4
,

and choose m > m0(η); this yields

IT (φη) < K + ε.

In the following, we show a relation between Lm and Lδ.

Remark 6.3. It can easily be seen that Lemma 4.3 holds for Lδ (with exactly the same
proof). The same holds true for Lemma 4.12 and Lemma 4.17.

Lemma 6.4. Let βj (j = 1, . . . , k) be bounded and ε > 0. Then there exists an m0 > 0
such that for all m > m0, there exists an δ0 > 0 such that for all δ < δ0 and all x ∈ A
y ∈ Rd,

Lm(x, y) ≤ ε+ (1 + ε)Lδ(x, y)

Proof. Let m0 > 0, m > m0 and δ > 0. We let µ∗ = µ∗(z∗, y) be the optimal µ associated
to the optimal z∗ according to Equation (6.4). Then

Lm(x, y)− Lδ(x, y) ≤ `m(x, µ∗)− `(z∗, µ∗). (6.14)

Furthermore, we have by the uniform continuity of the βj (cf. the proof of Lemma 6.2),

|βmj (x)− βj(z∗)| ≤
1

m
+K(δ) =: K1(m, δ). (6.15)

Moreover, we note that if βj(x) < 1
m
−K(δ), then

log
βj(z

∗)

βmj (x)
< 0. (6.16)

On the other hand, if βj(x) ≥ 1
m
−K(δ), then

log
βj(z

∗)

βmj (x)
≤ log

βmj (z∗)

βmj (x)
≤ log

1
m

+K(δ)
1
m

≤ mK(δ) =: K2(m, δ). (6.17)
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By Lemma 4.3 and Lemma 4.4, there exist constants B, C1, C3 and C4 such that for all
x ∈ A and y ∈ Cx,

L(x, y), Lδ(x, y) > C1|y| logB if |y| > B, (6.18)
|µ∗(y)| ≤ C3|y| if |y| > B, (6.19)
|µ∗(y)| ≤ C4 if |y| ≤ B (6.20)

(note that the constants in Inequality (6.18) are independent of δ).
For |y| > B, we have by Inequalities (6.14), (6.15), (6.16), (6.17), (6.18) and (6.19),

Lm(x, y)− Lδ(x, y) ≤ kK1(m, δ) + kC3|y|K2(m, δ)

≤ kK1(m, δ) +
kC3K2(m, δ)

C1 logB
Lδ(x, y). (6.21)

For |y| ≤ B, we have by Inequalities (6.14), (6.15), (6.16), (6.17) and (6.20),

Lm(x, y)− Lδ(x, y) ≤ kK1(m, δ) + kC4K2(m, δ) (6.22)

The assertion now follows from Inequalities (6.21) and (6.22) by choosingm0 large enough,
m > m0 and δ0 = δ0(m) small enough such that

kK1(m, δ0), kC4K2(m, δ0),
kC3K2(m, δ0)

C1 logB
<
ε

2
.

We directly deduce the following result

Corollary 6.5. Let βj (j = 1, . . . , k) be bounded and continuous. For all ε,K, T > 0,
there exists an m0 > 0 such that for all m > m0, there exists a δ0 > 0 such that for all
δ < δ0 and all functions φ with IδT (φ) ≤ K − ε,

ImT (φ) < K.

We now deduce from Lemma 6.2 and Corollary 6.5 the analog of Corollary 4.2 from Shwartz
and Weiss [2005].

Corollary 6.6. Assume that Assumption 2.3 holds. Then for all ε,K > 0, there exists a
δ0 > 0 such that for all δ < δ0,

Φδ
x(K − ε) ⊂

{
φ ∈ D([0, T ];A)| d(φ,Φx(K)) ≤ ε

}
.

Proof. Let ε > 0 and choose m0, m, δ0, δ according to Corollary 6.5 for ε/2. Let φ ∈
Φδ
x(K − ε). Then by Corollary 6.5, φ ∈ Φm

x (K − ε/2). By Lemma 6.2, there exists a φ̃
such that

‖φ̃− φ‖ < ε and IT,x(φ̃) ≤ K.
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6.3 Distance of Y N to Φδ

In this section, we derive a result about the distance of Y N , defined by (6.1), to Φδ

(Lemma 6.14 below).
We state the following elementary result (see, e.g., Roydon [1968], Chapter 3, Propo-

sition 22).

Lemma 6.7. Let f : [a, b] → Rd be measurable with f 6= ∞ almost everywhere. For all
ε > 0, there exists a step function g such that |g − f | < ε except on a set with measure
less than ε. Moreover the range of g is a subset of the convex hull of the range of f .

We define for δ > 0, φ : [0, T ]→ A and Borel-measurable θ : [0, T ]→ Rd,

IδT (φ, θ) :=

∫ T

0

˜̀
δ(φ(t), φ′(t), θ(t))dt.

Lemma 6.8. Let log βj (j = 1, . . . , k) be bounded. For all absolutely continuous φ :
[0, T ]→ A with IδT (φ) <∞ and all ε > 0 there exists a step function θ : [0, T ]→ Rd such
that

IδT (φ, θ) ≥ IδT (φ)− ε.

Proof. As Iδ(φ) <∞, there exists a large enough positive number B such that∫ T

0

1{|φ′(t)|>B}Lδ(φ
′(t), φ(t))dt ≤ ε

3
(6.23)

(cf. Lemma 4.17 and Remark 6.3). We set

θ1(t) := 0 if |φ′(t)| > B.

By Lemma 4.12 (which holds true with L replaced by Lδ, see Remark 6.3 – this is
where we need the assumption that the log βj are bounded), there exists a constant B̃
such that for all x ∈ A and y ∈ C with |y| ≤ B,

sup
|θ|≤B̃

˜̀
δ(x, y, θ) > Lδ(x, y)− ε

6T
.

We set
D := {(x, y, θ)| x ∈ A, y ∈ C, |y| ≤ B, |θ| ≤ B̃}.

The function ˜̀
δ is uniformly continuous on D. Hence there exists an η > 0 such that for

|x− x̃|, |y − ỹ|, |θ − θ̃| < η,

|˜̀δ(x, y, θ)− ˜̀
δ(x̃, ỹ, θ̃)| <

ε

6T
.

By a compactness argument, we obtain a finite cover {θi,j, xi, yj} of D such that

˜̀
δ(xi, yj, θi,j) ≥ Lδ(x, y)− ε

3T
for |x− xi|, |y − yj| < η. (6.24)

We set
θ1(t) := θi,j if |φ(t)− xi|, |φ′(t)− yj| < η
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(with some kind of tie-breaking rule). Hence θ1 only takes finitely many values. However,
it is not clear whether θ1 is piecewise constant.

We now choose η̃ small enough such that Leb[E] < η̃
2
implies that∫

[0,T ]∩E
Lδ(φ(t), φ′(t))dt ∨

∫
[0,T ]∩E

sup
|θ|≤B̃

(
−˜̀

δ(φ(t), φ′(t), θ)
)
dt <

ε

3
. (6.25)

and
min |θi,j − θl,m| > η̃, min |θi,j| > η̃.

By Lemma 6.7, there exists a step function θ2 with |θ1 − θ2| < η̃
2
except on a set Ẽ with

Lebesgue measure < η̃
2
.

Hence there exists a step function θ which agrees with θ1 except on Ẽ (modify θ2 if
necessary such that |θ1−θ2| < η̃

2
⇒ θ2 = θ1 on Ẽc). Note that |θ(t)| ≤ B̃, for all t ∈ [0, T ].

We conclude by collecting the approximations above:

IδT (φ) =

∫
[0,T ]

Lδ(φ(t), φ′(t))dt

≤
∫

[0,T ]∩{|φ′(t)|>B}
Lδ(φ(t), φ′(t))dt+

∫
[0,T ]∩Ẽ

Lδ(φ(t), φ′(t))dt

+

∫
[0,T ]∩({|φ′(t)|≤B}∪Ẽc)

Lδ(φ(t), φ′(t))dt

≤2ε

3
+

∫
[0,T ]∩({|φ′(t)≤B}∪Ẽc)

˜̀
δ(φ(t), φ′(t), θ(t))dt

=
2ε

3
+

∫
[0,T ]

˜̀
δ(φ(t), φ′(t), θ(t))dt−

∫
[0,T ]∩Ẽ

˜̀
δ(φ(t), φ′(t), θ(t))dt−

∫
[0,T ]∩{|φ′(t)|>B}∩Ẽc

˜̀
δ(φ(t), φ′(t), θ(t))dt

≤ ε+

∫
[0,T ]

˜̀
δ(φ(t), φ′(t), θ(t))dt.

Indeed θ(t) = 0 on the set {|φ′(t)| > B}∩Ẽc, while (6.25) implies that the second integral
in the next to last line is bounded by ε/3.

We next prove.

Lemma 6.9. Let u : [0, T ] → R be nonnegative and absolutely continuous and δ > 0.
Then there exists an η > 0, a Borel set E ⊂ [0, T ] with Leb(E) < δ and two finite
collections (Ji)i∈I+ and (Hj)j∈I0 of subintervals of [0, T ] such that

[0, T ] = E ∪
⋃
i∈I+

Ji ∪
⋃
j∈I0

Hj

and for all i ∈ I+, j ∈ I0,

inf
t∈Ji

u(t) > η, u(t) = 0 on Hj ∩ Ec.

Proof. Given t ∈ [0, T ] such that u(t) > 0, let Ot be the largest open interval containing
t such that u(s) > 0 for all s ∈ Ot. Let mt = max{u(t), t ∈ Ot}. Since u is absolutely
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continuous, there is a finite number of intervals Ot such that mt > 1/m, for each m ≥ 1.
Hence there are at most countably many open intervals {Oi, i ≥ 1} where u is positive.
Choose M large enough such that

Leb
(
∪∞i=M+1Oi

)
≤ δ

2
.

For 1 ≤ i ≤M , let Ji ⊂ Oi be a closed interval such that

Leb (Oi \ Ji) ≤
δ

2M
.

Let
E =

(
∪∞i=M+1Oi

)
∪
(
∪Mi=1Oi \ Ji

)
.

Clearly Leb(E) ≤ δ. LetM be the number of connected components of [0, T ]\∪Mi=1Ji. For
1 ≤ j ≤M , let Hj denote the closure of the j–th connected component of [0, T ] \ ∪Mi=1Ji.
Hj is an interval. Moreover

inf
1≤i≤M

inf
t∈Ji

u(t) = η > 0, and

u(t) = 0, if t ∈ Hj ∩ Ec.

We require this result for the proof of Lemma 4.6 of Shwartz and Weiss [2005]. This is
a (more general) variant of Lemma 5.43 of Shwartz and Weiss [1995] (cf. also Lemma 6.8).

Lemma 6.10. Assume that βj (j = 1, . . . , k) is bounded and Lipschitz continuous. Then
for all φ with IT (φ) <∞ and ε > 0, there exists a step function θ such that

IδT (φ, θ) ≥ IδT (φ)− ε.

Proof. If none of the βj(φ(t)) vanishes on the interval [0, T ], then the proof of Lemma 6.8
applies. If that is not the case, we note that since φ is absolutely continuous and βj is
Lipschitz continuous, t→ βj(φ(t)) is absolutely continuous. Hence we can apply Lemma
6.9 to the function u(t) := βj(φ(t)), and associate to each 1 ≤ j ≤ k intervals (J ji )i∈I+
and (Hj

i )i∈I0 . It is not hard to see that to each η > 0 one can associate a real η > 0, an
integer M , a collection (Ii)1≤i≤M of subintervals of [0, T ], with the following properties

[0, T ] = E ∪
⋃

1≤i≤M

Ii,

with Leb(E) ≤ δ, and moreover to each 1 ≤ i ≤ N we can associate a subset A ⊂
{1, 2, . . . , k} such that

βj(φ(t)) > η, if j ∈ A, t ∈ Ii, and βj(φ(t)) = 0, if j 6∈ A, t ∈ Ii ∩ Ec.

Each interval Ii is an intersection of J ji ’s for j ∈ A and of Hj
i ’s for j 6∈ A.

On each subinterval Ii, by considering the process with rates and jump directions
{βj, hj, j ∈ A} only, we can deduce from Lemma 6.8 that there exists a step function θ
such that ∫

Ii

˜̀
δ(φ(t), φ′(t), θ(t)) ≥

∫
Ii

Lδ(φ(t), φ′(t))dt− ε

2M
.
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In fact there exists a unique stepfunction θ defined on [0, T ], such that each of the above
inequality holds and moreover, by the same argument as in the proof of Lemma 6.8,
provided η is small enough, ∫

E

˜̀
δ(φ(t), φ′(t), θ(t)) ≥ − ε

2
.

The result follows.

We now define for M ∈ N

K(M) :=
⋂
m≥M

{φ ∈ C([0, T ];A)|V2−m(φ) ≤ 1
logm
},

where Vδ is the modulus of continuity:

Vδ(φ) := sup
s,t∈[0,T ], |s−t|<δ

|φ(s)− φ(t)|.

We readily observe (Arzelà-Ascoli) that K(M) is compact in C([0, T ];Rd).
We next obtain exponential tightness for the sequence Y N,x defined in (6.1).

Lemma 6.11. Assume that βj (j = 1, . . . , k) is bounded. There exists a positive constant
a such that for all M large enough and for all x ∈ A,

lim sup
N→∞

1

N
logP[Y N,x 6∈ K(M)] ≤ −a M

logM
.

Proof. Suppose that

V2−m(Y N) ≤ 1

logm
, for m = M, . . . ,M(N), where M(N) =

⌈
log(N/T )

log 2

⌉
. (6.26)

It is plain that m ≥ M(N) implies that 2−m < T/N , hence V2−(m+1)(Y N) = 1
2
V2−m(Y N).

Then, provided N > 4T , M(N) ≥ 2, hence for any m ≥ M(N), m + 1 ≤ m2, and also
(2 logm)−1 ≤ (log(m+ 1))−1, and it follows that (6.26) implies that Y N,x ∈ K(M).

Now if M ≤ m ≤M(N),{
V2−m(Y N) >

1

logm

}
⊂

N−1⋃
j=0

{
sup

tj≤s≤tj+21−m
|ZN,x

s − ZN,x
tj | >

1

2 logm

}
.

Consequently, with the help of Lemma 3.6, for some C > 0 and provided M is large
enough,

P[Y N,x 6∈ K(M)] ≤
M(N)∑
m=M

P
(
V2−m(Y N) >

1

logm

)

≤ N

M(N)∑
m=M

exp

(
− CN

logm
log

(
C2m

logm

))
≤M(N)N exp

(
− CN

logM
log

(
C2M

logM

))
,
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where the last inequality follows from the fact that for x > 0 large enough, the mapping
x→ (log x)−1 log

(
C2x

log x

)
is increasing. Consequently

1

N
logP

[
Y N,x 6∈ K(M)

]
≤ logM(N)

N
+

logN

N
− c

logM
log

(
C2M

logM

)
.

It remains to take the limsup as N →∞.

We now establish the main local estimate for Y N .

Lemma 6.12. Assume that βj (j = 1, . . . , k) is bounded. For all δ > 0, we have uniformly
in x ∈ A and θ in a bounded set,

lim sup
N→∞

logE
[

exp
(
N〈Y N,x( T

N
)− Y N,x(0), θ〉

)]
≤ T ·

k∑
j=1

sup
zj∈A, |zj−x|≤δ

βj(z
j)(e〈θ,hj〉−1).

Proof. It is not hard to verify that for any θ ∈ Rd, the process

M θ
t := exp

(
N〈ZN,x

t − x, θ〉 −N
k∑
j=1

(e〈θ,hj〉 − 1)

∫ t

0

βj(Z
N,x(s))ds

)

is a martingale with M θ
0 = 1, hence E[M θ

t ] = 1. Let

SN,δ := { sup
0≤t≤T/N

|ZN,x
t − x] ≤ δ}.

Since M θ
t > 0, E[M θ

T/N1SN,δ ] ≤ 1. But on the event SN,δ,

M θ
T/N ≥ exp

(
N〈ZN,x(T/N)− x, θ〉 − T

k∑
j=1

sup
zj∈A,|zj−x|≤δ

βj(z
j)(e〈θ,hj〉 − 1)

)
,

hence

E
[
exp

(
N〈ZN,x(T/N)− x, θ〉

)
1SN,δ

]
≤ exp

(
T

k∑
j=1

sup
zj∈A,|zj−x|≤δ

βj(z
j)(e〈θ,hj〉 − 1)

)
.

On the other hand, from Lemma 3.6, for some C > 0, whenever |θ| ≤ B,

E
[
exp

(
N〈ZN,x(T/N)− x, θ〉

)
1ScN,δ

]
≤

∞∑
`=1

eN(`+1)δ|θ|P
(
`δ ≤ |ZN,x(T/N)− x| ≤ (`+ 1)δ

)
≤

∞∑
`=1

exp (Nδ [(`+ 1)B − C` log(CN`δ)])

≤
∞∑
`=1

a(N, δ)`

≤ 2a(N, δ),
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provided N is large enough, such that

a(N, δ) := exp (Nδ [2B − C log(CNδ)]) ≤ 1/2.

Finally

E
[
exp

(
N〈ZN,x(T/N)− x, θ〉

)]
≤ exp

(
T

k∑
j=1

sup
zj∈A,|zj−x|≤δ

βj(z
j)(e〈θ,hj〉 − 1)

)
+ 2a(N, δ).

The result follows from the fact that a(N, δ)→ 0 as N →∞, for any δ > 0.

We next establish

Lemma 6.13. Let βj (j = 1, . . . , k) be bounded and continuous. Let θ : [0, T ]→ Rd be a
step function, δ > 0 and K ⊂ K(M) be a compact set, such that the subset Kac consisting
of those elements of K which are absolutely continuous is dense in K. Then

lim sup
N→∞

1

N
logP[Y N,x ∈ K] ≤ − inf

φ∈K, φ(0)=x
Iδ(φ, θ)

uniformly in x.

Proof. Let θ be a fixed step function from [0, T ] into Rd, which we assume w.l.o.g. to
be right continuous, and let K be a given compact subset of C([0, T ];Rd), which has the
property that Kac is dense in K. We define for each δ > 0 the mapping gδ : R2d → R by

gδ(z, θ) =
k∑
j=1

sup
|zj−x|≤δ

βj(zj)(e
〈θ,hj〉 − 1).

We let t` := `T/N , and define for z ∈ Kac, the two quantities

S̃N(z, θ) =
N∑
`=1

〈z(t`)− z(t`−1), θ(t`−1)〉 − T

N

N∑
`=1

gδ(z(t`−1), θ(t`−1)),

S(z, θ) =

∫ T

0

〈z′(t), θ(t)〉dt− T

N

N∑
`=1

gδ(z(t`−1), θ(t`−1)).

Choose any η > 0. We can assume that N0 has been chosen large enough, such that

sup
z∈Kac

|S̃N(z, θ)− S(z, θ)| ≤ η.

Indeed, this difference is bounded by twice the number of jumps of θ times the sup of
|θ(t)|, times the maximal oscillation of z on intervals of length 1/N in [0, T ].

It follows from Lemma 6.12 and the Markov property that, provided N0 has been
chosen large enough, for any N ≥ N0,

E
[
exp

(
NS̃N(Y N,x, θ)

)]
≤ exp(Nη).
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Clearly, on the event Y N,x ∈ K,

exp

[
N

(
S̃N(Y N , θ)− inf

z∈Kac
S̃N(z, θ)

)]
≥ 1,

and combining this fact with the previous inequalities, we deduce that

P(Y N,x ∈ K) ≤ E exp

[
N

(
S̃N(Y N,x, θ)− inf

z∈Kac
S̃N(z, θ)

)]
≤ exp(Nη) exp

(
−N inf

z∈Kac
S̃N(z, θ)

)
≤ exp(2Nη) exp

(
−N inf

z∈Kac
SN(z, θ)

)
Now, uniformly in z ∈ Kac, SN(z, θ)→ Iδ(z, θ), where

Iδ(z, θ) =

∫ T

0

〈z′(t), θ(t)〉dt−
∫ T

0

gδ(z(t), θ(t))dt.

The result follows from the last two facts, since η > 0 can be chosen arbitrarily small,
and Kac is dense in K.

We now have

Lemma 6.14. Assume that βj (j = 1, . . . , k) is bounded and Lipschitz continuous. Then
for all K > 0, δ > 0 and ε > 0,

lim sup
N→∞

1

N
logP[d(Y N,x,Φδ

x(K)) > ε] ≤ −K + ε

uniformly in x ∈ A.

Proof. We fix ε, δ,K > 0 and choose M ∈ N such that a M
logM

> K − ε, where a is the
constant appearing in Lemma 6.12.

For absolute continuous φ : [0, T ] → A with Iδ(φ) < ∞, there exists a step function
θφ such that

Iδ(φ, θφ) ≥ Iδ(φ)− ε
2

(cf. Lemma 6.8). It can easily be verified by elementary calculus that the function Iδ(·, θφ)
is continuous for the sup norm topology on the set of absolutely continuous functions.
Hence there exists a number 0 < ηφ < ε

2
such that for all absolutely continuous φ̃ with

‖φ− φ̃‖ < ηφ,
Iδ(φ̃, θφ) ≥ Iδ(φ)− ε. (6.27)

We consider the compact set

Kx(M) := {φ ∈ K(M)|φ(0) = x}

(cf. the definition preceding Lemma 6.11). By a compactness argument, there exist finitely
many absolutely continuous functions {φi, 1 ≤ i ≤ m} ⊂ Kx(M) with Iδ(φi) < ∞ (and
corresponding θi := θφi and ηi := ηφi) such that

Kx(M) ⊂
m⋃
i=1

Bηi(φi).
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For each 1 ≤ i ≤ m, we define the compact set

Kxi (M) := Bηi(φi) ∩ Kx(M).

We now let
I := {1 ≤ i ≤ m | d(φi,Φ

δ
x(K)) ≥ ηi}.

Then d(Y x,N ,Φδ
x(K)) ≥ ε and Y x,N ∈ Kxi (M) imply i ∈ I, since ηi ≤ ε/2. Hence

lim sup
N→∞

1

N
logP[d(Y x,N ,Φδ

x(K)) ≥ ε]

≤ lim sup
N→∞

1

N
log
{
P[Y x,N 6∈ Kx(M)] +

∑
i∈I

P[Y x,N ∈ Kxi (M)]
}
.

Applying first Lemma 6.13 and then (6.27), we obtain

lim sup
N→∞

1

N
logP[Y x,N ∈ Kxi (M)] ≤ − inf

φ∈Kxi (M)
Iδ(φ, θi)

≤ −Iδ(φi) + ε

< −K + ε

as Iδ(φi) > K (recall that i ∈ I). The result now follows from the two last inequalities,
Lemma 6.11 and the fact that a M

logM
> K − ε.

6.4 Main results

Theorem 6.15. Assume that Assumption 2.3 is satisfied. For F ⊂ D([0, T ];A) closed
and x ∈ A, we have

lim sup
yN∈AN ,yN→x,N→∞

1

N
logP[ZN,yN ∈ F ] ≤ −Ix(F ).

Proof. We first let Ix(F ) =: K <∞ and ε > 0. By Lemma 4.23, there exits a δε > 0 such
that for all δ ≤ δε,

y ∈ A, |x− y| < δ ⇒ Iy(F ) ≥ Ix(F )− ε = K − ε. (6.28)

For δ ≤ δε, we define

F δ := {φ ∈ F ||φ(0)− x| ≤ δ},

Sδ :=
⋃

y∈A,|x−y|≤δ

Φy(K − 2ε).

F δ is closed in D([0, T ];A; dD) and Sδ is compact in D([0, T ];A; dD) by Proposition 4.21.
Furthermore, the two sets have no common elements. Hence, by the Hahn-Banach The-
orem,

d(F δ, Sδ) =: ηδ > 0. (6.29)
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Note that ηδ is increasing as δ is decreasing, since the sets F δ and Sδ are decreasing.
We now let |y − x| ≤ δ and η ≤ ηδ. Let Y N be defined as in the paragraph preceding
Lemma 6.1. We have

P[ZN,y ∈ F ] = P[ZN,y ∈ F δ]

≤ P[d(Y N,y, F δ) < η
2
] + P[‖Y N,y − ZN,y‖ ≥ η

2
]. (6.30)

Let now φ(0) = y with d(φ, F δ) < η
2
, hence from (6.29)

d(φ,Φy(K − 2ε)) ≥ η

2
. (6.31)

Let δ̃ be such that Corollary 6.6 with K replaced by K − 2ε and ε by η
4
holds with δ

replaced by 2δ̃. Hence (6.31) implies

d(φ,Φ2δ̃
y (K − 2ε− η

4
) >

η

4
. (6.32)

Indeed, if that is not the case, there exists a φ̃ ∈ Φ2δ̃
y (K−2ε− η

4
) with ‖φ− φ̃‖ ≤ η

4
. Then

Corollary 6.6 implies that there exists φ̄ ∈ Φy(K − 2ε) with ‖φ̄ − φ̃‖ ≤ η
4
; consequently

‖φ̄− φ‖ ≤ η
2
, which contradicts (6.32). We hence obtain by Lemma 6.14,

lim sup
N→∞

1

N
logP[d(Y N,y, F δ) < η

2
] ≤ lim sup

N→∞

1

N
logP[d(Y N,y,Φ2∆̃

y (K − 2ε− η
4
) >

η

4
]

≤ −(K − 2ε− η

2
) (6.33)

uniformly in y ∈ A with |y − x| ≤ δ.
Furthermore, Lemma 6.1 implies

lim sup
N→∞

1

N
logP[‖Y N,y − ZN,y‖ ≥ η

2
] = −∞ (6.34)

uniformly in y ∈ A.
Combining Inequalities (6.30), (6.33) and (6.34), we obtain

lim sup
N→∞

1

N
logP[ZN,y ∈ F ] ≤ −(K − 2ε− η

2
)

uniformly in y ∈ A, |x−y| ≤ δ. The result now follows as ε and η can be chosen arbitrarily
small.

The result in case Ix(F ) = ∞ follows, since this implies that Ix(F ) > K for all
K > 0.

We will need the following stronger version. Recall the definition of AN at the start
of section 2.

Theorem 6.16. Assume that Assumption 2.3 is satisfied. For F ⊂ D([0, T ];A) closed
and any compact subset K ⊂ A, we have

lim sup
N→∞

1

N
log sup

x∈K∩AN
P[ZN,x ∈ F ] ≤ − inf

x∈K
Ix(F ).
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Proof. We use the same argument as in the proof of Corollary 5.6.15 in Dembo and
Zeitouni [2009]. From Theorem 6.15, for any x ∈ A, any δ > 0, there exists εx,δ > 0 and
Nx,δ ≥ 1 such that whenever N ≥ Nx,δ, y ∈ AN with |y − x| < εx,δ,

1

N
logP[ZN,y ∈ F ] ≤ −Iδx(F ),

where Iδx(F ) = min[Ix(F ) − δ, δ−1]. Consider now a compact set K ⊂ A. There exists a
finite set {xi, 1 ≤ i ≤ I} such that K ⊂ ∪i=1B(xi, εxi), where B(x, ε) = {y; |y− x| < ε}.
Consequently, for N ≥ sup1≤i≤I Nxi,δ, any y ∈ AN ∩K,

1

N
logP[ZN,y ∈ F ] ≤ − min

1≤i≤I
Iδxi(F ) ≤ − inf

x∈K
Iδx(F ).

It remains to take the sup over y ∈ K ∩AN on the left, take the lim sup as N →∞, and
finally let δ tend to 0 to deduce the result.

7 Time of exit from domain
In this section we establish the results for the time of exit of the process from a domain;
to this end, we follow the line of reasoning of Dembo and Zeitouni [2009] Section 5.7 and
modify the arguments when necessary.

We let O ( A be relatively open in A (with O = Õ ∩A for Õ ⊂ Rd open) and x∗ ∈ O
be a stable equilibrium of (1.2). By a slight abuse of notation, we say that

∂̃O := ∂Õ ∩ A

is the boundary of O. For y, z ∈ A, we define the following functionals.

V (x, z, T ) := inf
φ∈D([0,T ];A),φ(0)=x,φ(T )=z

IT,x(φ)

V (x, z) := inf
T>0

V (x, z)

V̄ := inf
z∈∂̃O

V (x∗, z).

In other words, V̄ is the minimal energy required to leave the domain O when starting
from x∗.

Assumption 7.1. (D1) x∗ is the only stable equilibrium point of (1.2) in O and the
solution Y x of (1.2) with x = Y x(0) ∈ O satisfies

Y x(t) ∈ O for all t > 0 and lim
t→∞

Y x(t) = x∗.

(D2) For a solution Y x of (1.2) with x = Y x(0) ∈ ∂̃O, we have

lim
t→∞

Y x(t) = x∗.

(D3) V̄ <∞.
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(D4) For all ρ > 0 there exist constants T (ρ), ε(ρ) > 0 with T (ρ), ε(ρ) ↓ 0 as ρ ↓ 0 such
that for all z ∈ ∂̃O ∪ {x∗} and all x, y ∈ B(z, ρ) ∩ A there exists an

φ = φ(ρ, x, y) : [0, T (ρ)]→ A with φ(0) = x, φ(T (ρ)) = y and IT (ρ)(φ) < ε(ρ).

(D5) For all z ∈ ∂̃O there exists an η0 > 0 such that for all η < η0 there exists a
z̃ = z̃(η) ∈ A \ Ō with |z − z̃| > η.

Let us shortly comment on Assumption 7.1. By (D1), O is a subset of the domain of
attraction of x∗. (D2) is violated by the applications we have in mind: we are interested
in situations where ∂̃O is the characteristic boundary of O, i.e., the boundary separating
two regions of attraction of equilibria of (1.2). In order to relax this assumption, we
shall add an approximation argument in section 7.3. By (D3), it is possible to reach the
boundary with finite energy. This assumption is always satisfied for the epidemiological
models we consider. For z = x∗, (D4) is also always satisfied in our models as the rates
βj are bounded from above and away from zero in small neighborhoods of x∗; hence, the
function φ(x, y, ρ) can, e.g., be chosen to be linear with speed one (see, e.g., Shwartz
and Weiss [1995] Lemma 5.22). (D5) allows us to consider a trajectory which crosses
the boundary ∂̃O, in such a way that all paths in a sufficiently small tube around that
trajectory do exit O.

We are interested in the following quantity:

τN,x := τN := inf{t > 0|ZN,x(t) 6∈ O},

i.e., the first time that ZN,x exits O.

7.1 Auxiliary results

Assumption 7.1 (A4) gives the following analogue of Lemma 5.7.8 of Dembo and Zeitouni
[2009].

Lemma 7.2. Assume that Assumption 7.1 holds. Then for any δ > 0, there exists an
ρ0 > 0 such that for all ρ < ρ0,

sup
z∈∂̃O∪x∗,x,y∈B(z,ρ)

inf
T∈[0,1]

V (x, y, T ) < δ.

We can recover the analogue of Lemma 5.7.18 of Dembo and Zeitouni [2009] by using
Lemma 7.2.

Lemma 7.3. Assume that Assumptions 2.3 and 7.1 hold. Then, for any η > 0 there
exists a ρ0 such that for all ρ < ρ0 there exists a T0 <∞ such that

lim inf
N→∞

1

N
log inf

x∈B(x∗,ρ)
P[τN,x ≤ T0] > −(V̄ + η).

Proof. We follow the same line of reasoning as in the proof of Lemma 5.7.18 in Dembo and
Zeitouni [2009]. Let x ∈ B(x∗, ρ). We use Lemma 7.2 for δ = η/4 (and we let ρ be small
enough for Lemma 7.2 to hold). We construct a continuous path ψx with ψx(0) = x,
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ψx(tx) = x∗ (tx ≤ 1) and Itx,x(ψ
x) ≤ η/4. We then use Assumption 7.1 (D3). For

T1 < ∞, we can construct a path φ ∈ C[0, T1] such that φ(0) = x∗, φ(T1) = z ∈ ∂̃O and
IT1,0(φ) ≤ V̄ + η/4. Subsequently, we use Lemma 7.2 and obtain a path ψ̃ with ψ̃(0) = z,
ψ̃(sx) 6∈ O (s ≤ 1), Is,z(ψ̃) ≤ η/4 and dist(z̄, O) =: ∆ > 0.10 We finally let θx be the
solution of the ODE (1.2) with θx(0) = z̄ on [0, 2− tx− s], consequently I2−tx−s,z̄(θ

x) = 0,
see Lemma 4.1.

We concatenate the paths ψx, φ, ψ̃ and θx and obtain the path φx ∈ C[0, T0] (T0 =
T1 + 2 independent of x) with IT0,x(φx) ≤ V̄ + η/2.

Finally, we define

Ψ :=
⋃

x∈B(x∗,ρ)

{
ψ ∈ D([0, T0];A)|‖ψ − φx‖ < ∆/2

}
;

hence Ψ ⊂ D([0, T0];A) is open, (φx)x∈B(x∗,ρ) ⊂ Ψ and {ZN,x ∈ Ψ} ⊂ {τN,x ≤ T0}. We
now use Theorem 5.11.

lim inf
N→∞

1

N
log inf

x∈B(x∗,ρ)
P[ZN,x ∈ Ψ] ≥ − sup

x∈B(x∗,ρ)

inf
φ∈Ψ

IT0,x(φ)

≥ − sup
x∈B(x∗,ρ)

IT0,x(φ
x)

> −(V̄ + η).

We also require the following result (analogue of Lemma 5.7.19 of Dembo and Zeitouni
[2009]).

Lemma 7.4. Assume that Assumption 7.1 holds. Let ρ > 0 such that B(x∗, ρ) ⊂ O and

σN,xρ := inf{t > 0|ZN,x
t ∈ B(x∗, ρ) or ZN,x

t 6∈ O}.

Then
lim
t→∞

lim sup
N→∞

1

N
log sup

x∈O
P[σN,xρ > t] = −∞.

Proof. We adapt the proof of Dembo and Zeitouni [2009] Lemma 5.7.19 to our case.
Note first that for x ∈ B(x∗, ρ), σN,xρ = 0; we hence assume from now on that x /∈

B(x∗, ρ). For t > 0, we define the closed set Ψt ⊂ D([0, t];A),

Ψt := {φ ∈ D([0, t];A)|φ(s) ∈ O \B(x∗, ρ) for all s ∈ [0, t]};

hence for all x,N ,
{σN,xρ > t} ⊂ {ZN,x ∈ Ψt}.

By Theorem 6.16, this implies for all t > 0,

lim sup
N→∞

1

N
log sup

x∈O\B(x∗,ρ)

P[σN,xρ > t] ≤ lim sup
N→∞

1

N
log sup

x∈O\B(x∗,ρ)

P[Zε,x ∈ Ψt]

10Note that the Assumption (D5) is required here.
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≤ − inf
φ∈Ψt

It,φ(0)(φ).

It hence suffices to show that

lim
t→∞

inf
φ∈Ψt

It,φ(0)(φ) =∞. (7.1)

To this end, consider x ∈ O \B(x∗, ρ) and recall that Y x is the solution of (1.2)
(on [0, t] for all t > 0). By Assumption 7.1 (D2), there exists a Tx < ∞ such that
Y x(Tx) ∈ B(x∗, 3ρ). We have (here B denotes the Lipschitz constant of b),

|φx(t)− φy(t)| ≤ |x− y|+
∫ t

0

|b(φx(s))− b(φy(s))|ds ≤ +|x− y|+
∫ t

0

B|φx(s)− φy(s)|ds

and therefore by Gronwall’s inequality |Y x(Tx) − Y y(Tx)| ≤ |x − y|eTxB; consequently,
there exists a neighborhood Wx of x such that for all y ∈ Wx, Y y(Tx) ∈ B(x∗, 3ρ). By the
compactness of O \B(x∗, ρ), there exists a finite open subcover ∪ki=1Wxi ⊃ O \B(x∗, ρ);
for T := maxi=1,...,k Txi and y ∈ O \B(x∗, ρ) this implies that Y y(s) ∈ B(x∗, 2/3ρ) for
some s ≤ T .

Assume now that (7.1) is false. Then there exits an M < ∞ such that for all n ∈ N
there exists an φn ∈ ΨnT with InT (φn) ≤M . The function φn is concatenated by functions
φn,k ∈ ΨT and we obtain

M ≥ InT (φn) =
n∑
k=1

IT (φn,k) ≥ n min
k=1,...,n

IT (φn,k).

Hence there exists a sequence (ψk)k ⊂ ΨT with limk→∞ IT (ψk) = 0. Note now that the
set

φ(t) := {φ ∈ C[0, T ]|IT,φ(0)(φ) ≤ 1, φ(s) ∈ O \B(x∗, ρ) for all s ∈ [0, T ]} ⊂ ΨT

is compact (as a subset of (C[0, T ], ‖ · ‖∞)); hence there exists a subsequence (ψkl)l of
(ψk)k such that liml→∞ ψkl =: ψ∗ ∈ φ(t) in (C[0, T ], ‖ · ‖∞). By the lower semi-continuity
of IT (cf. Lemma 4.20) this implies

0 = lim inf
l→∞

IT (ψnl) ≥ IT (ψ∗),

which in turn implies that ψ∗ solves (1.2) for x = ψ∗(0). But then, ψ∗(s) ∈ B(x∗, 2/3ρ)
for some s ≤ T , a contradiction to ψ∗ ∈ ΨT .

The following lemma is the analogue of Dembo and Zeitouni [2009] Lemma 5.7.21.

Lemma 7.5. Assume that Assumptions 2.3 and 7.1 hold. Let C ⊂ A\O be closed. Then

lim
ρ→0

lim sup
N→∞

1

N
log sup

x∈B(x∗,3ρ)\B(x∗,2ρ)

P[ZN,x
σρ ∈ C] ≤ − inf

z∈C
V (x∗, z).
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Proof. We adapt the proof of Dembo and Zeitouni [2009] Lemma 5.7.21 to our situation.
We can assume without loss of generality that infz∈C V (x∗, z) > 0 (else the assertion is
trivial). For infz∈C V (x∗, z) > δ > 0, we define

V δ
C := (inf

z∈C
V (x∗, z)− δ) ∧ 1/δ > 0.

By Lemma 7.2, there exists a ρ0 = ρ0(δ) > 0 such that for all 0 < ρ < ρ0,

sup
y∈B(x∗,3ρ)\B(x∗,2ρ)

V (x∗, y) < δ;

hence

inf
y∈B(x∗,3ρ)\B(x∗,2ρ), z∈C

V (y, z) ≥ inf
z∈C

V (x∗, z)− sup
y∈B(x∗,3ρ)\B(x∗,2ρ)

V (x∗, y) > V δ
C . (7.2)

For T > 0, we define the closed set ΦT ⊂ D([0, T ];A) by

ΦT := Φ := {φ ∈ D([0, T ];A)|φ(t) ∈ C for some t ∈ [0, T ]}.

We then have for y ∈ B(x∗, 3ρ) \B(x∗, 2ρ),

P[ZN,y
σρ ∈ C] ≤ P[σN,yρ > T ] + P[ZN,y ∈ ΦT ]. (7.3)

In the following, we bound the two parts in Inequality (7.3) from above.
For the second part, we note first that (cf. Inequality (7.2))

inf
y∈B(x∗,3ρ)\B(x∗,2ρ), φ∈ΦT

IT,y(φ) ≥ inf
y∈B(x∗,3ρ)\B(x∗,2ρ), z∈C

V (y, z) > V δ
C ;

hence, we obtain by Theorem 6.16

lim sup
N→∞

1

N
log sup

y∈B(x∗,3ρ)\B(x∗,2ρ)

P[ZN,y ∈ ΦT ] ≤ − inf
y∈B(x∗,3ρ)\B(x∗,2ρ), φ∈ΦT

IT,y(φ)

< −V δ
C .

(7.4)

For the first part in Inequality (7.3), we use Lemma 7.4: There exists a 0 < T0 < ∞
such that for all T ≥ T0

lim sup
N→∞

1

N
log sup

y∈B(x∗,3ρ)\B(x∗,2ρ)

P[σN,y > T ] < −V δ
C . (7.5)

We let T ≥ T0 and ρ < ρ0 and combine Inequalities (7.3), (7.4) and (7.5). Hence there
exists an N0 > 0 such that for all N > N0,

1

N
log sup

y∈B(x∗,3ρ)\B(x∗,2ρ)

P[ZN,y
σρ ∈ C]

≤ 1

N
log
(

sup
y∈B(x∗,3ρ)\B(x∗,2ρ)

P[σN,yρ > T ] + sup
y∈B(x∗,3ρ)\B(x∗,2ρ)

P[ZN,y ∈ ΦT ]
)

<
1

N
log
(
2e−NV

δ
C
)

=
1

N
log 2− V δ

C ;

and
lim sup
N→∞

1

N
log sup

y∈B(x∗,3ρ)\B(x∗,2ρ)

P[ZN,x
σρ ∈ C] ≤ −V δ

C .

Taking the limit δ → 0 finishes the proof.

72



The next lemma is the analogue of Lemma 5.7.22 of Dembo and Zeitouni [2009].

Lemma 7.6. Assume that Assumption 7.1 holds. Then, for all ρ > 0 such that B(x∗, ρ) ⊂
O and for all x ∈ O,

lim
N→∞

P[ZN,x
σρ ∈ B(x∗, ρ)] = 1.

Proof. Let x ∈ O \B(x∗, ρ) (the case x ∈ B(x∗, ρ) is clear). Let furthermore T := inf{t ≥
0|φ(t) ∈ B(x∗, ρ/2)}. Since Y x is continuous and never reaches ∂̃O (Assumption 7.1 (D1)),
we have inft≥0 dist(Y x(t), ∂̃O) =: ∆ > 0. Hence we have the following implication:

sup
t∈[0,T ]

|ZN,x
t − Y x(t)| ≤ ∆

2
⇒ ZN,x

σρ ∈ B(x∗, ρ).

In other words,

P[ZN,x
σρ /∈ B(x∗, ρ)] ≤ P

[
sup
t∈[0,T ]

|ZN,x
t − Y x(t)| > ∆

2

]
. (7.6)

The right hand side of Inequality (7.6) converges to zero as N →∞ by Theorem 3.1.

The next lemma is the analogue of Dembo and Zeitouni [2009] Lemma 5.7.23.

Lemma 7.7. Assume that Assumption 7.1 holds. Then, for all ρ, c > 0, there exists a
constant T = T (c, ρ) <∞ such that

lim sup
N→∞

1

N
log sup

x∈O
P[ sup
t∈[0,T ]

|ZN,x
t − x| ≥ ρ] < −c.

Proof. Let ρ, c > 0 be fixed. For T,N > 0 and x ∈ O we have

P[ sup
t∈[0,T ]

|ZN,x
t − x| ≥ ρ] = P

[
sup
t∈[0,T ]

1

N
|
∑
j

hjPj

(
N

∫ t

0

βj(Z
N,x
s )ds

)
| ≥ ρ

]
≤ P

[∑
j

Pj(Nβ̄T ) ≥ Nρh̄−1
]

≤ kP
[
P (Nβ̄T ) ≥ Nρh̄−1k−1

]
(7.7)

for a standard Poisson process P . We now let, with c1(T ) = β̄T and c2 = ρh̄−1k−1,

T < T0 :=
e−1c2

2β̄
∧ e

−c/c2−1c2

β̄
and N > N0 := 1/c2 ∧

log 2k

c1(T )
. (7.8)

We then obtain (note that Nc2 > 1 and e
c2
c1(T ) < 1/2 by (7.8))

kP
[
P (Nc1(T )) ≥ Nc2

]
= ke−Nc1(T )

∑
m≥Nc2

Nmc1(T )m

m!

< ke−Nc1(T )
∑

m≥Nc2

(
eN
)m
c1(T )m

mm
√

2πm
(7.9)
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≤ 1

2

∑
m≥Nc2

(
eN
)m
c1(T )m(

Nc2

)m
≤ 1

2

(
e
c2
c1(T )

)Nc2
1− e

c2
c1(T )

≤
( e
c2

c1(T )
)Nc2 ; (7.10)

here we applied Stirling’s formula, m! >
√

2πm(m/e)m, in Inequality (7.9). Finally, we
have ( e

c2

c1(T )
)Nc2 =

(( e
c2

c1(T )
)−c2)−N < (ec)−N = e−Nc (7.11)

by (7.8). The assertion now follows by combining the Inequalities (7.7), (7.10) and (7.11).

7.2 Main results

We can now deduce the analogue of Dembo and Zeitouni [2009] Theorem 5.7.11 (a). the
proof of Dembo and Zeitouni [2009] carries over.

Theorem 7.8. Assume that Assumption 7.1 holds. Then, for all x ∈ O∩AN and δ > 0,

lim
N→∞

P
[
e(V̄−δ)N < τN,x < e(V̄+δ)N

]
= 1.

Moreover, for all x ∈ O, as N →∞,

1

N
logE(τN,x)→ V̄ .

Proof. Upper bound of exit time:
We fix δ > 0 and apply Lemma 7.3 with η := δ/4. Hence, for ρ < ρ0 there exists a

T0 <∞ and an N0 > 0 such that for N > N0,

inf
x∈B(x∗,ρ)

P[τN,x ≤ T0] > e−N(V̄+η).

Furthermore, by Lemma 7.4 there exists a T1 <∞ and N1 > 0 such that for all N > N1,

inf
x∈O

P[σN,xρ ≤ T1] > 1− e−2Nη.

For T := T0 + T1 and N > N0 ∨N1 ∨ 1/η, we hence obtain

qN := q := inf
x∈O

P[τN,x ≤ T ]

≥ inf
x∈O

P[σN,xρ ≤ T1] inf
y∈B(x∗,ρ)

P[τN,y ≤ T0]

> (1− e−2Nη)e−N(V̄+η)

≥ e−N(V̄+2η). (7.12)
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This yields for k ∈ N

P[τN,x > (k + 1)T ] =
(
1− P[τN,x ≤ (k + 1)T |τN,x > kT ]

)
P[τN,x > kT ]

≤ (1− q)P[τN,x > kT ]

and hence inductively
sup
x∈O

P[τN,x > kT ] ≤ (1− q)k.

This implies, exploiting (7.12) for the last inequality

sup
x∈O

E[τN,x] ≤ T
(
1 +

∞∑
k=1

sup
x∈O

P[τN,x > kT ]
)
≤ T

∞∑
k=0

(1− q)k =
T

q
≤ TeN(V̄+2η); (7.13)

by Chebychev’s Inequality we obtain

P[τN,x ≥ eN(V̄+δ)] ≤ e−N(V̄+δ)E[τN,x] ≤ Te−δN/2

which approaches zero as N →∞ as required.
Lower bound of exit time:
For ρ > 0 such that B(x∗, 3ρ) ⊂ O, we define recursively θ0 := 0 and for m ∈ N0,

τxm := τm := inf{t ≥ θxm|Z
N,x
t ∈ B(x∗, ρ) or ZN,x

t 6∈ O},
θxm+1 := θm+1 := inf{t ≥ τxm|Z

N,x
t ∈ B(x∗, 3ρ) \B(x∗, 2ρ)},

with the convention θm+1 := ∞ if ZN
τm 6∈ O. Note that we have τN,x = τxm for some

m ∈ N0.
For fixed T0 > 0 and k ∈ N we have the following implication: If for all m = 0, . . . , k,

τm 6= τN and for all m = 1 . . . , k, τm − τm−1 > T0, then

τN > τk =
k∑

m=1

(τm − τm−1) > kT0.

In particular, we have for k := bT−1
0 eN(V̄−δ)c+ 1 (note that θm − τm−1 ≤ τm − τm−1),

P[τN,x ≤ eN(V̄−δ)] ≤ P[τN,x ≤ kT0]

≤
k∑

m=0

P[τN,x = τxm] +
k∑

m=1

P[θxm − τxm−1 ≤ T0]

= P[τN,x = τx0 ] +
k∑

m=1

P[τN,x = τxm] +
k∑

m=1

P[θxm − τxm−1 ≤ T0]. (7.14)

In the following, we bound the three parts in (7.14) from above. To this end, we assume
V̄ > 0 for now. The simpler case V̄ = 0 is treated below.

For the first part, we have

P[τN,x = τx0 ] = P[ZN,x
σρ 6∈ O]. (7.15)
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For the second part, we use the fact that ZN,x is a strong Markov process and that the
τm’s are stopping times. We obtain for m ≥ 1 and x ∈ O,

P[τN,x = τxm] ≤ sup
y∈B(x∗,3ρ)\B(x∗,2ρ)

P[ZN,y
σρ 6∈ O]. (7.16)

Similarly, we obtain for the third part for m ≥ 1 and x ∈ O,

P[θxm − τxm−1 ≤ T0] ≤ sup
y∈O

P[ sup
t∈[0,T0]

|ZN,y
t − y| ≥ ρ]. (7.17)

The upper bounds in (7.16) and (7.17) can now be bounded by using the Lemma 7.5
and 7.7, respectively. We fix δ > 0. By Lemma 7.5 (for C = A \ O), there exists a
ρ = ρ(δ) > 0 and an N1 = N1(ρ, δ) > 0 such that for all N > N1,

sup
y∈B(x∗,3ρ)\B(x∗,2ρ)

P[ZN,y
σρ 6∈ O] ≤ exp

(
−N(V̄ − δ/2)

)
. (7.18)

By Lemma 7.7 (for ρ = ρ(δ) as above and c = V̄ ), there exists a constant T0 = T (ρ, V̄ ) <
∞ and an N2 = N2(ρ, δ) > 0 such that for all N > N2,

sup
y∈O

P[ sup
t∈[0,T0]

|ZN,y
t − y| ≥ ρ] ≤ exp

(
−N(V̄ − δ/2)

)
. (7.19)

We now let N > N1∨N2 (and large enough for T−1
0 exp

(
N(V̄ −δ)

)
> 1 for the specific

T0 above). Then by Inequality (7.14),

P[τN,x ≤ eN(V̄−δ)]
(7.15),(7.16),(7.17)

≤ P[ZN,x
σρ 6∈ O] + k sup

y∈B(x∗,3ρ)\B(x∗,2ρ)

P[ZN,y
σρ 6∈ O]

+ k sup
y∈O

P[ sup
t∈[0,T0]

|ZN,y
t − y| ≥ ρ]

(7.18),(7.19)
≤ P[ZN,x

σρ 6∈ O] + 4T−1
0 exp

(
−Nδ/2

)
. (7.20)

The right-hand side of Inequality (7.20) tends to zero as ε → 0 by Lemma 7.6, finishing
the proof for V̄ > 0.

Finally, let us assume that V̄ = 0 and that the assertion is false for a given x ∈ O.
Then there exists a µ0 ∈ (0, 1/2) and a δ0 > 0 such that for all N̄ > 0 there exists an
N > N̄ with

µ0 ≤ P[τN,x ≤ e−Nδ0 ].

We fix ρ > 0 such that B(x∗, 2ρ) ⊂ O. Using the strong Markov property of Z and the
fact that σρ is a stopping time again, we have that for all N̄ > 0 there exists an N > N̄
with

µ0 ≤ P[τN,x ≤ e−Nδ0 ]

≤ P[ZN,x
σρ /∈ B(x∗, ρ)] + sup

y∈O
P[ sup
t∈[0,e−Nδ0 ]

|ZN,y
t − y| ≥ ρ]. (7.21)

By Lemma 7.6, there exists an N0 such that for all N > N0,

P[ZN,x
σρ 6∈ B(x∗, ρ)] ≤ µ0

2
. (7.22)
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We now set c := −2ε0 log µ0
2
. Then by Lemma 7.7, there exists a T = T (c, ρ) > 0 and an

N1 > N0 such that for all N > N1,

e−Nδ0 < T (7.23)

and
sup
y∈O

P[ sup
t∈[0,T ]

|ZN,y
t − y| ≥ ρ] ≤ e−Nc/2 <

µ0

2
. (7.24)

Combining Inequalities (7.22), (7.23) and (7.24) yields a contradiction to Inequality (7.21),
finishing the proof.

Expected exit time:
We have shown in particular that P(τN,x > e(V̄−δ)N) → 1 as N → ∞. Consequently,

from Chebycheff,

E(τN,x) ≥ e(V̄−δ)NP(τN,x > e(V̄−δ)N),

lim inf
N→∞

1

N
logE(τN,x) ≥ V̄ − δ

for all δ > 0. This together with (7.13) implies the second statement of the Theorem.

7.3 The case of a characteristic boundary

Since we are mainly interested in studying the time of exit form the basin of attraction
of one local equilibrium to that of another, we need to consider situations which do not
satisfy the above assumptions. More precisely, we want to suppress the Assumptions
(D2), and keep Assumptions (D1), (D3), (D4) and (D5). We assume that there exists a
collection of open sets {Oρ, ρ > 0} which is such that

• Oρ ⊂ O for any ρ > 0.

• d(Oρ, ∂̃O)→ 0, as ρ→ 0.

• Oρ satisfies Assumptions (D1), (D2), (D3), (D4) and (D5) for any ρ > 0.

We can now establish

Corollary 7.9. Let then O be a domain satisfying Assumptions (D1), (D3), (D4) and
(D5), such that there exists a sequence {Oρ, ρ > 0} satisfying the three above conditions.
Then the conclusion of Theorem 7.8 is still true.

Proof. If we define V̄ρ as V̄ , but with O replaced by Oρ, it follows from Lemma 7.2 that
V̄ρ → V̄ as ρ → 0. By an obvious monotonicity property and the continuity of the
quasi–potential, the lower bound

lim
N→∞

P
[
τN,x > e(V̄−δ)N] = 1

follows immediately from Theorem 7.8. The proof of the upper bound is done as in the
proof of Theorem 7.8, once (7.12) is established. Let us now explain how this is done. Let
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τN,xρ denote the time of exit from Oρ. The same argument used to establish (7.12) above
leads to the statement that for any ρ, η > 0, there exists Nρ,η such that for all N ≥ Nρ,η,

inf
x∈O

P[τN,x ≤ T ] ≥ e−N(V̄+η).

Now utilizing (D4), (D5) and the compactness of Ō\Oρ, it is not hard to deduce from
Theorem 5.11 that for ρ > 0 small enough,

lim inf
N→∞

log inf
x∈(Ō\Oρ)∩AN

Px(τN,x ≤ 1) > −η.

The wished result follows now from the last two lower bounds and the strong Markov
property.

Finally the result for E(τN,x) now follows from the first part of the result, exactly as
in the proof of Theorem 7.8.

8 Example: the SIRS model
We finally show that Theorem 7.8 applies to the SIRS model from Example 1.1. Assump-
tions (A) and (B) have already been verified in Section 2. For (C), we note that major
problems only occur for the balls centered at the “corner points” of the set A. Only for
a corner point x (with corresponding vector v) do we have v 6∈ Cx (recall that we define
Cx corresponding to the modified rates βδ). For simplicity of exposition, we concentrate
on the ball B centered at x = (1, 0)>. The same argument applies to the balls centered
at the other corners and in a simpler form to all other balls. For the balls Bi not cen-
tered at the corners, the vectors vi can be represented by µi’s for which µij > 0 implies
that βδj (z) > λ > 0 (for an appropriate constant λ which can be chosen independently
of i) for all z ∈ Bi. This simplifies the discussion below significantly. In particular, As-
sumption (C) is satisfied due to Theorem 3.1. We first note that for all x ∈ A, y ∈ Rd,
L(x, y) = L̃(x, y), cf. Theorem 4.9 below. As before, we define the vector

v = (−1/2, 1/4)> and µ1 = 0, µ2 =
1

2
, µ3 =

1

4
,

in particular µ ∈ Ṽv (but Vx,v = ∅!). In order to simplify the notation, we do not normalize
v. We let η < η0 := 1/2 and note that for t ∈ [0, η],

β2(φx(t)) = γ
(

1− t

2

)
≥ 3

4
γ, β3(φx(t)) =

ν

4
t.

Let us prove that Assumption (C) is satisfied. Let XN be a Poisson random variable
with mean µN . We note that by Theorem 3.1 for ξ > 1,

P[XN > ξNµ] ≤ C̄1 exp
(
−NC̄2(ξ)), P[XN < ξ−1Nµ] ≤ C̃1 exp

(
−NC̃2(ξ)) (8.1)

for appropriate constants C̄1, C̃1, C̄2, C̃2 with C̄2(ξ) = O((ξ − 1)2) as ξ ↓ 1 and C̃2(ξ) =
O((1− ξ−1)2) as ξ ↓ 1. The first bound is obtained by applying Theorem 3.1 to d = k =
h1 = 1, β1 ≡ µ and x = 0. We get

P[XN > ξNµ] = P
[ 1

N
XN > ξµ

]
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= P
[ 1

N
XN − µ > (ξ − 1)µ

]
≤ P

[∣∣∣ 1

N
XN − µ

∣∣∣ > (ξ − 1)µ
]

= P
[
|ZN,0(1)− µ| > (ξ − 1)µ

]
≤ P

[
sup
t∈[0,1]

|ZN,0(t)− µt| > (ξ − 1)µ
]
.

Let us define the process ẐN,x as the solution of (2.1) with constant rates µj. For
ε > 0 small enough, we define

XN,ε
2 := #jumps of type h2 of Z̃N,x in [0, ε], XN,ε

3 := #jumps of type h3 of Z̃N,x in [0, ε]

and
FN,ε

2 :=
{15

32
Nε < XN,ε

2 <
17

32
Nε
}
, FN,ε

3 :=
{ 7

32
Nε < XN,ε

3 <
9

32
Nε
}
.

hence
Z̃N,x(ε) ∈ B̃ :=

{
z ∈ A

∣∣∣1− 17

32
ε < z1 < 1− 15

32
ε,

3

16
ε < z2 <

5

16
ε
}

and
sup
t∈[0,ε]

|Z̃N,x(t)− φx(t)| < ε

on FN,ε
2 ∩ FN,ε

3 . Furthermore, for z ∈ B̃ and t ∈ [0, η − ε],

dist(φz(t), ∂A) ≥ 3

16
ε

and
|Z̃N,z(t)− φz(t)| < 3

16
ε⇒ |Z̃N,z(t)− φx̃(t)| < ε,

where x̃ = φx(ε) = (1− ε/2, ε/4)>. We compute by using the Markov property of ZN ,

P
[

sup
t∈[0,η]

|Z̃N,x(t)− φx(t)| < ε]

≥ P
[

sup
t∈[0,η]

|Z̃N,x(t)− φx(t)| < ε;FN,ε
2 ∩ FN,ε

3

]
≥ P

[
FN,ε

2 ∩ FN,ε
3

]
· inf
z∈B̃

P
[

sup
t∈[0,η−ε]

|Z̃N,z(t)− φz(t)| < 3

16
ε
]

≥ P
[
FN,ε

2 ∩ FN,ε
3

]
· inf
z∈B̃

P
[

sup
t∈[0,η−ε]

|ẐN,z(t)− φz(t)| < 3

16
ε
]

≥ 1− Ĉ1 exp
(
−NĈ2(ε)

)
for appropriate constants Ĉ1, Ĉ2 with Ĉ2(ε) = O(ε2) as ε ↓ 0 by Theorem 3.1 and Inequal-
ities (8.1) as required. As the rates are vanishing like polynomials, (2.7) is satisfied.

Our model has a disease–free equilibrium (0, 0), and if β > γ it has a stable endemic
equilibrium (and then the disease–free equilibrium is unstable). We assume from now
on that β > γ, and we seek to estimate the time it takes for the random perturbations
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to drive our system form the stable endemic equilibrium to the disease–free equilibrium.
The characteristic boundary which we want to hit is the set {x = 0, 0 ≤ y ≤ 1}. We note,
however, that not only the Assumption 7.1 (D2) but also the Assumption 7.1 (D5) fail to
be satisfied here. Consequently we cannot apply Corollary 7.9. We will now show that
if we denote by τN,x = inf{t > 0, ZN(t) ∈ Õ} where Õ = {z1 = 0}, then Theorem 7.8
applies. All we have to show is that for any δ > 0, V̄ being defined as in section 7,

lim
N→∞

P
[
e(V̄−δ)N < τN,x < e(V̄+δ)N

]
= 1.

For any η > 0, let Oη = {(z1, z2) ∈ [0, 1]2, z1 > η, z1 + z2 ≤ 1}, Õη = {z1 = η, 0 ≤ z2 ≤
1 − η}, and τN,xη = inf{t > 0, ZN(t) ∈ Õη}. We note that all the above assumptions,
including 7.1 (D1), (D2),..., (D5) are satisfied for this new exit problem, so that

lim
N→∞

P
[
e(V̄η−δ/2)N < τN,xη < e(V̄η+δ/2)N

]
= 1,

where V̄η = infz∈Õη V (x∗, z). Now for η0 > 0 such that whenever η ≤ η0, V̄ − δ/2 ≤
V̄η < V̄ . Moreover clearly τN,xη ≤ τN,x. From these follows clearly the fact that P(τN,x >

e(V̄−δ)N)→ 1 as N →∞. It remains to establish the upper bound.
The crucial result which allows us to overcome the new difficulty is the

Lemma 8.1. For any η > 0, t > 0,

lim inf
N→∞

1

N
log inf

x∈AN∩Ocη
P(τN,x < t) ≥ −η log

(
β

γ

)
.

Proof. The first component of the process ZN,x(t) is dominated by the process

x1 +
1

N
P1

(
Nβ

∫ t

0

ZN,x
1 (s)ds

)
− 1

N
P1

(
Nγ

∫ t

0

ZN,x
1 (s)ds

)
,

which is a continuous time binary branching process with birth rate β and death rate γ.
This process goes extinct before time t with probability (see the formula in the middle of
page 108 in Athreya and Ney [1972])(

γeN(β−γ)t −N−1

βeN(β−γ)t − γ

)Nx1
.

The result follows readily, since x ∈ Oc
η implies that x1 ≤ η.

In order to adapt the proof of the upper bound in Theorem 7.8, all we have to do is
to extend the proof of Lemma 7.3 to the time of extinction in the SIRS model, which we
now do. Indeed, from Lemma 7.3, for any η, δ, ρ > 0, there exists T0 such that

lim inf
N→∞

1

N
log inf

x∈B(x∗,ρ)
P(τN,xη ≤ T0 − 1) > −(V̄ + δ/2).

On the other hand, from Lemma 8.1, provided η < δ
2 log(β/γ)

,

lim inf
N→∞

1

N
log inf

x∈AN∩Ocη
P(τN,x < 1) ≥ −δ/2.

The statement of Lemma 7.3 now follows from the strong Markov property and the last
two estimates.
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A Change of measure
We assume that ZN,x = ZN has rates {Nβj|j = 1, . . . , k} under P and rates {Nβ̃j|j =
1, . . . , k} under P̃. We furthermore assume that for x ∈ A,

β̃j(x) > 0 only if βj(x) > 0.

Hence, P̃|Ft is absolutely continuous with respect to P|Ft but not necessarily vice versa.
We require Theorem B.6 of Shwartz and Weiss [1995] which gives us an important

change of measure formula.

Theorem A.1. For all T > 0 and non-negative, FT -measurable random variables X, we
have

E[ξTX] = Ẽ[X],

where Ẽ denotes the expectation with respect to P̃ and

ξT := exp
(∑

τ

[
log
(
β̃j(τ)(Z

N(τ−))
)
− log

(
βj(τ)(Z

N(τ−)
)]

−N
∑
j

∫ T

0

(
β̃j(Z

N(t))− βj(ZN(t))
)
dt
)

; (A.1)

here, we sum over the jump times τ ∈ [0, T ] of ZN ; j(τ) denotes the corresponding type
of the jump direction. In other words, we have

ξT =
dP̃
dP

∣∣∣
FT
.

We observe that (under P) ξT = 0 if and only if there exists a jump time τ ∈ [0, T ]
(with jump type j(τ)) and β̃j(τ)(Z

N(τ−)) = 0.
We deduce the following result. Note that since P̃[ξT = 0] = 0, ξ−1

T is well-defined
P̃-almost surely.

Corollary A.2. For every non-negative measurable function X ≥ 0,

E[X] ≥ Ẽ[ξ−1
T X].

Proof. As X ≥ 0, we have

E[X] ≥ E[X1{ξT 6=0}] = Ẽ[X1{ξT 6=0}ξ
−1
T ] = Ẽ[Xξ−1

T ].
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