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## Preface

In publishing this English edition I have tried to make a rather extensive revision. Most of the mistakes and insufficiencies in the original edition have, I hope, been corrected, and some theorems have been improved. Some topics have been added in the form of Appendices to individual sections. Only Appendices A, B and C are from the original. The final section, §33, of the original edition was entitled 'Kunz' Theorems' and did not substantially differ from a section in the second edition of my previous book Commutative Algebra (Benjamin, 2nd edn 1980), so I have replaced it by the present $\S 33$. The bibliography at the end of the book has been considerably enlarged, although it is obviously impossible to do justice to all of the ever-increasing literature.

Dr Miles Reid has done excellent work of translation. He also pointed out some errors and proposed some improvements. Through his efforts this new edition has become, I believe, more readable than the original. To him, and to the staff of Cambridge University Press and Kyoritsu Shuppan Co., Tokyo, who cooperated to make the publication of this English edition possible, I express here my heartfelt gratitude.

Hideyuki Matsumura
Nagoya

## Introduction

In addition to being a beautiful and deep theory in its own right, commutative ring theory is important as a foundation for algebraic geometry and complex analytic geometry. Let us start with a historical survey of its development.

The most basic commutative rings are the ring $\mathbb{Z}$ of rational integers, and the polynomial rings over a field. $\mathbb{Z}$ is a principal ideal ring, and so is too simple to be ring-theoretically very interesting, but it was in the course of studying its extensions, the rings of integers of algebraic number fields, that Dedekind first introduced the notion of an ideal in the 1870s. For it was realised that only when prime ideals are used in place of prime numbers do we obtain the natural generalisation of the number theory of $\mathbb{Z}$.

Meanwhile, in the second half of the 19th century, polynomial rings gradually came to be studied both from the point of view of algebraic geometry and of invariant theory. In his famous papers of the 1890s on invariants, Hilbert proved that ideals in polynomial rings are finitely generated, as well as other fundamental theorems. After the turn of the present century had seen the deep researches of Lasker and Macaulay on primary decomposition of polynomial ideals came the advent of the age of abstract algebra. A forerunner of the abstract treatment of commutative ring theory was the Japanese Shōzō Sono (On congruences, I-IV, Mem. Coll. Sci. Kyoto, 2 (1917), 3(1918-19)); in particular he succeeded in giving an axiomatic characterisation of Dedekind rings. Shortly after this Emmy Noether discovered that primary decomposition of ideals is a consequence of the ascending chain condition (1921), and gave a different system of axioms for Dedekind rings (1927), in work which was to have a decisive influence on the direction of subsequent development of commutative ring theory. The central position occupied by Noetherian rings in commutative ring theory became evident from her work.

However, the credit for raising abstract commutative ring theory to a substantial branch of science belongs in the first instance to Krull (18991970). In the 1920s and 30 s he established the dimension theory of Noetherian rings, introduced the methods of localisation and completion,
and the notion of a regular local ring, and went beyond the framework of Noetherian rings to create the theory of general valuation rings and Krull rings. The contribution of Akizuki in the 1930s was also considerable; in particular, a counter-example, which he obtained after a year's hard struggle, of an integral domain whose integral closure is not finite as a module was to become the model for many subsequent counter-examples.
In the 1940s Krull's theory was applied to algebraic geometry by Chevalley and Zariski, with remarkable success. Zariski applied gencral valuation theory to the resolution of singularities and the theory of birational transformations, and used the notion of regular local ring to give an algebraic formulation of the theory of simple (non-singular) point of a variety. Chevalley initiated the theory of multiplicities of local rings, and applied it to the computation of intersection multiplicities of varieties. Meanwhile, Zariski's student I.S. Cohen proved the structure theorem for complete local rings [1], underlining the importance of completion.

The 1950s opened with the profound work of Zariski on the problem of whether the completion of a normal local ring remains normal (Sur la normalité analytique des variétés normales, Ann. Inst. Fourier 2 (1950)), taking Noetherian ring theory from general theory deeper into precise structure theorems. Multiplicity theory was given new foundations by Samuel and Nagata, and became one of the powerful tools in the theory of local rings. Nagata, who was the most outstanding research worker of the 1950 s, also created the theory of Hensel rings, constructed examples of noncatenary Noetherian rings and counter-examples to Hilbert's 14th problem, and initiated the theory of Nagata rings (which he called pscudogeometric rings). Y. Mori carried out a deep study of the integral closure of Noetherian integral domains.

However, in contrast to Nagata and Mori's work following the Krull tradition, there was at the same time a new and completely different movement, the introduction of homological algebra into commutative ring theory by Auslander and Buchsbaum in the USA, Northcott and Rees in Britain, and Serre in France, among others. In this direction, the theory of regular sequences and depth appeared, giving a new treatment of CohenMacaulay rings, and through the homological characterisation of regular local rings there was dramatic progress in the theory of regular local rings.

The early 1960s saw the publication of Bourbaki's Algèbre commutative, which emphasised flatness, and treated primary decomposition from a new angle. However, without doubt, the most characteristic aspect of this decade was the activity of Grothendieck. His scheme theory created a fusion of commutative ring theory and algebraic geometry, and opened up ways of applying geometric methods in ring theory. His local cohomology
is an example of this kind of approach, and has become one of the indispensable methods of modern commutative ring theory. He also initiated the theory of Gorenstein rings. In addition, his systematic development, in Chapter IV of EGA, of the study of formal fibres, and the theory of excellent rings arising out of it, can be seen as a continuation and a final conclusion of the work of Zariski and Nagata in the 1950s.

In the 1960s commutative ring theory was to receive another two important gifts from algebraic geometry. Hironaka's great work on the resolution of singularities [1] contained an extremely original piece of work within the ideal theory of local rings, the ring-theoretical significance of which is gradually being understood. The theorem on resolution of singularities has itself recently been used by Rotthaus in the study of excellent rings. Secondly, in 1969 M. Artin proved his famous approximation theorem; roughly speaking, this states that if a system of simultaneous algebraic equations over a Hensel local ring $A$ has a solution in the completion $\widehat{A}$, then there exist arbitrarily close solutions in $A$ itself. This theorem has a wide variety of applications both in algebraic geometry and in ring theory. A new homology theory of commutative rings constructed by M. Andre and Quillen is a further important achievement of the 1960 s.

The 1970s was a period of vigorous research in homological directions by many workers. Buchsbaum, Eisenbud, Northcott and others made detailed studies of properties of complexes, while techniques discovered by Peskine and Szpiro [1] and Hochster [H] made ingenious use of the Frobenius map and the Artin approximation theorem. Cohen-Macaulay rings, Gorenstein rings, and most recently Buchsbaum rings have been studied in very concrete ways by Hochster, Stanley, Kei-ichi Watanabe and S. Goto among others. On the other hand, classical ideal theory has shown no sign of dying off, with Ratliff and Rotthaus obtaining extremely deep results.

To give the three top theorems of commutative ring theory in order of importance, I have not much doubt that Krull's dimension theorem (Theorem 13.5) has pride of place. Next perhaps is I.S. Cohen's structure theorem for complete local rings (Theorems 28.3, 29.3 and 29.4). The fact that a complete local ring can be expressed as a quotient of a wellunderstood ring, the formal power series ring over a field or a discrete valuation ring, is something to feel extremely grateful for. As a third, I would give Serre's characterisation of a regular local ring (Theorem 19.2); this grasps the essence of regular local rings, and is also an important meeting-point of ideal theory and homological algebra.

This book is written as a genuine textbook in commutative algebra, and is as self-contained as possible. It was also the intention to give some
thought to the applications to algebraic geometry. However, both for reasons of space and limited ability on the part of the author, we are not able to touch on local cohomology, or on the many subsequent results of the cohomological work of the 1970s. There are readable accounts of these subjects in [G6] and [H], and it would be useful to read these after this book.

This book was originally to have been written by my distinguished friend Professor Masao Narita, but since his tragic early death through illness, I have taken over from him. Professor Narita was an exact contemporary of mine, and had been a close friend ever since we met at the age of 24. Wellrespected and popular with all, he was a man of warm character, and it was a sad loss when he was prematurely called to a better place while still in his forties. Believing that, had he written the book, he would have included topics which were characteristic of him, UFDs, Picard groups, and so on, I have used part of his lectures in $\S 20$ as a memorial to him. I could wish for nothing better than to present this book to Professor Narita and to hear his criticism.

Hideyuki Matsumura
Nagoya

## Conventions and terminology

(1) Some basic definitions are given in Appendixes $A-C$. The index contains references to all definitions, including those of the appendixes.
(2) In this book, by a ring we always understand a commutative ring with unit; ring homomorphisms $A \longrightarrow B$ are assumed to take the unit element of $A$ into the unit element of $B$. When we say that $A$ is a subring of $B$ it is understood that the unit elements of $A$ and $B$ coincide.
(3) If $f: A \longrightarrow B$ is a ring homomorphism and $J$ is an ideal of $B$, then $f^{-1}(J)$ is an ideal of $B$, and we denote this by $A \cap J$; if $A$ is a subring of $B$ and $f$ is the inclusion map then this is the same as the usual set-theoretic notion of intersection. In general this is not true, but confusion does not arise.

Moreover, if $I$ is an ideal of $A$, we will write $I B$ for the idcal $f(I) B$ of $B$. (4) If $A$ is a ring and $a_{1}, \ldots, a_{n}$ elements of $A$, the ideal of $A$ generated by these is written in any of the following ways: $a_{1} A+a_{2} A+\cdots+a_{n} A, \sum a_{i} A$, $\left(a_{1}, \ldots, a_{n}\right)$ or $\left(a_{1}, \ldots, a_{n}\right) A$.
(5) The sign $\subset$ is used for inclusion of a subset, including the possibility of equality; in $[M]$ the sign $\subseteq$ was used for this purpose. However, when we say that ' $M_{1} \subset M_{2} \subset \cdots$ is an ascending chain', $M_{1} \subsetneq M_{2} \subsetneq \cdots$ is intended. (6) When we say that $R$ is a ring of characteristic $p$, or write char $R=p$, we always mean that $p>0$ is a prime number.
(7) In the exercises we generally omit the instruction 'prove that'. Solutions or hints are provided at the end of the book for most of the exercises. Many of the exercises are intended to supplement the material of the main text, so it is advisable at least to glance through them.
(8) The numbering Theorem 7.1 refers to Theorem 1 of $\S 7$; within one paragraph we usually just refer to Theorem 1 , omitting the section number.

## 1

## Commutative rings and modules

This chapter discusses the very basic definitions and results.
$\S 1$ centres around the question of the existence of prime ideals. In $\$ 2$ we treat Nakayama's lemma, modules over local rings and modules of finite presentation; we give a complete proof, following Kaplansky, of the fact that a projective module over a local ring is free (Theorem 2.5), although, since we will not make any subsequent use of this in the infinitely generated case, the reader may pass over it. In $\S 3$ we give a detailed treatment of finiteness conditions in the form of Emmy Noether's chain condition, discussing among other things Akizuki's theorem, I.S. Cohen's theorem and Formanek's proof of the Eakin-Nagata theorem.

## 1 Ideals

If $A$ is a ring and $I$ an ideal of $A$, it is often important to consider the residue class ring $A / I$. Set $\bar{A}=A / I$, and write $f: A \longrightarrow \bar{A}$ for the natural map; then ideals $\bar{J}$ of $\bar{A}$ and ideals $J=f^{-1}(\bar{J})$ of $A$ containing $I$ are in one-to-one correspondence, with $\bar{J}=J / I$ and $A / J \simeq \bar{A} / \bar{J}$. Hence, when we just want to think about ideals of $A$ containing $I$, it is convenient to shift attention to $A / I$. (If $I^{\prime}$ is any ideal of $A$ then $f\left(I^{\prime}\right)$ is an ideal of $\bar{A}$, with $f^{-1}\left(f\left(I^{\prime}\right)\right)=I+I^{\prime}$, and $f\left(I^{\prime}\right)=\left(I+I^{\prime}\right) / I$.)
$A$ is itself an ideal of $A$, often written (1) since it is generated by the identity element 1. An ideal distinct from (1) is called a proper ideal. An element $a \in A$ which has an inverse in $A$ (that is, for which there exists $a^{\prime} \in A$ with $a a^{\prime}=1$ ) is called a unit (or invertible element) of $A$; this holds if and only if the principal ideal (a) is equal to (1). If $a$ is a unit and $x$ is nilpotent then $a+x$ is again a unit: indeed, if $x^{n}=0$ then setting $y=$ $-a^{-1} x$, we have $y^{n}=0$; now

$$
(1-y)\left(1+y+\cdots+y^{n-1}\right)=1-y^{n}=1,
$$

so that $a+x=a(1-y)$ has an inverse.
In a ring $A$ we are allowed to have $1=0$, but if this happens then it follows that $a=1 \cdot a=0 \cdot a=0$ for every $a \in A$, so that $A$ has only one element 0 ; in this case we write $A=0$. In definitions and theorems about
rings, it may sometimes happen that the condition $A \neq 0$ is omitted even when it is actually necessary. A ring $A$ is an integral domain (or simply a domain) if $A \neq 0$, and if $A$ has no zero-divisors other than 0 . If $A$ is an integral domain and every non-zero element of $A$ is a unit then $A$ is a field. A field is characterised by the fact that it is a ring having exactly two ideals (0) and (1).

An ideal which is maximal among all proper ideals is called a maximal ideal; an ideal $m$ of $A$ is maximal if and only if $A / m$ is a field. Given a proper ideal $I$, let $M$ be the set of ideals containing $I$ and not containing 1 , ordered by inclusion; then Zorn's lemma can be applied to $M$. Indeed, $I \in M$ so that $M$ is non-empty, and if $L \subset M$ is a totally ordered subset then the union of all the ideals belonging to $L$ is an ideal of $A$ and obviously belongs to $M$, so is the least upper bound of $L$ in $M$. Thus by Zorn's lemma $M$ has got a maximal element. This proves the following theorem.

Theorem 1.1. If $I$ is a proper ideal then there exists at least one maximal ideal containing $I$.

An ideal $P$ of $A$ for which $A / P$ is an integral domain is called a prime ideal. In other words, $P$ is prime if it satisfies
(i) $P \neq A$ and (ii) $x, y \notin P \Rightarrow x y \notin P$ for $x, y \in A$

A field is an integral domain, so that a maximal ideal is prime.
If $I$ and $J$ are ideals and $P$ a prime ideal, then

$$
I \not \subset P, J \not \subset P \Rightarrow I J \not \subset P .
$$

Indeed, taking $x \in I$ and $y \in J$ with $x, y \notin P$, we have $x y \in I J$ but $x y \notin P$.
A subset $S$ of $A$ is multiplicative if it satisfies
(i) $x, y \in S \Rightarrow x y \in S$, and (ii) $1 \in S$;
(here condition (ii) is not crucial: given a subset $S$ satisfying (i), there will usually not be any essential change on replacing $S$ by $S \cup\{1\}$ ). If $I$ is an ideal disjoint from $S$, then exactly as in the proof of Theorem 1 we see that the set of ideals containing $I$ and disjoint from $S$ has a maximal element. If $P$ is an ideal which is maximal among ideals disjoint from $S$ then $P$ is prime. For if $x \notin P, y \notin P$, then since $P+x A$ and $P+y A$ both meet $S$, the product $(P+x A)(P+y A)$ also meets $S$. However,

$$
(P+x A)(P+y A) \subset P+x y A
$$

so that we must have $x y \notin P$. We have thus obtained the following theorem.
Theorem 1.2. Let $S$ be a multiplicative set and $I$ an ideal disjoint from $S$; then there exists a prime ideal containing $I$ and disjoint from $S$.

If $I$ is an ideal of $A$ then the set of elements of $A$, some power of which belongs to $I$, is an ideal of $A$ (for $x^{n} \in I$ and $y^{m} \in I \Rightarrow(x+y)^{n+m-1} \in I$ and
$\left.(a x)^{n} \in I\right)$. This set is called the radical of $I$, and is sometimes written $\sqrt{ } I$ :

$$
\sqrt{ } I=\left\{a \in A \mid a^{n} \in I \text { for some } n>0\right\} .
$$

If $P$ is a prime ideal containing $I$ then $x^{n} \in I \subset P$ implies that $x \in P$, and hence $\sqrt{ } I \subset P$; conversely, if $x \notin \sqrt{ } I$ then $S_{x}=\left\{1, x, x^{2}, \ldots\right\}$ is a multiplicative set disjoint from $I$, and by the previous theorem there exists a prime ideal containing $I$ and not containing $x$. Thus, the radical of $I$ is the intersection of all prime ideals containing $I$ :

$$
\sqrt{ } I=\bigcap_{P=I} P .
$$

In particular if we take $I=(0)$ then $\sqrt{ }(0)$ is the set of all nilpotent elements of $A$, and is called the nilradical of $A$; we will write $\operatorname{nil}(A)$ for this. Then $\operatorname{nil}(A)$ is intersection of all the prime ideals of $A$. When $\operatorname{nil}(A)=0$ we say that $A$ is reduced. For any ring $A$ we write $A_{\text {red }}$ for $A / \operatorname{nil}(A) ; A_{\text {red }}$ is of course reduced.

The intersection of all maximal ideals of a ring $A(\neq 0)$ is called the $J a c o b s o n ~ r a d i c a l$, or simply the radical of $A$, and written $\operatorname{rad}(A)$. If $x \in \operatorname{rad}(A)$ then for any $a \in A, 1+a x$ is an element of $A$ not contained in any maximal ideal, and is therefore a unit of $A$ by Theorem 1. Conversely if $x \in A$ has the property that $1+A x$ consists entirely of units of $A$ then $x \in \operatorname{rad}(A)$ (prove this!).

A ring having just one maximal ideal is called a local ring, and a (non-zero) ring having only finitely many maximal ideals a semilocal ring. We often express the fact that $A$ is a local ring with maximal ideal $\mathfrak{m}$ by saying that $(A, \mathrm{~m})$ is a local ring; if this happens then the field $k=A / \mathrm{m}$ is called the residue field of $A$. We will say that $(A, \mathrm{~m}, k)$ is a local ring to mean that $A$ is a local ring, $\mathrm{m}=\operatorname{rad}(A)$ and $k=A / \mathrm{m}$. If $(A, \mathrm{~m})$ is a local ring then the elements of $A$ not contained in $m$ are units; conversely a (non-zero) ring $A$ whose non-units form an ideal is a local ring.

In general the product $I^{\prime}$ of two ideals $I, I^{\prime}$ is contained in $I \cap I^{\prime}$, but does not necessarily coincide with it. However, if $I+I^{\prime}=(1)$ (in which case we say that $I$ and $I^{\prime}$ are coprime, then $I I^{\prime}=I \cap I^{\prime}$; indeed, then $I \cap I^{\prime}=\left(I \cap I^{\prime}\right)\left(I+I^{\prime}\right) \subset I I^{\prime} \subset I \cap I^{\prime}$. Moreover, if $I$ and $I^{\prime}$, as well as $I$ and $I^{\prime \prime}$ are coprime, then $I$ and $I^{\prime} I^{\prime \prime}$ are coprime:

$$
(1)=\left(I+I^{\prime}\right)\left(I+I^{\prime \prime}\right) \subset I+I^{\prime} I^{\prime \prime} \subset(1) .
$$

By induction we obtain the following theorem.
Theorem 1.3. If $I_{1}, I_{2}, \ldots, I_{n}$ are ideals which are coprime in pairs then

$$
I_{1} I_{2} \ldots I_{n}=I_{1} \cap I_{2} \cap \cdots \cap I_{n} .
$$

In particular if $A$ is a semilocal ring and $\mathfrak{m}_{1}, \ldots \mathfrak{m}_{n}$ are all of its maximal ideals then

$$
\operatorname{rad}(A)=\mathfrak{m}_{1} \cap \cdots \cap \mathfrak{m}_{n}=\mathfrak{m}_{1} \ldots \mathfrak{m}_{n} .
$$

Furthermore, if $I+I^{\prime}=(1)$ then $A / I I^{\prime} \simeq A / I \times A / I^{\prime}$. To see this it is enough to prove that the natural injective map from $A / I I^{\prime}=A / I \cap I^{\prime}$ to $A / I \times A / I^{\prime}$ is surjective; taking $e \in I, e^{\prime} \in I^{\prime}$ such that $e+e^{\prime}=1$, we have $a e^{\prime}+a^{\prime} e \equiv a(\bmod I) a e^{\prime}+a^{\prime} e \equiv a^{\prime}\left(\bmod I^{\prime}\right)$ for any $a, a^{\prime} \in A$, giving the surjectivity. By induction we get the following theorem.

Theorem 1.4. If $I_{1}, \ldots, I_{n}$ are ideals which are coprime in pairs then

$$
A / I_{1} \ldots I_{n} \simeq A / I_{1} \times \cdots \times A / I_{n} .
$$

Example 1. Let $A$ be a ring, and consider the ring $A \llbracket X \rrbracket$ of formal power series over $A$. A power series $f=a_{0}+a_{1} X+a_{2} X^{2}+\cdots$ with $a_{i} \in A$ is a unit of $A \llbracket X]$ if and only if $a_{0}$ is a unit of $A$. Indeed, if there exists an inverse $f^{-1}=b_{0}+b_{1} X+\cdots$ then $a_{0} b_{0}=1$; and conversely if $a_{0}^{-1} \in A$, then

$$
\begin{aligned}
1 & =\left(a_{0}+a_{1} X+\cdots\right)\left(b_{0}+b_{1} X+\cdots\right) \\
& =a_{0} b_{0}+\left(a_{0} b_{1}+a_{1} b_{0}\right) X+\left(a_{0} b_{2}+a_{1} b_{1}+a_{2} b_{0}\right) X^{2}+\cdots
\end{aligned}
$$

can be solved for $b_{0}, b_{1}, \ldots$ : we just find $b_{0}, b_{1}, \ldots$ successively from $a_{0} b_{0}=1, a_{0} b_{1}+a_{1} b_{0}=0, \ldots$

Since the formal power series ring in several variables $A \llbracket X_{1}, \ldots, X_{n} \rrbracket$ can be thought of as $\left(A \llbracket X_{1}, \ldots, X_{n-1} \rrbracket\right) \llbracket X_{n} \rrbracket$, here also $f=a_{0}+\sum a_{i} X_{i}+$ $\sum a_{i j} X_{i} X_{j}+\cdots$ is a unit if and only if the constant term $a_{0}$ is a unit of $A$; from this we see that if $g \in\left(X_{1}, \ldots, X_{n}\right)$ then $1+g h$ is a unit for any power series $h$, so that $g \in \operatorname{rad}\left(A\left[X_{1}, \ldots, X_{n} \rrbracket\right)\right.$, and hence

$$
\left(X_{1}, \ldots, X_{n}\right) \subset \operatorname{rad}\left(A \llbracket X_{1}, \ldots, X_{n} \rrbracket\right) .
$$

If $k$ is a field then $k \llbracket X_{1}, \ldots, X_{n} \rrbracket$ is a local ring with maximal ideal $\left(X_{1}, \ldots, X_{n}\right)$. If $A$ is any ring and we set $B=A \llbracket X_{1}, \ldots, X_{n} \rrbracket$, then since any maximal ideal of $B$ contains ( $X_{1}, \ldots, X_{n}$ ), it corresponds to a maximal ideal of $B /\left(X_{1}, \ldots, X_{n}\right) \simeq A$, and so is of the form $m B+\left(X_{1}, \ldots, X_{n}\right)$, where m is a maximal ideal of $A$. If we write m for this then $\mathrm{m} \cap A=\mathrm{m}$.

By contrast the case of polynomial rings is quite complicated; here it is just not true that a maximal ideal of $A[X]$ must contain $X$. For example, $X-1$ is a non-unit of $A[X]$, and so there exists a maximal ideal $m$ containing it, and $X \notin \mathrm{mt}$. Also, if mt is a maximal ideal of $A[X]$, it does not necessarily follow that $\mathrm{m} \cap A$ is a maximal ideal of $A$.

If $A$ is an integral domain then so are both $A[X]$ and $A \llbracket X \rrbracket$ : if $f=a_{r} X^{r}+a_{r+1} X^{r+1}+\cdots$ and $g=b_{s} X^{s}+b_{s+1} X^{s+1}+\cdots$ with $a_{r} \neq 0$, $b_{s} \neq 0$ then $f g=a_{r} b_{s} X^{r+s}+\cdots \neq 0$. If $I$ is an ideal of $A$ we write $I[X]$ or $I \llbracket X \rrbracket$ for the set of polynomials or power series with coefficients in $I$; these are ideals of $A[X]$ or $A \llbracket X]$, the kernels of the homomorphisms

$$
A[X] \longrightarrow(A / I)[X] \text { or } A \llbracket X \rrbracket \longrightarrow(A / I) \llbracket X \rrbracket
$$

obtained by reducing coefficients modulo $I$. Hence

$$
A[X] / I[X] \simeq(A / I)[X], \quad \text { and } \quad A \llbracket X \rrbracket / I \llbracket X \rrbracket \simeq(A / I) \llbracket x \rrbracket ;
$$

in particular if $P$ is a prime ideal then $P[X]$ and $P[X]$ are prime ideals of $A[X]$ and $A \llbracket X \rrbracket$, respectively.

If $I$ is finitely generated, that is $I=a_{1} A+\cdots+a_{r} A$, then $\left.I \llbracket X\right]=$ $a_{1} A \llbracket X \rrbracket+\cdots+a_{r} A \llbracket X \rrbracket=I \cdot A \llbracket X \rrbracket$; however, if $I$ is not finitely generated then $I \llbracket X \rrbracket$ is bigger than $I \cdot A \llbracket X \rrbracket$. In the polynomial ring this distinction does not arise, and we always have $I[X]=I \cdot A[X]$.

Example 2. For a ring $A$ and $a, b \in A$, we have $a A \subset b A$ if and only if $a$ is divisible by $b$, that is $a=b c$ for some $c \in A$. We assume that $A$ is an integral domain in what follows. An element $a \in A$ is said to be irreducible if $a$ is not a unit of $A$ and satisfies the condition

$$
a=b c \Rightarrow b \text { or } c \text { is a unit of } A
$$

This is equivalent to saying that $a A$ is maximal among proper principal ideals. If $a A$ is a prime ideal then $a$ is said to be prime. As one sees easily, a prime element is irreducible, but the converse does not always hold.

Suppose that an element $a$ has two expressions as products of prime elements:

$$
a=p_{1} p_{2} \ldots p_{n}=p_{1}^{\prime} \ldots p_{m}^{\prime}, \text { with } p_{i} \text { and } p_{j}^{\prime} \text { prime. }
$$

Then $n=m$, and after a suitable reordering of the $p_{j}^{\prime}$ we have $p_{i} A=p_{t}^{\prime} A$; for $p_{1}^{\prime} \cdots p_{m}^{\prime}$ is divisible by $p_{1}$, and so one of the factors, say $p_{1}^{\prime}$, is divisible by $p_{1}$. Now since both $p_{1}$ and $p_{1}^{\prime}$ are irreducible, $p_{1} A=p_{1}^{\prime} A$ hence $p_{1}^{\prime}=u p_{1}$, with $u$ a unit, and $p_{2} \cdots p_{n}=u p_{2}^{\prime} \cdots p_{m}^{\prime}$. We can rcplace $p_{2}^{\prime}$ by $u p_{2}^{\prime}$, and induction on $n$ completes the proof. In this sense, factorisation into prime elements (whenever possible) is unique.

An integral domain in which any element which is neither 0 nor a unit can be expressed as a product of prime elements is called a unique factorisation domain (abbreviated to UFD), or a factorial ring. It is well known that a principal ideal domain, that is an integral domain in which every ideal is principal, is a UFD (see Ex. 1.4). If $A$ is a principal ideal domain then the prime ideals are of the form ( 0 ) or $p A$ with $p$ a prime element, and the latter are maximal ideals.
If $k$ is a field then $k\left[X_{1}, \ldots, X_{n}\right]$ is a UFD, as is well-known (see Ex. 20.2). If $f\left(X_{1}, \ldots, X_{n}\right)$ is an irreducible polynomial then $(f)$ is a prime ideal, but is not maximal if $n>1$ (see $\S 5$ ).
$\mathbb{Z}[\sqrt{ }-5]$ is not a UFD; indeed if $\alpha=n+m \sqrt{ }-5$ with $n, m \in \mathbb{Z}$ then $\alpha \bar{\alpha}=n^{2}+5 m^{2}$, and since $2=n^{2}+5 m^{2}$ has no integer solutions it follows that 2 is an irreducible element of $\mathbb{Z}[\sqrt{ }-5]$, but we see from $2.3=(1+\sqrt{ }-5)(1-\sqrt{ }-5)$ that 2 is not a prime element. We write

$$
\begin{aligned}
A=\mathbb{Z}[\sqrt{ }-5] & =\mathbb{Z}[X] /\left(X^{2}+5\right) ; \text { then setting } k=\mathbb{Z} / 2 \mathbb{Z} \text { we have } \\
A / 2 A & =\mathbb{Z}[X] /\left(2, X^{2}+5\right)=k[X] /\left(X^{2} \cdots 1\right)=k[X] /(X \quad 1)^{2} .
\end{aligned}
$$

Then $P=(2,1-\sqrt{ }-5)$ is a maximal ideal of $A$ containing 2 .

## Exercises to §1. Prove the following propositions.

1.1. Let $A$ be a ring, and $I \subset \operatorname{nil}(A)$ an ideal made up of nilpotent elements; if $a \in A$ maps to a unit of $A / I$ then $a$ is a unit of $A$.
1.2. Let $A_{1}, \ldots, A_{n}$ be rings; then the prime ideals of $A_{1} \times \cdots \times A_{n}$ are of the form $A_{1} \times \cdots \times A_{i-1} \times P_{i} \times A_{i+1} \times \cdots \times A_{n}$, where $P_{i}$ is a prime ideal of $A_{i}$.
1.3. Let $A$ and $B$ be rings, and $f: A \longrightarrow B$ a surjective homomorphism.
(a) Prove that $f(\operatorname{rad} A) \subset \operatorname{rad} B$, and construct an example where the inclusion is strict.
(b) Prove that if $\boldsymbol{A}$ is a semilocal ring then $f(\operatorname{rad} A)=\operatorname{rad} B$.
1.4. Let $A$ be an integral domain. Then $A$ is a UFD if and only if every irreducible element is prime and the principal ideals of $A$ satisfy the ascending chain condition. (Equivalently, every non-empty family of principal ideals has a maximal element.)
1.5. Let $\left\{P_{\lambda}\right\}_{\lambda \in \Lambda}$ be a non-empty family of prime ideals, and suppose that the $P_{\lambda}$, are totally ordered by inclusion; then $\cap P_{\lambda}$ is a prime ideal. Also, if $I$ is any proper ideal, the sct of prime ideals containing $I$ has a minimal element.
1.6. Let $A$ be a ring, $I, P_{1}, \ldots, P_{r}$ ideals of $A$, and suppose that $P_{3}, \ldots, P_{r}$ are prime, and that $I$ is not contained in any of the $P_{i}$, then there exists an element $x \in I$ not contained in any $P_{i}$.

## 2 Modules

Let $A$ be a ring and $M$ an $A$-module. Given submodules $N, N^{\prime}$ of $M$, the set $\left\{a \in A \mid a N^{\prime} \subset N\right\}$ is an ideal of $A$, which we write $N: N^{\prime}$ or $\left(N: N^{\prime}\right)_{A}$. Similarly, if $I \subset A$ is an ideal then $\{x \in M \mid I x \subset N\}$ is a submodule of $M$, which we write $N: I$ or $(N: I)_{M}$. For $a \in A$ we define $N: a$ similarly. The ideal $0: M$ is called the annihilator of $M$, and written $\operatorname{ann}(M)$. We can consider $M$ as a module over $A / \operatorname{ann}(M)$. If $\operatorname{ann}(M)=0$ we say that $M$ is a faithful $A$-module. For $x \in M$ we write $\operatorname{ann}(x)=$ $\{a \in A \mid a x=0\}$.

If $M$ and $M^{\prime}$ are $A$-modules, the set of $A$-linear maps from $M$ to $M^{\prime}$ is written $\operatorname{Hom}_{A}\left(M, M^{\prime}\right)$. This becomes an $A$-module if we define the sum $f+g$ and the scalar product $a f$ by

$$
(f+g)(x)=f(x)+g(x), \quad(a f)(x)=a \cdot f(x) ;
$$

(the fact that $a f$ is $A$-linear depends on $A$ being commutative).

To say that $M$ is an $A$-module is to say that $M$ is an Abelian group under addition, and that a scalar product $a x$ is defined for $a \in A$ and $x \in M$ such that the following hold:

$$
\begin{equation*}
a(x+y)=a x+a y, \quad(a b) x=a(b x), \quad(a+b) x=a x+b x, \quad 1 x=x \tag{*}
\end{equation*}
$$

for fixed $a \in A$ the map $x \mapsto a x$ is an endomorphism of $M$ as an additive group. Let $E$ be the set of endomorphisms of the additive group $M$; defining the sum and product of $\lambda, \mu \in E$ by

$$
(\lambda+\mu)(x)=\lambda(x)+\mu(x), \quad(\lambda \mu)(x)=\lambda(\mu(x))
$$

makes $E$ into a ring (in general non-commutative), and giving $M$ an $A$-module structure is the same thing as giving a homomorphism $A \longrightarrow E$. Indeed, if we write $a_{L}$ for the element of $E$ defined by $x \mapsto a x$ then ( $^{*}$ ) become

$$
(a b)_{L}=a_{L} b_{L}, \quad(a+b)_{L}=a_{L}+b_{L}, \quad\left(1_{A}\right)_{L}=1_{E} .
$$

We can express the fact that $\varphi: M \longrightarrow M$ is $A$-linear by saying that $\varphi \in E$ and that $\varphi$ commutes with $a_{L}$ for $a \in A$, that is $a_{L} \varphi=\varphi a_{L}$. Since $A$ is commutative, $a_{L}$ is itself an $A$-linear map of $M$ for $a \in A$. We normally write simply $a: M \longrightarrow M$ for the map $a_{L}$.

If $M$ is a $B$-module and $f: A \longrightarrow B$ a ring homomorphism, then we can make $M$ into an $A$-module by defining $a \cdot x=f(a) \cdot x$ for $a \in A$ and $x \in M$. This is the $A$-module structure defined by the composite of $f: A \longrightarrow B$ with $B \longrightarrow E$, where $E$ is the endomorphism ring of the additive group of $M$, and $B \longrightarrow E$ is the map defining the $B$-module structure of $M$.

If $M$ is finitely generated as an $A$-module we say simply that $M$ is a finite $A$-module, or is finite over $A$. A standard technique applicable to finite $A$-modules is the 'determinant trick', one form of which is as follows (taken from Atiyah and Macdonald [AM]).
Theorem 2.1. Suppose that $M$ is an $A$-module generated by $n$ elements, and that $\varphi \in \operatorname{Hom}_{A}(M, M)$; let $I$ be an ideal of $A$ such that $\varphi(M) \subset I M$. Then there is a relation of the form
(**) $\varphi^{n}+a_{1} \varphi^{n-1}+\cdots+a_{n-1} \varphi+a_{n}=0$,
with $a_{i} \in I^{i}$ for $1 \leqslant i \leqslant n$ (where both sides are considered as endomorphisms of $M$ ).
Proof. Let $M=A \omega_{1}+\cdots+A \omega_{n}$; by the assumption $\varphi(M) \subset I M$ there exist $a_{i j} \in I$ such that $\varphi\left(\omega_{i}\right)=\sum_{j=1}^{n} a_{i j} \omega_{j}$. This can be rewritten

$$
\sum_{j=1}^{n}\left(\varphi \delta_{i j}-\dot{a}_{i j}\right) \omega_{j}=0 \quad(\text { for } 1 \leqslant i \leqslant n),
$$

where $\delta_{i j}$ is the Kronecker symbol. The coefficients of this system of linear equations can be viewed as a square matrix ( $\varphi \delta_{i j}-a_{i j}$ ) of clements of $A^{\prime}[\varphi]$, the commutative subring of the endomorphism ring $E$ of $M$ generated by the image $A^{\prime}$ of $A$ together with $\varphi$; let $b_{i j}$ denote its $(i, j)$ th cofactor, and
$d$ its determinant. By multiplying the above equation through by $b_{i k}$ and summing over $i$, we get $d \omega_{k}=0$ for $1 \leqslant k \leqslant n$. Hence $d \cdot M=0$, so that $d=0$ as an element of $E$. Expanding the determinant $d$ gives a relation of the form ( ${ }^{* *}$ ).

Remark. As one sees from the proof, the left-hand side of $\left({ }^{* *}\right)$ is the characteristic polynomial of $\left(a_{i j}\right)$,

$$
f(X)=\operatorname{det}\left(X \delta_{i j}-a_{i j}\right)
$$

with $\varphi$ substituted for $X$. If $M$ is the free $A$-module with basis $\omega_{1}, \ldots, \omega_{n}$ and $I=A$, the above result is nothing other than the classical Cayley-Hamilton theorem: let $f(X)$ be the characteristic polynomial of the square matrix $\varphi=\left(a_{i j}\right)$; then $f(\varphi)=0$.

Theorem 2.2 (NAK). Let $M$ be a finite $A$-module and $I$ an ideal of $A$. If $M=I M$ then there exists $a \in A$ such that $a M=0$ and $a \equiv 1 \bmod I$. If in addition $I \subset \operatorname{rad}(A)$ then $M=0$.
Proof. Setting $\varphi=1_{M}$ in the previous theorem gives the relation $a=$ $1+a_{1}+\cdots+a_{n}=0$ as endomorphisms of $M$, that is $a M=0$, and $a \equiv 1 \bmod I$. If $I \subset \operatorname{rad}(A)$ then $a$ is a unit of $A$, so that on multiplying both sides of $a M=0$ by $a^{-1}$ we get $M \dot{=} 0$.

Remark. This theorem is usually referred to as Nakayama's lemma, but the late Professor Nakayama maintained that it should be referred to as a theorem of Krull and Azumaya; it is in fact difficult to determine which of these three first had the result in the case of commutative rings, so we refer to it as NAK in this book. Of course, this result can easily be proved without using determinants, by induction on the number of generators of $M$.

Corollary. Let $A$ be a ring and $I$ an ideal contained in $\operatorname{rad}(A)$. Suppose that $M$ is an $A$-module and $N \subset M$ a submodule such that $M / N$ is finite over $A$. Then $M=N+I M$ implies $M=N$.
Proof. Setting $\bar{M}=M / N$ we have $\bar{M}=I \bar{M}$ so that, by the theorem, $\bar{M}=0$.

If $W$ is a set of generators of an $A$-module $M$ which is minimal, in the sense that any proper subset of $W$ does not generate $M$, then $W$ is said to be a minimal basis of $M$. Two minimal bases do not necessarily have the same number of elements; for example, when $M=A$, if $x$ and $y$ are non-units of $A$ such that $x+y=1$ then both $\{1\}$ and $\{x, y\}$ are minimal bases of $A$. However, if $A$ is a local ring then the situation is clear:

Theorem 2.3. Let $(A, \mathfrak{m}, k)$ be a local ring and $M$ a finite $A$-module; set $\bar{M}=M / \mathrm{m} M$. Now $\bar{M}$ is a finite-dimensional vector space over $k$, and we
write $n$ for its dimension. Then:
(i) If we take a basis $\left\{\bar{u}_{1}, \ldots, \bar{u}_{n}\right\}$ for $\bar{M}$ over $k$, and choose an inverse image $u_{i} \in M$ of each $\bar{u}_{i}$, then $\left\{u_{1}, \ldots, u_{n}\right\}$ is a minimal basis of $M$;
(ii) conversely every minimal basis of $M$ is obtained in this way, and so has $n$ elements.
(iii) If $\left\{u_{1}, \ldots, u_{n}\right\}$ and $\left\{v_{1}, \ldots, v_{n}\right\}$ are both minimal bases of $M$, and $v_{i}=\sum a_{i j} u_{j}$ with $a_{i j} \in A$ then $\operatorname{det}\left(a_{i j}\right)$ is a unit of $A$, so that $\left(a_{i j}\right)$ is an invertible matrix.
Proof. (i) $M=\sum A u_{i}+\mathfrak{m} M$, and $M$ is finitely generated (hence also $M / \sum A u_{i}$ ), so that by the above corollary $M=\sum A u_{i}$. If $\left\{u_{1}, \ldots, u_{n}\right\}$ is not minimal, so that, for example, $\left\{u_{2}, \ldots, u_{n}\right\}$ already generates $M$ then $\left\{\bar{u}_{2}, \ldots, \bar{u}_{n}\right\}$ generates $\bar{M}$, which is a contradiction. Hence $\left\{u_{1}, \ldots, u_{n}\right\}$ is a minimal basis.
(ii) If $\left\{u_{1}, \ldots, u_{m}\right\}$ is a minimal basis of $M$ and we set $\bar{u}_{i}$ for the image of $u_{i}$ in $\bar{M}$, then $\bar{u}_{1}, \ldots, \bar{u}_{m}$ generate $\bar{M}$, and are linearly independent over $k$; indeed, otherwise some proper subset of $\left\{\bar{u}_{1}, \ldots, \bar{u}_{m}\right\}$ would be a basis of $\bar{M}$, and then by (i) a proper subset of $\left\{u_{1}, \ldots, u_{m}\right\}$ would generate $M$, which is a contradiction.
(iii) Write $\bar{a}_{i j}$ for the image in $k$ of $a_{i j}$, so that $\bar{v}_{i}=\sum \bar{a}_{i j} \bar{u}_{j}$ holds in $\bar{M}$. Since $\left(\bar{a}_{i j}\right)$ is the matrix transforming one basis of the vector space $\bar{M}$ into another, its determinant is non-zero. Since $\operatorname{det}\left(a_{i j}\right) \bmod \boldsymbol{m}=$ $\operatorname{det}\left(\bar{a}_{i j}\right) \neq 0$ it follows that $\operatorname{det}\left(a_{i j}\right)$ is a unit of $A$. By Cramer's formula the inverse matrix of $\left(a_{i j}\right)$ exists as a matrix with entries in $A$.

We give another interesting application of NAK, the proof of which is due to Vasconcelos [2].

Theorem 2.4. Let $A$ be a ring and $M$ a finite $A$-module. If $f: M \longrightarrow M$ is an $A$-linear map and $f$ is surjective then $f$ is also injective, and is thus an automorphism of $M$.
Proof. Since $f$ commutes with scalar multiplication by elements of $A$, we can view $M$ as an $A[X]$-module by setting $X \cdot m=f(m)$ for $m \in M$. Then by assumption $X M=M$, so that by NAK there exists $Y \in A[X]$ such that $(1+X Y) M=0$. Now for $u \in \operatorname{Ker}(f)$ we have $0=(1+X Y)(u)=$ $u+Y f(u)=u$, so that $f$ is injective.

Theorem 2.5. Let $(A, m)$ be a local ring; then a projective module over $A$ is free (for the definition of projective module, see Appendix B, p. 277).
Proof. This is easy when $M$ is finite: choose a minimal basis $\omega_{1}, \ldots, \omega_{n}$ of $M$ and define a surjective map $\varphi: F \longrightarrow M$ from the free module $F=$ $A e_{1} \oplus \cdots \oplus A e_{n}$ to $M$ by $\varphi\left(\sum a_{i} e_{i}\right)=\sum a_{i} \omega_{i}$; if we set $K=\operatorname{Ker}(\varphi)$ then, from
the minimal basis property,

$$
\sum a_{i} \omega_{i}=0 \Rightarrow a_{i} \in \mathfrak{m} \quad \text { for all } i .
$$

Thus $K \subset \mathfrak{m} F$. Because $M$ is projective, there exists $\psi: M \longrightarrow F$ such that $F=\psi(M) \oplus K$, and it follows that $K=\mathfrak{m} K$. On the other hand, $K$ is a quotient of $F$, therefore finite over $A$, so that $K=0$ by NAK and $F \simeq M$.

The result was proved by Kaplansky [2] without the assumption that $M$ is finite. He proves first of all the following lemma, which holds for any ring (possibly non-commutative).

Lemma 1. Let $R$ be any ring, and $F$ an $R$-module which is a direct sum of countably generated submodules; if $M$ is an arbitrary direct summand of $F$ then $M$ is also a direct sum of countably generated submodules.
Proof of Lemma 1. Suppose that $F=M \oplus N$, and that $F=\oplus_{\lambda \in \Lambda} E_{\lambda}$, where each $E_{\lambda}$ is countably generated. By transfinite induction, we construct a well-ordered family $\left\{F_{\alpha}\right\}$ of submodules of $F$ with the following properties:
(i) if $\alpha<\beta$ then $F_{\alpha} \subset F_{\beta}$,
(ii) $F=\bigcup_{\alpha} F_{\alpha}$,
(iii) if $\alpha$ is a limiting ordinal then $F_{\alpha}=\bigcup_{\beta<\alpha} F_{\beta}$,
(iv) $F_{\alpha+1} / F_{\alpha}$ is countably generated,
(v) $F_{\alpha}=M_{\alpha} \oplus N_{\alpha}$, where $M_{\alpha}=M \cap F_{\alpha}, N_{\alpha}=N \cap F_{\alpha}$,
(vi) each $F_{\alpha}$ is a direct sum of $E_{\lambda}$ taken over a suitable subset of $\Lambda$.

We now construct such a family $\left\{F_{\alpha}\right\}$. Firstly, set $F_{0}=(0)$. For an ordinal $\alpha$, assume that $F_{\beta}$ has been defined for all ordinals $\beta<\alpha$. If $\alpha$ is a limiting ordinal, set $F_{\alpha}=\bigcup_{\beta<\alpha} F_{\beta}$. If $\alpha$ is of the form $\alpha=\beta+1$, let $Q_{1}$ be any one of the $E_{\lambda}$ not contained in $F_{\beta}$ (if $F_{\beta}=F$ then the construction stops at $F_{\beta}$ ). Take a set $x_{11}, x_{12}, \ldots$ of generators of $Q_{1}$, and decompose $x_{11}$ into its $M$ - and $N$-components; now let $Q_{2}$ be the direct sum of the finitely many $E_{\lambda}$ which are necessary to write each of these two components in the decomposition $F=\oplus E_{\lambda}$, and let $x_{21}, x_{22}, \ldots$ be generators of $Q_{2}$. Next decompose $x_{12}$ into its $M$ - and $N$-components, let $Q_{3}$ be the direct sum of the finitely many $E_{\lambda}$ needed to write these components, and let $x_{31}, x_{32}, \ldots$ be generators of $Q_{3}$. Then carry out the same procedure with $x_{21}$, getting $x_{41}, x_{42}, \ldots$, then do the same for $x_{13}$. Carrying out the same procedure for each of the $x_{i j}$ in the order $x_{11}, x_{12}, x_{21}, x_{13}, x_{22}, x_{31}, \ldots$ we get countably many elements $x_{i j}$. We let $F_{\alpha}$ be the submodule of $F$ generated by $F_{\beta}$ and the $x_{i j}$, and this satisfies all our requirements. This gives the family $\left\{F_{\alpha}\right\}$.

Now $M=\bigcup M_{\alpha}$, with each $M_{\alpha}$ a direct summand of $F$, and $M_{\alpha+1} \supset M_{\alpha}$, so that $M_{\alpha}$ is also a direct summand of $M_{\alpha+1}$. Moreover,

$$
F_{\alpha+1} / F_{\alpha}=\left(M_{\alpha+1} / M_{\alpha}\right) \oplus\left(N_{\alpha+1} / N_{\alpha}\right),
$$

and hence $M_{\alpha+1} / M_{\alpha}$ is countably generated. Thus we can write

$$
M_{\alpha+1}=M_{\alpha} \oplus M_{\alpha+1}^{\prime}, \quad \text { with } M_{\alpha+1}^{\prime} \text { countably generated. }
$$

When $\alpha$ is a limit ordinal, since $M_{\alpha}=\bigcup_{\beta<\alpha} M_{\beta}$, we set $M_{\alpha}^{\prime}=0$. Then finally we can write

$$
M=\bigoplus_{\alpha} M_{\alpha}^{\prime} \quad \text { with } \quad M_{\alpha}^{\prime}(\text { at most) countably generated. }
$$

Of course a free module satisfies the assumption of Lemma 1, so that, in particular, we see that any projective module is a direct sum of countably generated projective modules. Thus in the proof of Theorem 2.5 we can assume that $M$ is countably generated.
Lemma 2. Let $M$ be a projective module over a local ring $A$, and $x \in M$. Then there exists a direct summand of $M$ containing $x$ which is a free module.
Proof of Lemma 2. We write $M$ as a direct summand of a free module $F=M \oplus N$. Choose a basis $B=\left\{u_{i}\right\}_{i \in I}$ of $F$ such that the given element $x$ has the minimum possible number of non-zero coordinates when expressed in this basis. Then if $x=u_{1} a_{1}+\cdots+u_{n} a_{n}$ with $0 \neq a_{i} \in A$, we have

$$
a_{i} \notin \sum_{j \neq i} A a_{j} \text { for } i=1,2, \ldots, n
$$

indeed, if, say, $a_{n}=\sum_{1}^{n-1} b_{i} a_{i}$ then $x=\sum_{1}^{n-1}\left(u_{i}+u_{n} b_{i}\right) a_{i}$, which contradicts the choice of $B$. Now set $u_{i}=y_{i}+z_{i}$ with $y_{i} \in M$ and $z_{i} \in N$; then

$$
x=\sum a_{i} u_{i}=\sum a_{i} y_{i}
$$

If we write $y_{i}=\sum_{j=1}^{n} c_{i j} u_{j}+t_{i}$, with $t_{i}$ linear combinations of elements of $B$ other than $u_{1}, \ldots, u_{n}$, we get relations $a_{i}=\sum_{j=1}^{n} a_{j} c_{j i}$, and, hence, in view of what we have seen above, we must have

$$
1-c_{i i} \in \mathfrak{m} \quad \text { and } c_{i j} \in \mathfrak{m} \text { for } i \neq j .
$$

It follows that the matrix $\left(c_{i j}\right)$ has an inverse (this can be seen from the fact that the determinant is $\equiv 1 \mathrm{mod} \mathrm{m}$, or by elimination). Thus replacing $u_{1}, \ldots, u_{n}$ by $y_{1}, \ldots, y_{n}$ in $B$, we still have a basis of $F$. Hence, $F_{1}=\sum y_{i} A$ is a direct summand of $F$, and hence also of $M$, and satisfies all the requirements of Lemma 2.

To prove the theorem, let $M$ be a countably generated projective module, $M=\omega_{1} A+\omega_{2} A+\cdots$. By Lemma 2, there exists a free module $F_{1}$ such that $\omega_{1} \in F_{1}$, and $M=F_{1} \oplus M_{1}$, where $M_{1}$ is a projective module. Let $\omega_{2}^{\prime}$ be the $M_{1}$-component of $\omega_{2}$ in the decomposition $M=F_{1} \oplus M_{1}$, and take a free module $F_{2}$ such that $\omega_{2}^{\prime} \in F_{2}$ and $M_{1}=F_{2} \oplus M_{2}$, where $M_{2}$ is a projective module. Let $\omega_{3}^{\prime}$ be the $M_{2}$-component of $\omega_{3}$ in $M=F_{1} \oplus$ $F_{2} \oplus M_{2}$; proceeding in the same way, we get

$$
M=F_{1} \oplus F_{2} \oplus \ldots
$$

so that $M$ is a free module.

We say that an $A$-module $M \neq 0$ is a simple module if it has no submodules other than 0 and $M$ itself. For any $0 \neq \omega \in M$, we then have $M=A \omega$. Now $A \omega \simeq A / \operatorname{ann}(\omega)$, but in order for this to be simple, ann $(\omega)$ must be a maximal ideal of $A$. Hence, any simple $A$-module is isomorphic to $A / \mathrm{mt}$ with m a maximal ideal, and conversely an $A$-module of this form is simple. If $M$ is an $A$-module, a chain

$$
M=M_{0} \supset M_{1} \supset \cdots \supset M_{r}=0
$$

of submodules of $M$ is called a composition series of $M$ if every $M_{i} / M_{i+1}$ is simple; $r$ is called the length of the composition series. If a composition series of $M$ exists, its length is an invariant of $M$ independent of the choice of composition series. More precisely, if $M$ has a composition series of length $r$, and if $M \supset N_{1} \supset \cdots \supset N_{s}$ is a strictly descending chain of submodules, then we have $s \leqslant r$. This invariance corresponds to part of the basic Jordan-Hölder theorem in group theory, but it can easily be proved on its own by induction, and the reader might like to do this as an exercise. The length of a composition series of $M$ is callcd the length of $M$, and written $l(M)$; if $M$ does not have a composition series we set $l(M)=\infty$. A necessary and sufficient condition for the existence of a composition series of $M$ is that the submodules of $M$ should satisfy both the ascending and descending chain conditions (for which see $\S 3$ ). In general, if $N \subset M$ is a submodule, we have

$$
l(M)=l(N)+l(M / N) .
$$

If $0 \rightarrow M_{1} \longrightarrow M_{2} \longrightarrow \cdots \longrightarrow M_{n} \rightarrow 0$ is an exact sequence of $A$-modules and each $M_{i}$ has finite length then

$$
\sum_{i=1}^{n}(-1)^{i} l\left(M_{i}\right)=0 .
$$

If m is a maximal ideal of $A$ and is finitely generated over $A$ then $l\left(A / \mathrm{m}^{v}\right)<\infty$. In fact,

$$
l\left(A / \mathrm{m}^{v}\right)=l(A / \mathrm{m})+l\left(\mathrm{~m} / \mathrm{m}^{2}\right)+\cdots+l\left(\mathrm{~m}^{v-1} / \mathrm{m}^{v}\right) ;
$$

now each $\mathrm{m}^{i} / \mathfrak{m}^{i+1}$ is a finite-dimensional vector space over the field $k=A / \mathrm{m}$, and since its $A$-submodules are the same thing as its vector subspaces, $l\left(\mathrm{~m}^{i} / \mathrm{m}^{i+1}\right)$ is equal to the dimension of $\mathrm{m}^{i} / \mathrm{m}^{i+1}$ as $k$-vector space. (This shows that $A / \mathrm{m}^{v}$ is an Artinian ring, see §3.)

Considering $l\left(A / m^{v}\right)$ for all $v$, we get a function of $v$ which is intimately related to the ring structure of $A$, and which also plays a role in the resolution of singularities in algebraic and complex analytic geometry; this is studied in Chapter 5.

We say that an $A$-module $M$ is of finite presentation if there exists an exact sequence of the form

$$
A^{p} \longrightarrow A^{q} \longrightarrow M \rightarrow 0 .
$$

This means that $M$ can be generated by $q$ elements $\omega_{1}, \ldots, \omega_{q}$ in such a way that the module $R=\left\{\left(a_{1}, \ldots, a_{q}\right) \in A^{q} \mid \sum a_{i} \omega_{i}=0\right\}$ of linear relations holding between the $\omega_{i}$ can be generated by $p$ elements.

Theorem 2.6. Let $A$ be a ring, and suppose that $M$ is an $A$-module of finite presentation. If

$$
0 \rightarrow K \longrightarrow N \longrightarrow M \rightarrow 0
$$

is an exact sequence and $N$ is finitely generated then so is $K$.
Proof. By assumption there exists an exact sequence of the form $L_{2} \xrightarrow{g} L_{1} \xrightarrow{f} M \rightarrow 0$, where $L_{1}$ and $L_{2}$ are free modules of finite rank. From this we get the following commutative diagram (see Appendix B):


If we write $N=A \xi_{1}+\cdots+A \xi_{n}$, then there exist $v_{i} \in L_{1}$ such that $\varphi\left(\xi_{i}\right)=f\left(v_{i}\right)$. Set $\xi_{i}^{\prime}=\xi_{i}-\alpha\left(v_{i}\right)$; then $\varphi\left(\xi_{i}^{\prime}\right)=0$, so that we can write $\xi_{i}^{\prime}=\psi\left(\eta_{i}\right)$ with $\eta_{i} \in K$. Let us now prove that

$$
K=\beta\left(L_{2}\right)+A \eta_{1}+\cdots+A \eta_{n} .
$$

For any $\eta \in K$, set $\psi(\eta)=\sum a_{i} \xi_{i}$; then

$$
\psi\left(\eta-\sum a_{i} \eta_{i}\right)=\sum a_{i}\left(\xi_{i}-\xi_{i}^{\prime}\right)=\alpha\left(\sum a_{i} v_{i}\right),
$$

and since $0=\varphi \alpha\left(\sum a_{i} v_{i}\right)=f\left(\sum a_{i} v_{i}\right)$, we can write $\sum a_{i} v_{i}=g(u)$ with $u \in L_{2}$. Now

$$
\psi \beta(u)=\alpha g(u)=\alpha\left(\sum a_{i} v_{i}\right)=\psi\left(\eta-\sum a_{i} \eta_{i}\right),
$$

so that $\eta=\beta(u)+\sum a_{i} \eta_{i}$, and this proves our assertion.
Exercises to §2. Prove the following propositions.
2.1. Let $A$ be a ring and $I$ a finitely generated ideal satisfying $I=I^{2}$; then $I$ is generated by an idempotent $e$ (an element $e$ satisfying $e^{2}=e$ ).
2.2. Let $A$ be a ring, $I$ an ideal of $A$ and $M$ a finite $A$-module; then $\sqrt{ } \operatorname{ann}(M / I M)=\sqrt{ }(\operatorname{ann}(M)+I)$.
2.3. Let $M$ and $N$ be submodules of an $A$-module $L$. If $M+N$ and $M \cap N$ are finitely generated then so are $M$ and $N$.
2.4. Let $A$ be a (commutative) ring, $A \neq 0$. An $A$-module is said to be frce of rank $n$ if it is isomorphic to $A^{n}$.
(a) If $A^{n} \simeq A^{m}$ then $n=m$; prove this by reducing to the case of a field. (Note that there are counter-examples to this for non-commutative rings.)
(b) Let $C=\left(c_{i j}\right)$ be an $n \times m$ matrix over $A$, and suppose that $C$ has a nonzero $r \times r$ minor, but that all the $(r+1) \times(r+1)$ minors are 0 . Show then that if $r<m$, the $m$ column vectors of $C$ are linearly dependent. (Hint: you can assume that $m=r+1$.) Deduce from this an alternative proof of (a).
(c) If $A$ is a local ring, any minimal basis of the free module $A^{n}$ is a basis (that is, a linearly independent set of generators).
2.5. Let $A$ be a ring, and $0 \rightarrow L \longrightarrow M \longrightarrow N \rightarrow 0$ an exact sequence of $A$ modules.
(a) If $L$ and $N$ are both of finite presentation then so is $M$.
(b) If $L$ is finitely generated and $M$ is of finite presentation then $N$ is of finite presentation.

## 3 Chain conditions

The following two conditions on a partially ordered set $\Gamma$ are equivalent:
(*) $^{*}$ any non-empty subset of $\Gamma$ has a maximal element;
(**) any ascending chain $\gamma_{1}<\gamma_{2}<\cdots$ of elements of $\Gamma$ must stop after a finite number of steps.

The implication $\left({ }^{*}\right) \Rightarrow\left({ }^{* *}\right)$ is obvious. We prove $\left(^{* *}\right) \Rightarrow\left({ }^{*}\right)$. Let $\Gamma^{\prime}$ be a nonempty subset of $\Gamma$. If $\Gamma^{\prime}$ does not have a maximal element, then by the axiom of choice, for each $\gamma \in \Gamma^{\prime}$ we can choose a bigger element of $\Gamma^{\prime}$, say $\varphi(\gamma)$. Now if we choose any $\gamma_{1} \in \Gamma^{\prime}$ and set $\gamma_{2}=\varphi\left(\gamma_{1}\right), \gamma_{3}=\varphi\left(\gamma_{2}\right), \ldots$ then we get an infinite ascending chain $\gamma_{1}<\gamma_{2}<\cdots$, contradicting ( ${ }^{* *}$ ).

When these conditions are satisfied we say that $\Gamma$ has the ascending chain condition (a.c.c.), or the maximal condition. Reversing the order we can define the descending chain condition (d.c.c.), or minimal condition in the same way.

If the set of ideals of a ring $A$ has the a.c.c., we say that $A$ is a Noetherian ring, and if it has the d.c.c., that $A$ is an Artinian ring. If $A$ is Noetherian (or Artinian) and $B$ is a quotient of $A$ then $B$ has the same property; this is obvious, since the set of ideals of $B$ is order-isomorphic to a subset of that of $A$.

The a.c.c. and d.c.c. were first used in a paper of Emmy Noether (1882-1935), Idealtheorie in Ringbereichen, Math. Ann., 83 (1921). Emil Artin (1898-1962) was, together with Emmy Noether, one of the founders of modern abstract algebra. As well as studying non-commutative rings whose one-sided ideals satisfy the d.c.c., he also discovered the ArtinRees lemma, which will turn up in $\S 8$.

In the same way, we say that a module is Noetherian or Artinian if its set of submodules satisfies the a.c.c. or the d.c.c. If $M$ has either of these properties, then so do both its quotient modules and its submodules. (A subring of a Noetherian or Artinian ring does not necessarily have the same property: why not?)

A ring $A$ is Noetherian if and only if every ideal of $A$ is finitely generated. (Proof, 'only if': given an ideal $I$, consider a maximal element of the set of finitely generated ideals contained in $I$; this must coincide with $I$. 'If': given an ascending chain $I_{1} \subset I_{2} \subset \cdots$ of ideals, $\bigcup I_{n}$ is also an ideal, so that by assumption it can be generated by finitely many elements $a_{1}, \ldots, a_{r}$. There is some $I_{n}$ which contains all the $a_{i}$, and the chain must stop there.)

In exactly the same way, an $A$-module $M$ is Noetherian if and only if every submodule of $M$ is finitely generated. In particular $M$ itself must be finitely generated, and if $A$ is Noetherian then this is also sufficient. Thus we have the well-known fact that finite modules over a Noetherian ring are Noetherian; we now give a proof of this in a more general form.

Theorem 3.1. Let $A$ be a ring and $M$ an $A$-module.
(i) Let $M^{\prime} \subset M$ be a submodule and $\varphi: M \rightarrow M / M^{\prime}$ the natural map. If $N_{1}$ and $N_{2}$ are submodules of $M$ such that $N_{1} \subset N_{2}, N_{1} \cap M^{\prime}=N_{2} \cap M^{\prime}$ and $\varphi\left(N_{1}\right)=\varphi\left(N_{2}\right)$ then $N_{1}=N_{2}$.
(ii) Let $0 \rightarrow M^{\prime} \longrightarrow M \longrightarrow M^{\prime \prime} \rightarrow 0$ be an exact sequence of $A$-modules; if $M^{\prime}$ and $M^{\prime \prime}$ are both Noetherian (or both Artinian), then so is $M$.
(iii) Let $M$ be a finite $A$-module; then if $A$ is Noetherian (or Artinian), so is $M$.
Proof. (i) is easy, and we leave it to the reader.
(ii) is obtained by applying (i) to an ascending (respectively descending) chain of submodules of $M$.
(iii) If $M$ is generated by $n$ elements then it is a quotient of the free module $A^{n}$, so that it is enough to show that $A^{n}$ is Noetherian (respectively Artinian). However, this is clear from (ii) by induction on $n$.

For a module $M$, it is equivalent to say that $M$ has both the a.c.c. and the d.c.c., or that $M$ has finite length. Indeed, if $l(M)<\infty$ then $l\left(M_{1}\right)<l\left(M_{2}\right)$ for any two distinct submodules $M_{1} \subset M_{2} \subset M$, so that the two chain conditions are clear. Conversely, if $M$ has the d.c.c. then we let $M_{1}$ be a minimal non-zero submodule of $M$, let $M_{2}$ be a minimal element among all submodules of $M$ strictly containing $M_{1}$, and proceed in the same way to obtain an ascending chain $0=M_{0} \subset M_{1} \subset M_{2} \subset \cdots$; if $M$ also has the a.c.c. then this chain must stop by arriving at $M$, so that $M$ has a composition series.

Every submodule of the $\mathbb{Z}$-module $\mathbb{Z}$ is of the form $n \mathbb{Z}$, so that $\mathbb{Z}$ is Noetherian, but not Artinian. Let $p$ be a prime, and write $W$ for the $\mathbb{Z}$ module of rational numbers whose denominator is a power of $p$; then the $\mathbb{Z}$-module $W / \mathbb{Z}$ is not Noetherian, but it is Artinian, since every proper submodule of $W / \mathbb{Z}$ is either 0 or is generated by $p^{-n}$ for $n=1,2, \ldots$. This shows that the a.c.c. and d.c.c. for modules are independent conditions, but this is not the case for rings, as shown by the following result.

Theorem 3.2 (Y. Akizuki). An Artinian ring is Noetherian.
Proof. Let $A$ be an Artinian ring. It is sufficient to prove that $A$ has finite length as an $A$-module. First of all, $A$ has only finitely many maximal ideals. Indeed, if $\mathfrak{p}_{1}, \mathfrak{p}_{2}, \ldots$ is an infinite set of distinct maximal ideals then it is easy to see that $\mathfrak{p}_{1} \supset \mathfrak{p}_{1} \mathfrak{p}_{2} \supset \mathfrak{p}_{1} \mathfrak{p}_{2} \mathfrak{p}_{3} \cdots$ is an infinite descending chain of ideals, which contradicts the assumption. Thus, we let $\mathfrak{p}_{1}, \mathfrak{p}_{2}, \ldots, \mathfrak{p}_{r}$ be all the maximal ideals of $A$ and set $I=\mathfrak{p}_{1} \mathfrak{p}_{2} \ldots \mathfrak{p}_{r}=\operatorname{rad}(A)$. The descending chain $I \neg I^{2} \supset \cdots$ stops after finitely many steps, so that there is an $s$ such that $I^{s}=I^{s+1}$. If we set $\left(0: I^{s}\right)=J$ then

$$
(J: I)=\left(\left(0: I^{s}\right): I\right)=\left(0: I^{s+1}\right)=J ;
$$

let's prove that $J=A$. By contradiction, suppose that $J \neq A$; then there exists an ideal $J^{\prime}$ which is minimal among all ideals strictly bigger than $J$. For any $x \in J^{\prime}-J$ we have $J^{\prime}=A x+J$. Now $I=\operatorname{rad}(A)$ and $J \neq J^{\prime}$, so that by NAK $J^{\prime} \neq I x+J$, and hence by minimality of $J^{\prime}$ we have $I x+J=J$, and this gives $I x \subset J$. Thus $x \in(J: I)=J$, which is a contradiction. Therefore $J=A$, so that $I^{s}=0$. Now consider the chain of ideals

$$
\begin{aligned}
& A \supset \mathfrak{p}_{1} \supset \mathfrak{p}_{1} \mathfrak{p}_{2} \supset \cdots \supset \mathfrak{p}_{1} \cdots \mathfrak{p}_{r-1} \supset I \supset I \mathfrak{p}_{1} \supset I \mathfrak{p}_{1} \mathfrak{p}_{2} \\
& \\
& \supset \cdots \supset I^{2} \supset I^{2} \mathfrak{p}_{1} \supset \cdots \supset I^{s}=0 .
\end{aligned}
$$

Let $M$ and $M \mathfrak{p}_{i}$ be any two consecutive terms in this chain; then $M / M p_{i}$ is a vector space over the field $A / \mathfrak{p}_{i}$, and since it is Artinian, it must be finitedimensional. Hence, $l\left(M / M \mathfrak{p}_{i}\right)<\infty$, and therefore the sum $l(A)$ of these terms is also finite.

Remark. This theorem is sometimes referred to as Hopkins' theorem, but it was proved in the above form by Akizuki [2] in 1935. It was rediscovered four years later by Hopkins [1], and he proved it for non-commutative rings (a left-Artinian ring with unit is also left-Noetherian).

Theorem 3.3. If $A$ is Noetherian then so are $A[X]$ and $A \llbracket X \rrbracket$.
Proof. The statement for $A[X]$ is the well-known Hilbert basis theorem (see, for example Lang, Algebra, or [AM], p. 81), and we omit the proof. We now briefly run through the proof for $A \llbracket X \rrbracket$. Set $B=A \llbracket X \rrbracket$, and let $I$ be an ideal of $B$; we will prove that $I$ is finitely generated. Write $I(r)$ for the ideal of $A$ formed by the leading coefficients $a_{r}$ of $f=a_{r} X^{r}+$ $a_{r+1} X^{r+1}+\cdots$ as $f$ runs through $I \cap X^{r} B$; then we have

$$
I(0) \subset I(1) \subset I(2) \subset \cdots
$$

Since $A$ is Noetherian, there is an $s$ such that $I(s)=I(s+1)=\cdots$; moreover, each $I(i)$ is finitely generated. For each $i$ with $0 \leqslant i \leqslant s$ we take finitely many elements $a_{i v} \in A$ generating $I(i)$, and choose $g_{i v} \in I \cap X^{i} B$ having $a_{i v}$ as the coefficient of $X^{i}$. These $g_{i v}$ now generate $I$. Indeed, for $f \in I$ we can take a linear combination $g_{0}$ of the $g_{0 v}$ with coefficients in $A$ such that
$f-g_{0} \in I \cap X B$, then take a linear combination $g_{1}$ of the $g_{l v}$ with coefficients in $A$ such that $f-g_{0}-g_{1} \in I \cap X^{2} B$, and proceeding in the same way we get

$$
f-g_{0}-g_{1}-\cdots-g_{\mathrm{s}} \in I \cap X^{s+1} B .
$$

Now $I(s+1)=I(s)$, so we can take a linear combination $g_{s+1}$ of the $X g_{s v}$ with coefficients in $A$ such that

$$
f-g_{0}-g_{1}-\cdots-g_{s+1} \in I \cap X^{s+2} B
$$

We now proceed in the same way to get $g_{s+2}, \ldots$. For $i \leqslant s$, each $g_{i}$ is a linear combination of the $g_{i v}$ with coefficients in $A$, and, for $i>s$, a combination of the elements $X^{i-s} g_{s v^{v}}$. For each $i \geqslant s$ we write $g_{i}=\sum_{v} a_{i v} X^{i-s} g_{s v}$, and then for each $v$ we set $h_{v}=\sum_{i=s}^{\infty} a_{i v} X^{i-s} ; h_{v}$ is an element of $B$, and

$$
f=g_{0}+\cdots+g_{s-1}+\sum_{v} h_{v} g_{s v}
$$

A ring $A\left[b_{1}, \ldots, b_{n}\right]$ which is finitely generated as a ring over a Noetherian ring $A$ is a quotient of a polynomial ring $A\left[X_{1}, \ldots, X_{n}\right]$, and so by the Hilbert basis theorem is again Noetherian. We now give some other criteria for a ring to be Noetherian.

Theorem 3.4 (I. S. Cohen). If all the prime ideals of a ring $A$ are finitely generated then $A$ is Noetherian.
Proof. Write $\Gamma$ for the set of ideals of $A$ which are not finitely generated. If $\Gamma \neq \varnothing$ then by Zorn's lemma $\Gamma$ contains a maximal element $I$. Then $I$ is not a prime ideal, so that there are elements $x, y \in A$ with $x \notin I, y \notin I$ but $x y \in I$. Now $I+A y$ is bigger than $I$, and hence is finitely generated, so that we can choose $u_{1}, \ldots, u_{n} \subset I$ such that

$$
I+A y=\left(u_{1}, \ldots, u_{n}, y\right) .
$$

Moreover, $I: y=\{a \in A \mid a y \in I\}$ contains $x$, and is thus bigger than $I$, so it has a finite system of generators $\left\{v_{1}, \ldots, v_{m}\right\}$. Finally, it is easy to check that $I=\left(u_{1}, \ldots, u_{n}, v_{1} y, \ldots, v_{m} y\right)$; hence, $I \notin \Gamma$, which is a contradiction. Therefore $\Gamma=\varnothing$.

Theorem 3.5. Let $A$ be a ring and $M$ an $A$-module. Then if $M$ is a Noetherian module, $A / \operatorname{ann}(M)$ is a Noetherian ring.
Proof. If we set $\bar{A}=A / \operatorname{ann}(M)$ and view $M$ as an $\bar{A}$-module, then the submodules of $M$ as an $A$-module or $\bar{A}$-module coincide, so that $M$ is also Noetherian as an $\bar{A}$-module. We can thus replace $A$ by $\bar{A}$, and then ann $(M)=(0)$. Now letting $M=A \omega_{1}+\cdots+A \omega_{n}$, we can embed $A$ in $M^{n}$ by means of the map $a \mapsto\left(a \omega_{1}, \ldots, a \omega_{n}\right)$. By Theorem $1, M^{n}$ is a Noetherian module, so that its submodule $A$ is also Noetherian. (This theorem can be expressed by saying that a ring having a faithful Noetherian module is Noetherian.)

Theorem 3.6 (E. Formanek [1]). Let $A$ be a ring, and $B$ an $A$-module which is finitely generated and faithful over $A$. Assume that the set of submodules of $B$ of the form $I B$ with $I$ an ideal of $A$ satisfies the a.c.c.; then $A$ is Noetherian.

Proof. It will be enough to show that $B$ is a Noetherian $A$-module. By contradiction, suppose that it is not; then the set

$$
\left\{I B \left\lvert\, \begin{array}{l}
I \text { is an ideal of } A \text { and } B / I B \text { is } \\
\text { non-Noetherian as } A \text {-module }
\end{array}\right.\right\}
$$

contains $\{0\}$ and so is non-empty, so that by assumption it contains a maximal element. Let $I B$ be one such maximal element; then replacing $B$ by $B / I B$ and $A$ by $A / \operatorname{ann}(B / I B)$ we see that we can assume that $B$ is a non-Noetherian $A$-module, but for any non-zero ideal $I$ of $A$ the quotient $B / I B$ is Noetherian.

Next we set
$\Gamma=\{N \mid N$ is a submodule of $B$ and $B / N$ is a faithful $A$-module $\}$.
If $B=A b_{1}+\cdots+A b_{n}$ then for a submodule $N$ of $B$,

$$
N \in \Gamma \Leftrightarrow \forall a \in A-0, \quad\left\{a b_{1}, \ldots, a b_{n}\right\} \not \subset N .
$$

From this, one sees at once that Zorn's lemma applies to $\Gamma$; hence there exists a maximal element $N_{0}$ of $\Gamma$. If $B / N_{0}$ is Noetherian then $A$ is a Noetherian ring, and thus $B$ is Noetherian, which contradicts our hypothesis. It follows that on replacing $B$ by $B / N_{0}$ we arrive at a module $B$ with the following properties:
(1) $B$ is non-Noetherian as an $A$-module;
(2) for any ideal $I \neq(0)$ of $A, B / I B$ is Noetherian;
(3) for any submodule $N \neq(0)$ of $B, B / N$ is not faithful as an $A$-module.

Now let $N$ be any non-zero submodule of $B$. By (3) there is an element $a \in A$ with $a \neq 0$ such that $a(B / N)=0$, that is such that $a B \subset N$. By (2) $B / a B$ is a Noetherian module, so that $N / a B$ is finitely generated; but since $B$ is finitely generated so is $a B$, and hence $N$ itself is finitely generated. Thus, $B$ is a Noetherian module, which contradicts (1).

As a corollary of this theorem we get the following result.

## Theorem 3.7.

(i) (Eakin-Nagata theorem). Let $B$ be a Noetherian ring, and $A$ a subring of $B$ such that $B$ is finite over $A$; then $A$ is also a Noetherian ring.
(ii) Let $B$ be a non-commutative ring whose right ideals have the a.c.c., and let $A$ be a commutative subring of $B$. If $B$ is finitely generated as a left $A$-module then $A$ is a Noetherian ring.
(iii) Let $B$ be a non-commutative ring whose two-sided ideals have the a.c.c., and let $A$ be a subring contained in the centre of $B$; if $B$ is finitely generated as an $A$-module then $A$ is a Noetherian ring.

Proof. $B$ has a unit, so is faithful as an $A$-module. Hence it is enough to apply the previous theorem.

Remark. Part (i) of Theorem 7 was proved in Eakin's thesis [1] in 1968, and the same result was obtained independently by Nagata [9] a little later. Subsequently many alternative proofs and extensions to the noncommutative case were published; the most transparent of these seems to be Formanek's result [1], which we have given above in the form of Theorem 6. However, this also goes back to the idea of the proofs of Eakin and Nagata.

Exercises to §3. Prove the following propositions.
3.1. Let $I_{1}, \ldots, I_{n}$ be ideals of a ring $A$ such that $I_{1} \cap \cdots \cap I_{n}=(0)$; if each $A / I_{i}$ is a Noetherian ring then so is $A$.
3.2. Let $A$ and $B$ be Noetherian rings, and $f: A \longrightarrow C$ and $g: B \longrightarrow C$ ring homomorphisms. If both $f$ and $g$ are surjective then the fibre product $A \times{ }_{C} B$ (that is, the subring of the direct product $A \times B$ given by $\{(a, b) \in A \times B \mid f(a)=g(b)\}$ is a Noetherian ring.
3.3. Let $A$ be a local ring such that the maximal ideal $m$ is principal and $\bigcap_{n>0} \mathrm{~m}^{n}=(0)$. Then $A$ is Noetherian, and every non-zero ideal of $A$ is a power of $m$.
3.4. Let $A$ be an integral domain with field of fractions $K$. A fractional ideal $I$ of $A$ is an $A$-submodule $I$ of $K$ such that $I \neq 0$ and $\alpha I \subset A$ for some $0 \neq \alpha \in K$. The product of two fractional ideals is defined in the same way as the product of two ideals. If $I$ is a fractional ideal of $A$ we set $I^{-1}=\{\alpha \in K \mid \alpha I$ $\subset A\}$; this is also a fractional ideal, and $I^{-1} \subset A$. In the particular case that $I I^{-1}=A$ we say that $I$ is invertible. An invertible fractional ideal of $A$ is finitely generated as an $A$-module.
3.5. If $A$ is a UFD, the only ideals of $A$ which are invertible as fractional ideals are the principal ideals.
3.6. Let $A$ be a Noetherian ring, and $\varphi: A \longrightarrow A$ a homomorphism of rings. Then if $\varphi$ is surjective it is also injective, and hence an automorphism of $A$.
3.7. If $A$ is a Noetherian ring then any finite $A$-module is of finite presentation, but if $A$ is non-Noetherian then $A$ must have finite $A$-modules which are not of finite presentation.

## 2

## Prime ideals

The notion of prime ideal is central to commutative ring theory. The set Spec $A$ of prime ideals of a ring $A$ is a topological space, and the 'localisation' of rings and modules with respect to this topology is an important technique for studying them. These notions are discussed in $\S 4$. Starting with the topology of Spec $A$, we can define the dimension of $A$ and the height of a prime ideal as notions with natural geometrical content. In $\S 5$ we treat elementary dimension theory using only field theory, developing especially the dimension theory of ideals in polynomial rings, including the Hilbert Nullstellensatz. We also discuss, as example of an application of the notion of dimension, the theory of Forster and Swan on estimates for the number of generators of a module. (Dimension theory will be the subject of a detailed study in Chapter 5 using methods of ring theory). In $\S 6$ we discuss the classical theory of primary decomposition as modernised by Bourbaki.

## 4 Localisation and Spec of a ring

Let $A$ be a ring and $S \subset A$ a multiplicative set; that is (as in §1), suppose that
(i) $x, y \in S \Rightarrow x y \in S$, and (ii) $1 \in S$.

Definition. Suppose that $f: A \longrightarrow B$ is a ring homomorphism satisfying the two conditions
(1) $f(x)$ is a unit of $B$ for all $x \in S$;
(2) if $g: A \longrightarrow C$ is a homomorphism of rings taking every element of $S$ to a unit of $C$ then there exists a unique homomorphism

$$
h: B \longrightarrow C \text { such that } g=h f ;
$$

then $B$ is uniquely determined up to isomorphism, and is called the localisation or the ring of fractions of $A$ with respect to $S$. We write $B=S^{-1} A$ or $A_{S}$, and call $f: A \longrightarrow A_{S}$ the canonical map.

We prove the existence of $B$ as follows: define the relation $\sim$ on the set $A \times S$ by

$$
(a, s) \sim\left(b, s^{\prime}\right) \Leftrightarrow \exists t \in S \quad \text { such that } \quad t\left(s^{\prime} a-s b\right)=0 ;
$$

it is easy to check that this is an equivalence relation (if we just had $s^{\prime} a=s b$ in the definition, the transitive law would fail when $S$ has zero-divisors). Write $a / s$ for the equivalence class of $(a, s)$ under $\sim$, and let $B$ be the set of these; sums and products are defined in $B$ by the usual rules for calculating with fractions:

$$
a / s+b / s^{\prime}=\left(a s^{\prime}+b s\right) / s s^{\prime}, \quad(a / s) \cdot\left(b / s^{\prime}\right)=a b / s s^{\prime}
$$

This makes $B$ into a ring, and defining $f: A \longrightarrow B$ by $f(a)=a / 1$ we see that $f$ is a homomorphism of rings satisfying (1) and (2) above. Indeed, if $s \in S$ then $f(s)=s / 1$ has the inverse $1 / s$; and if $g: A \longrightarrow C$ is as in (2) then we just have to set $h(a / s)=g(a) g(s)^{-1}$ (the reader should check that $a / s=b / s^{\prime}$ implies $\left.g(a) g(s)^{-1}=g(b) g\left(s^{\prime}\right)^{-1}\right)$. From this construction we see that the kernel of the canonical map $f: A \longrightarrow A_{S}$ is given by

$$
\operatorname{Ker} f=\{a \in A \mid s a=0 \quad \text { for some } \quad s \in S\} .
$$

Hence $f$ is injective if and only if $S$ does not contain any zero-divisors of $A$. In particular, the set of all non-zero-divisors of $A$ is a multiplicative set; the ring of fractions with respect to $S$ is called the total ring of fractions of $A$. If $A$ is an integral domain then its total ring of fractions is the same thing as its field of fractions.

In general, let $f: A \longrightarrow B$ be any ring homomorphism, $I$ an ideal of $A$ and $J$ an ideal of $B$. According to the conventions at the beginning of the book, we write $I B$ for the ideal $f(I) B$ of $B$. This is called the extension of $I$ to $B$, or the extended ideal, and is sometimes also written $I^{e}$. Moreover, we write $J \cap A$ for the ideal $f^{-1}(I)$ of $A$. This is called the contracted ideal of.$J$, and is sometimes also written $J^{\text {c }}$. In this notation, the inclusions

$$
I^{\mathrm{ec}} \supset I \text { and } J^{\mathrm{ce}} \subset J
$$

follow immediately from the definitions; from the first inclusion we get $I^{\text {cec }} \supset I^{e}$, but substituting $J=I^{e}$ in the second gives $I^{\text {eve }} \subset I^{e}$, and hence
$\left(^{*}\right) \quad I^{\text {ece }}=I^{\mathrm{e}}$, and similarly $J^{\text {eec }}=J^{\mathrm{c}}$.
This shows that there is a canonical bijection between the sets $\{I B \mid I$ is an ideal of $A\}$ and $\{J \cap A \mid J$ is an ideal of $B\}$.

If $P$ is a prime ideal of $B$ then $B / P$ is an integral domain, and since $A / P^{\mathrm{c}}$ can be viewed as a subring of $B / P$ it is also an integral domain, so that $P^{c}$ is a prime ideal of $A$. (The extended ideal of a prime ideal does not have to be prime.)

An ideal $J$ of $B$ is said to be primary if it satisfies the two conditions: (1) $1 \notin J$, and (2) for $x, y \in B$, if $x y \in J$ and $x \notin J$ then $y^{n} \in J$ for some $n>0$; in other words, all zero-divisors of $B / J$ are nilpotent. The property that all zero-divisors are nilpotent passes to subrings, so that just as for prime ideals we see that the contraction of a primary ideal remains primary. If $J$ is primary then $\sqrt{ } J$ is a prime ideal (see Ex. 4.1).

The importance of rings of fractions for ring theory stems mainly from the following theorem.

## Theorem 4.1.

(i) All the ideals of $A_{S}$ are of the form $I A_{S}$, with $I$ an ideal of $A$.
(ii) Every prime ideal of $A_{S}$ is of the form $\mathfrak{p} A_{S}$ with $\mathfrak{p}$ a prime ideal of $A$ disjoint from $S$, and conversely, $\mathfrak{p} A_{S}$ is prime in $A_{S}$ for every such $\mathfrak{p}$; exactly the same holds for primary ideals.
Proof. (i) If $J$ is an ideal of $A_{S}$, set $I=J \cap A$. If $x=a / s \in J$ then $x \cdot f(s)=f(a) \in J$, so that $a \in I$, and then $x=(1 / s) \cdot f(a) \in I A_{s}$. The converse inclusion $I A_{S} \subset J$ is obvious, so that $J=I A_{S}$.
(ii) If $P$ is a prime ideal of $A_{S}$ and we set $\mathfrak{p}=P \cap A$, then $\mathfrak{p}$ is a prime ideal of $A$, and from the above proof $P=\mathfrak{p} A_{s}$. Moreover, since $P$ does not contain units of $A_{S}$, we have $p \cap S=\varnothing$. Conversely, if $\mathfrak{p}$ is a prime ideal of $A$ disjoint from $S$ then

$$
\frac{a}{s} \cdot \frac{b}{t} \in \mathfrak{p} A_{S} \quad \text { with } \quad s, t \in S \Rightarrow r a b \in \mathcal{p} \quad \text { for some } \quad r \in S \text {, }
$$

and since $r \notin \mathfrak{p}$ we must have $a \in \mathfrak{p}$ or $b \in \mathfrak{p}$, so that $a / s$ or $b / t \in \mathfrak{p} A_{S}$. One also sees easily that $1 \notin p A_{S}$, so that $\mathfrak{p} A_{S}$ is a prime ideal of $A_{S}$.

For primary ideals the argument is exactly the same: if $p$ is a primary ideal of $A$ disjoint from $S$ and if $r a b \in p$ with $r \in S$, then since no power of $r$ is in $\mathfrak{p}$ we have $a b \in \mathfrak{p}$. From this we get either $a / s \in \mathfrak{p} A_{S}$ or $(b / t)^{n} \in \mathfrak{p} A_{S}$ for some $n$.

Corollary. If $A$ is Noetherian (or Artinian) then so is $A_{s}$.
Proof. This follows from (i) of the theorem.
We now give examples of rings of fractions $A_{S}$ for various multiplicative sets $S$.

Example 1. Let $a \in A$ be an element which is not nilpotent, and set $S=\left\{1, a, a^{2}, \ldots\right\}$. In this case we sometimes write $A_{a}$ for $A_{s}$. (The reason for not allowing $a$ to be nilpotent is so that $0 \notin S$. In general if $0 \in S$ then from the construction of $A_{S}$ it is clear that $A_{S}=0$, which is not very interesting.) The prime ideals of $A_{a}$ correspond bijectively with the prime ideals of $A$ not containing $a$.

Example 2. Let $\mathfrak{p}$ be a prime ideal of $A$, and set $S=A-\mathfrak{p}$. In this case we usually write $A_{\mathfrak{p}}$ for $A_{S}$. (Writing $A_{\mathfrak{p}}$ and $A_{(A-p)}$ to denote the same thing is totally illogical notation, and the Bourbaki school avoids $A_{S}$, writing $S^{-1} A$ instead; however, the notation $A_{S}$ does not lead to any confusion.) The localisation $A_{\mathrm{p}}$ is a local ring with maximal ideal $p A_{\mathrm{p}}$. Indeed, as we saw in Theorem 1, $\mathfrak{p} A_{\mathfrak{p}}$ is a prime ideal of $A_{\mathrm{p}}$, and furthermore, if $J \subset A_{\mathfrak{p}}$ is any
proper ideal then $I=J \cap A$ is an ideal of $A$ disjoint from $A-\mathfrak{p}$, and so $I \subset \mathfrak{p}$, giving $J=I A_{\mathfrak{p}} \subset \mathfrak{p} A_{\mathfrak{p}}$. The prime ideals of $A_{\mathfrak{p}}$ correspond bijectively with the prime ideals of $A$ contained in $\mathfrak{p}$.

Example 3. Let $I$ be a proper ideal of $A$ and set $S=1+I=\{1+$ $x \mid x \in I\}$. Then $S$ is a multiplicative set, and the prime ideals of $A_{S}$ correspond bijectively with the prime ideals $p$ of $A$ such that $I+p \neq A$.

Example 4. Let $S$ be a multiplicative set, and set $\tilde{S}=\{a \in A \mid a b \in S$ for some $b \in A\}$. Then $\tilde{S}$ is also a multiplicative set, called the saturation of $S$. Since quite generally a divisor of a unit is again a unit, we see from the definition of the ring of fractions that $A_{S}=A_{\tilde{S}}$, and $\tilde{S}$ is maximal among multiplicative sets $T$ such that $A_{S}=A_{T}$. Indeed, one sees easily that $\tilde{S}=$ $\left\{a \in A \mid a / 1\right.$ is a unit in $\left.A_{s}\right\}$. The multiplicative set $S=A-\mathfrak{p}$ of Example 2 is already saturated.

Theorem 4.2. Localisation commutes with passing to quotients by ideals. More precisely, let $A$ be a ring, $S \subset A$ a multiplicative set, $I$ an ideal of $A$ and $\bar{S}$ the image of $S$ in $A / I$; then

$$
A_{S} / I A_{S} \simeq(A / I)_{S}
$$

Proof. Both sides have the universal property for ring homomorphisms $g: A \longrightarrow C$ such that
(1) every element of $S$ maps to a unit of $C$,
and (2) every element of $I$ maps to 0 ;
the isomorphism follows by the uniqueness of the solution to a universal mapping problem. In concrete terms the isomorphism is given by

$$
a / s \bmod I A_{s} \leftrightarrow \bar{a} / \bar{s}, \quad \text { where } \quad \bar{a}=a+I, \quad \bar{s}=s+I .
$$

In particular, if $\mathfrak{p}$ is a prime ideal of $A$ then

$$
A_{\mathfrak{p}} / \mathfrak{p} A_{\mathfrak{p}} \simeq(A / \mathfrak{p}) \overline{A-\mathfrak{p}} .
$$

The left-hand side is the residue field of the local ring $A_{\mathrm{p}}$, whereas the right-hand side is the field of fractions of the integral domain $A / \mathfrak{p}$. This field is written $\kappa(\mathfrak{p})$ and called the residue field of $\mathfrak{p}$.

Theorem 4.3. Let $A$ be a ring, $S \subset A$ a multiplicative set, and $f: A \longrightarrow A_{S}$ the canonical map. If $B$ is a ring, with ring homomorphisms $g: A \longrightarrow B$ and $h: B \longrightarrow A_{S}$ satisfying
(1) $f=h g$,
and (2) for every $b \in B$ there exists $s \in S$ such that $g(s) \cdot b \in g(A)$, then $A_{S}$ can also be regarded as a ring of fractions of $B$. More precisely, $A_{S}=B_{g(S)}=B_{T}$, where $T=\left\{t \in B \mid h(t)\right.$ is a unit of $\left.A_{s}\right\}$.
Proof. We can factorise $h$ as $B \longrightarrow B_{T} \longrightarrow A_{S}$; write $\alpha: B_{T} \longrightarrow A_{S}$ for
the second of these maps. Now $g(S) \subset T$, so that the composite $A \longrightarrow B$ $\longrightarrow B_{T}$ factorises as $A \longrightarrow A_{S} \longrightarrow B_{T}$; write $\beta: A_{S} \longrightarrow B_{T}$ for the second of these maps. Then

$$
\alpha(\beta(a / s))=\alpha(g(a) / g(s))=h g(a) / h g(s)=f(a) / f(s)=a / s,
$$

so that $\alpha \beta=1$, the identity map of $A_{s}$. Moreover by assumption, for $b \in B$ there exist $a \in A$ and $s \in S$ such that $b g(s)=g(a)$. Hence, $\beta(a / s)=g(a) / g(s)=$ $b / 1$. In particular for $t \in T$, if we take $u \in A_{S}$ such that $t / 1=\beta(u)$ then $u=\alpha \beta(u)=\alpha(t / 1)=h(t)$, so that $u$ is a unit of $A_{s}$. Hence, $b / t=\beta(a / s) \beta\left(u^{-1}\right)$, and $\beta$ is surjective. Thus $\alpha$ and $\beta$ are mutually inverse, giving an isomorphism $A_{S} \simeq B_{T}$. The fact that $A_{S} \simeq B_{g(S)}$ can be proved similarly. (Alternatively, this follows since $T$ is the saturation of the multiplicative set $g(S)$. The reader should check this for himself.)

Corollary 1. If $p$ is a prime ideal of $A, S=A-p$ and $B$ satisfies the conditions of the theorem, then setting $P=\mathfrak{p} A_{\mathfrak{p}} \cap B$ we have $A_{\mathfrak{p}}=B_{\mathrm{p}}$. Proof. Under these circumstances the $T$ in the theorem is exactly $B-P$.

Corollary 2. Let $S \subset A$ be a multiplicative set not containing any zerodivisors; then $A$ can be viewed as a subring of $A_{S}$, and for any intermediate ring $A \subset B \subset A_{S}$, the ring $A_{S}$ is a ring of fractions of $B$.

Corollary 3. If $S$ and $T$ are two multiplicative subsets of $A$ with $S \subset T$, then writing $T^{\prime}$ for the image of $T$ in $A_{S}$, we have $\left(A_{S}\right)_{T^{\prime}}=A_{T}$.

Corollary 4. If $S \subset A$ is a multiplicative set and $P$ is a prime ideal of $A$ disjoint from $S$ then $\left(A_{S}\right)_{P A_{S}}=A_{P}$. In particular if $P \subset Q$ are prime ideals of $A$, then

$$
\left(A_{Q}\right)_{P A_{Q}}=A_{P} .
$$

Definition. The set of all prime ideals of a ring $A$ is called the spectrum of $A$, and written $\operatorname{Spec} A$; the set of maximal ideals of $A$ is called the maximal spectrum of $A$, and written $\mathrm{m}-\operatorname{Spec} A$.

By Theorem 1.1 we have

$$
A \neq 0 \Leftrightarrow \mathrm{~m}-\operatorname{Spec} A \neq \varnothing \Leftrightarrow \operatorname{Spec} A \neq \varnothing .
$$

If $I$ is any ideal of $A$, we set

$$
V(I)=\{\mathfrak{p} \in \operatorname{Spec} A \mid \mathfrak{p} \supset I\} .
$$

Then

$$
V(I) \cup V\left(I^{\prime}\right)=V\left(I \cap I^{\prime}\right)=V\left(I I^{\prime}\right),
$$

and for any family $\left\{I_{\lambda}\right\}_{\lambda \in \Lambda}$ of ideals we have

$$
\bigcap_{i} V\left(I_{\lambda}\right)=V\left(\sum_{\lambda} I_{\lambda}\right) .
$$

From this it follows that $\mathscr{F}=\{V(I) \mid I$ is an ideal of $A\}$ is closed under
finite unions and arbitrary intersections, so that there is a topology on $\operatorname{Spec} A$ for which $\mathscr{F}$ is the set of closed sets. This is called the Zariski topology. From now on we will usually consider the spectrum of a ring together with its Zariski topology. m-Spec $A$ will be considered with the subspace topology, which we will also call the Zariski topology.

For $a \in A$ we set $D(a)=\{\mathfrak{p} \in \operatorname{Spec} A \mid a \notin \mathfrak{p}\}$; this is the complement of $V(a A)$, and so is an open set. Conversely, any open set of $\operatorname{Spec} A$ can be written as the union of open sets of the form $D(a)$. Indeed, if $U=\operatorname{Spec} A-V(I)$ then $U=\bigcup_{a \in I} D(a)$. Hence, the open sets of the form $D(a)$ form a basis for the topology of $\operatorname{Spec} A$.

Let $f: A \longrightarrow B$ be a ring homomorphism. For $P \in \operatorname{Spec} B$, the ideal $P \cap A=f^{-1} P$ is a point of $\operatorname{Spec} A$. The map $\operatorname{Spec} B \longrightarrow \operatorname{Spec} A$ defined by taking $P$ into $P \cap A$ is written ${ }^{a} f$. As one sees easily, $\left({ }^{a} f\right)^{-1}(V(I))=V(I B)$, so that ${ }^{a} f$ is continuous. If $g: B \longrightarrow C$ is another ring homomorphism then obviously ${ }^{a}(g f)={ }^{a} f^{a} g$. Hence, the correspondence $A \longmapsto \operatorname{Spec} A$ and $f \longmapsto{ }^{a} f$ defines a contravariant functor from the category of rings to the category of topological spaces. If ${ }^{a} f(P)=\mathfrak{p}$, that is if $P \cap A=\mathfrak{p}$, we say that $P$ lies over $\mathfrak{p}$.

Remark. For $P$ a maximal ideal of $B$ it does not necessarily follow that $P \cap A$ is a maximal ideal of $A$; for an example we need only consider the natural inclusion $A \longrightarrow B$ of an integral domain $A$ in its field of fractions $B$. Thus the correspondence $A \mapsto \mathrm{~m}-\operatorname{Spec} A$ is not functorial. This is one reason for thinking of $\operatorname{Spec} A$ as more important than $\mathrm{m}-\operatorname{Spec} A$. On the other hand, one could say that $\operatorname{Spec} A$ contains too many points; for example, the set $\{p\}$ consisting of a single point is closed in $\operatorname{Spec} A$ if and only if $\mathfrak{p}$ is a maximal ideal (in general the closure of $\{\mathfrak{p}\}$ coincides with $V(\mathfrak{p})$ ), so that $\operatorname{Spec} A$ almost never satisfies the separation axiom $T_{1}$.

Let $M$ be an $A$-module and $S \subset A$ a multiplicative set; we define the localisation $M_{S}$ of $M$ in the same way as $A_{S}$. That is,

$$
M_{\mathrm{s}}=\left\{\left.\frac{m}{s} \right\rvert\, m \in M, s \in S\right\},
$$

and

$$
\frac{m}{s}=\frac{m^{\prime}}{s^{\prime}} \Leftrightarrow t\left(s^{\prime} m-s m^{\prime}\right)=0 \quad \text { for some } t \in S .
$$

If we define addition in $M_{S}$ and scalar multiplication by elements of $A_{S}$ by

$$
m / s+m^{\prime} / s^{\prime}=\left(s^{\prime} m+s m^{\prime}\right) / s s^{\prime} \quad \text { and } \quad(a / s) \cdot\left(m / s^{\prime}\right)=a m / s s^{\prime}
$$

then $M_{S}$ becomes an $\mathscr{A}_{s^{s}}$-module, and a canonical $A$-linear map $M \longrightarrow M_{S}$ is given by $m \mapsto m / 1$; the kernel is $\{m \in M \mid s m=0$ for some $s \in S\}$. If $S=$ $A$ - $\mathfrak{p}$ is the complement of a prime ideal $\mathfrak{p}$ of $A$ we write $M_{\mathfrak{p}}$ for $M_{\mathrm{S}}$. The set $\left\{\mathfrak{p} \in \operatorname{Spec} A \mid M_{p} \neq 0\right\}$ is called the support of $M$, and written Supp ( $M$ ). If $M$ is
finitely generated, and we let $M=A \omega_{i}+\cdots+A \omega_{n}$, then

$$
\begin{aligned}
& \mathfrak{p} \in \operatorname{Supp}(M) \Leftrightarrow M_{p} \neq 0 \Leftrightarrow \exists i \text { such that } \omega_{i} \neq 0 \text { in } M_{p} \\
& \Leftrightarrow \exists i \text { such that } \operatorname{ann}\left(\omega_{i}\right) \subset \mathfrak{p} \Leftrightarrow \operatorname{ann}(M)=\bigcap_{i=1}^{n} \operatorname{ann}\left(\omega_{i}\right) \subset \mathfrak{p},
\end{aligned}
$$

so that $\operatorname{Supp}(M)$ coincides with the closed subset $V(\operatorname{ann}(M))$ of $\operatorname{Spec} A$.
Theorem 4.4. $M_{S} \simeq M \otimes_{A} A_{S}$.
Proof. The map $M \times A_{S} \longrightarrow M_{S}$ defined by ( $m, a / s$ ) $\mapsto a m / s$ is $A$-bilinear, so that there exists a linear map $\alpha: M \otimes A_{S} \longrightarrow M_{S}$ such that $\alpha(m \otimes a / s)=$ $a m / s$. Conversely we can define $\beta: M_{S} \longrightarrow M \otimes A_{S}$ by $\beta(m / s)=m \otimes(1 / s)$; indced, if $m / s=m^{\prime} / s^{\prime}$ then $t s^{\prime} m=t s m^{\prime}$ for some $t \in S$, and so

$$
\begin{aligned}
m \otimes(1 / s) & =m \otimes\left(t s^{\prime} / t s s^{\prime}\right)=t s^{\prime} m \otimes\left(1 / t s s^{\prime}\right)=t s m^{\prime} \otimes\left(1 / t s s^{\prime}\right) \\
& =m^{\prime} \otimes\left(1 / s^{\prime}\right) .
\end{aligned}
$$

Now it is easy to check that $\alpha$ and $\beta$ are mutually inverse $A_{S}$-linear maps. Hence, $M_{S}$ and $M \otimes_{A} A_{S}$ are isomorphic as $A_{S}$-modules.
Theorem 4.5. $M \mapsto M_{S}$ is an exact (covariant) functor from the category of $A$-modules to the category of $A_{S}$-modules. That is, for a morphism of $A$-modules $f: M \longrightarrow N$ there is a morphism $f_{S}: M_{S} \longrightarrow N_{S}$ of $A_{S}$-modules such that

$$
\begin{aligned}
& (\mathrm{id})_{S}=\text { id }\left(\text { where id is the identity map of } M \text { or } M_{S}\right), \\
& (g f)_{S}=g_{s} f_{S}
\end{aligned}
$$

and such that an exact sequence $0 \rightarrow M^{\prime} \longrightarrow M \longrightarrow M^{\prime \prime} \rightarrow 0$ goes into an exact sequence $0 \rightarrow M_{S}^{\prime} \longrightarrow M_{S} \longrightarrow M_{S}^{\prime \prime} \rightarrow 0$.
Proof. To prove the exactness of $0 \rightarrow M_{S}^{\prime} \longrightarrow M_{S}$ on the last line, view $M^{\prime}$ as a submodule of $M$; then for $x \in M^{\prime}$ and $s \in S$,

$$
\begin{aligned}
x / s=0 \text { in } M_{S} & \Leftrightarrow t x=0 \text { for some } t \in S \\
& \Leftrightarrow x / s=0 \text { in } M_{S}^{\prime},
\end{aligned}
$$

as required. The remaining assertions follow from the properties of the tensor product (see Appendix A) and from the previous theorem. (Of course they can easily be proved directly.)

It follows from this that localisation commutes with $\otimes$ and with Tor, and we will treat all this together in the section on flatness in §7.

Let $A$ be a ring, $M$ an $A$-module and $\mathfrak{p} \in \operatorname{Spec} A$. There are at least two interpretations of what it should mean that some property of $A$ or $M$ holds 'locally at $\mathfrak{p}$ '. Namely, this could mean that $A_{\mathfrak{p}}$ (or $M_{\mathfrak{p}}$ ) has the property, or it could mean that $A_{\mathfrak{q}}\left(\right.$ or $\left.M_{q}\right)$ has the property for all $\mathfrak{q}$ in some neighbourhood $U$ of $\mathfrak{p}$ in $\operatorname{Spec} A$. The first of these is more commonly used, but there are cases when the two interpretations coincide. In any case, we now prove a number of theorems which assert that a local property implies a global one.

Theorem 4.6. Let $A$ be a ring, $M$ an $A$-module and $x \in M$. If $x=0$ in $M_{p}$ for every maximal ideal $\mathfrak{p}$ of $A$, then $x=0$.
Proof.

$$
x=0 \text { in } M_{\mathfrak{p}} \Leftrightarrow s x=0 \text { for some } s \in A-\mathfrak{p} \Leftrightarrow \operatorname{ann}(x) \not \subset \mathfrak{p} .
$$

However, if $1 \notin \operatorname{ann}(x)$ then by Theorem 1.1, there must exist a maximal ideal containing ann $(x)$. Therefore $1 \in \operatorname{ann}(x)$, that is $x=0$.

Theorem 4.7. Let $A$ be an integral domain with field of fractions $K$; set $X=\mathrm{m}-\operatorname{Spec} A$. We consider any ring of fractions of $A$ as a subring of $K$. Then in this sense we have

$$
A=\bigcap_{\mathrm{m} \in X} A_{\mathrm{m}} .
$$

Proof. For $x \in K$ the set $I=\{a \in A \mid a x \in A\}$ is an ideal of $A$. Now $x \in A_{\mathfrak{p}}$ is equivalent to $I \not \subset \mathfrak{p}$, so that if $x \in A_{\mathrm{m}}$ for every maximal ideal $m$ then $1 \in I$, that is $x \in A$.

Remark. The above $I$ is the ideal consisting of all possible denominators of $x$ when written as a fraction of elements of $A$, together with 0 , and this can be called the ideal of denominators of $x$; similarly $I x$ can be called the ideal of numerators of $x$.

Theorem 4.8. Let $A$ be a ring and $M$ a finite $A$-module. If $M \otimes_{A} \kappa(\mathfrak{m})=0$ for every maximal ideal $m$ then $M=0$.
Proof. $\kappa(\mathfrak{m})=A_{\mathrm{m}} / \mathfrak{m} A_{\mathrm{m}}$, so that $M \otimes \kappa(\mathfrak{m})=M_{\mathrm{m}} / \mathrm{m} M_{\mathrm{m}}$, and by NAK (Theorem 2.2), $M \otimes \kappa(\mathfrak{m})=0 \Leftrightarrow M_{\mathrm{m}}=0$. Thus the assertion follows from Theorem 4.6.
The theorem just proved is easy, but we can-weaken the assumption that $M$ is finite over $A$; we have the following result.

Theorem 4.9. Let $f: A \longrightarrow B$ be a homomorphism of rings, and $M$ a finite $B$-modules; if $M \otimes_{A} \kappa(\mathfrak{p})=0$ for every $\mathfrak{p} \in \operatorname{Spec} A$, then $M=0$.
Proof. If $M \neq 0$ then by Theorem 6 there is a maximal idcal $P$ of $B$ such that $M_{P} \neq 0$, so that by NAK, $M_{P} / P M_{P} \neq 0$. If we now set $\mathfrak{p}=P \cap A$ then, since $\mathfrak{p} M_{P} \subset P M_{P}$, we have $M_{P} / \mathfrak{p} M_{P} \neq 0$. Set $T=B-P$ and $S=A-\mathfrak{p}$; then the localisation $M_{S}=M_{\mathrm{p}}$ of $M$ as an $A$-module and the localisation $M_{f(S)}$ of $M$ as a $B$-module coincide (both of them are $\{m / s \mid m \neq M, s \in S\}$ ). We have $f(S) \subset T$, so that

$$
M_{P}=M_{T}=\left(M_{f(S)}\right)_{T}=\left(M_{\mathrm{p}}\right)_{T},
$$

and hence

$$
M_{P} / \mathfrak{p} M_{P}=\left(M_{\mathfrak{p}} / \mathfrak{p} M_{p}\right)_{T}=\left(M \otimes_{A} \kappa(\mathfrak{p})\right)_{T} ;
$$

it follows that $M \otimes_{A} \kappa(\mathrm{~F}) \neq 0$.

Remark. In Theorem 4.9 we cannot restrict $\mathfrak{p}$ to be a maximal ideal of $A$. As one sees from the proof we have just given, $M=0$ provided that $M \otimes \kappa(p)=0$ for every ideal $p$ which is the restriction of a maximal ideal of $B$. However, if for example ( $A, \mathrm{~m}$ ) is a local integral domain with field of fractions $B$, and $M=B$, then $M \otimes \kappa(\mathfrak{m})=B / \mathfrak{m} B=0$, but $M \neq 0$.

Theorem 4.10. Let $A$ be a ring and $M$ a finite $A$-module.
(i) For any non-negative integer $r$ set

$$
U_{r}=\left\{\mathfrak{p} \in \operatorname{Spec} A \mid M_{\mathfrak{p}} \text { can be generated over } A_{\mathfrak{p}} \text { by } r \text { elements }\right\} ;
$$

then $U_{r}$ is an open subset of $\operatorname{Spec} A$.
(ii) If $M$ is a module of finite presentation then the set

$$
U_{F}=\left\{\mathfrak{p} \in \operatorname{Spec} A \mid M_{\mathfrak{p}} \text { is a free } A_{\mathfrak{p}} \text {-module }\right\}
$$

is open in $\operatorname{Spec} A$.
Proof. (i) Suppose that $A_{\mathrm{p}}=M_{\mathrm{p}} \omega_{1}+\cdots+A_{\mathrm{p}} \omega_{\mathrm{r}}$. Each $\omega_{i}$ is of the form $\omega_{i}=m_{i} / s_{i}$ with $s_{i} \in A-\mathfrak{p}$ and $m_{i} \in M$, but since $s_{i}$ is a unit of $A_{\mathfrak{p}}$ we can replace $\omega_{i}$ by $m_{i}$, and so assume that $\omega_{i}$ is (the image in $M_{\mathfrak{p}}$ of) an element of $M$. Define a linear map $\varphi: A^{r} \longrightarrow M$ from the direct sum of $r$ copies of $A$ to $M$ by $\left(a_{1}, \ldots, a_{r}\right) \mapsto \sum a_{i} \omega_{i}$, and write $C$ for the cokernel of $\varphi$. Localising the exact sequence $A^{r} \longrightarrow M \longrightarrow C \rightarrow 0$ at a prime ideal $\mathfrak{q}$, we get an exact sequence

$$
A_{\mathrm{q}}^{r} \longrightarrow M_{\mathrm{q}} \longrightarrow C_{\mathrm{q}} \rightarrow 0,
$$

and when $\mathfrak{q}=\mathfrak{p}$ we get $C_{\mathfrak{q}}=0 . C$ is a quotient of $M$, so is finitely generated, so that the support $\operatorname{Supp}(C)$ is a closed set, and hence there is an open neighbourhood $V$ of $\mathfrak{p}$ such that $C_{\mathrm{q}}=0$ for $\mathfrak{q} \in V$. This means that $V \subset U_{r}$. (In short, if $\omega_{\mathfrak{i}}, \ldots, \omega_{r} \in M$ generate $M_{\mathfrak{p}}$ at $\mathfrak{p}$ then they generate $M_{\mathfrak{q}}$ for all $\mathfrak{q}$ in a neighbourhood of $\mathfrak{p}$.)
(ii) Suppose that $M_{\mathrm{p}}$ is a free $A_{\mathrm{p}}$-module, and let $\omega_{1}, \ldots, \omega_{r}$ be a basis. As in (i) there is no loss of generality in assuming that $\omega_{i} \in M$. Moreover, if we choose a suitable $D(a)$ as a neighbourhood of $\mathfrak{p}$ in $\operatorname{Spec} A, \omega_{1}, \ldots, \omega_{r}$ generate $M_{q}$ for every $q \in D(a)$. Thus, replacing $A$ by $A_{a}$ and $M$ by $M_{a}$ we can assume that the elements $\omega_{1}, \ldots, \omega_{r}$ satisfy $M_{q}=\sum A_{q} \omega_{i}$ for every prime ideal $\mathfrak{q}$ of $A$. Then by Theorem 6,

$$
M / \sum A \omega_{i}=0, \quad \text { that is } M=A \omega_{1}+\cdots+A \omega_{r} .
$$

(We think of replacing $A$ by $A_{a}$ as shrinking $\operatorname{Spec} A$ down to the neighbourhood $D(a)$ of $\mathfrak{p}$.) Now, defining $\varphi: A^{r} \longrightarrow M$ as above, and letting $K$ be its kernel, we get the exact sequence

$$
.0 \rightarrow K \longrightarrow A^{r} \longrightarrow M \rightarrow 0
$$

moreover, $K_{\mathfrak{p}}=0$. By Theorem 2.6, $K$ is finitely generated, so that applying
(i) with $r=0$, we have that $K_{9}=0$ for every $\mathfrak{q}$ in a neighbourhood $V$ of $\mathfrak{p}$; this gives $\left(A_{\mathrm{q}}\right)^{r} \simeq M_{\mathrm{q}}$, so that $V \subset U_{r}$.

Exercise to §4. Prove the following propositions.
4.1. The radical of a primary ideal is prime; also, if $I$ is a proper ideal containing a power $\mathrm{m}^{v}$ of a maximal ideal m then $I$ is primary and $\sqrt{ } I=\mathrm{m}$.
4.2. If $P$ is a prime ideal of a ring $A$ then the symbolic $n$th power of $P$ is the ideal $P^{(n)}$ given by

$$
P^{(n)}=P^{n} A_{P} \cap A .
$$

This is a primary ideal with radical $P$.
4.3. If $S$ is a multiplicative set of a ring $A$ then $\operatorname{Spec}\left(A_{S}\right)$ is homeomorphic to the subspace $\{\mathfrak{p} \mid \mathfrak{p} \cap S=\varnothing\} \subset$ Spec $A$; this is in general neither open nor closed in Spec $A$.
4.4. If $I$ is an ideal of $A$ then $\operatorname{Spec}(A / I)$ is homeomorphic to the closed subset $V(I)$ of $\operatorname{Spec} A$.
4.5. The spectrum of a ring $\operatorname{Spec} A$ is quasi-compact, that is, given an open covering $\left\{U_{\lambda}\right\}_{\lambda \in \Lambda}$ of $X=\operatorname{Spec} A$ (with $X=U_{\lambda} U_{\lambda}$ ), a finite number of the $U_{\lambda}$ already cover $X$.
4.6. If $\operatorname{Spec} A$ is disconnected then $A$ contains an idempotent $e$ (an element $e$ satisfying $e^{2}=e$ ) distinct from 0 and 1 .
4.7. If $A$ and $B$ are rings then $\operatorname{Spec}(A \times B)$ can be identified with the disjoint union $\operatorname{Spec} A \amalg \operatorname{Spec} B$, with both of these open and closed in $\operatorname{Spec}(A \times B)$.
4.8. If $M$ is an $A$-module, $N$ and $N^{\prime}$ submodules of $M$, and $S \subset A$ a multiplicative set, then $N_{S} \cap N_{S}^{\prime}=\left(N \cap N^{\prime}\right)_{S}$, where both sides are considered as subsets of $M_{S}$.
4.9. A topological space is said to be Noetherian if the closed sets satisfy the descending chain condition. If $A$ is a Noetherian ring then $\operatorname{Spec} A$ is a Noetherian topological space. (Note that the converse is not true in general.)
4.10. We say that a non-empty closed set $V$ in a topological space is reducible if it can be expressed as a union $V=V_{1} \cup V_{2}$ of two strictly smaller closed sets $V_{1}$ and $V_{2}$, and irreducible if it does not have any such expression. If $\mathfrak{p} \in \operatorname{Spec} A$ then $V(\mathfrak{p})$ is an irrcducible closed set, and conversely every irreducible closed set of $\operatorname{Spec} A$ can be written as $V(p)$ for some $\mathfrak{p} \in \operatorname{Spec} A$.
4.11. Any closed subset of a Noetherian topological space can be written as a union of finitely many irreducible closed sets.
4.12. Use the results of the previous two exercises to prove the following: for $I$ a proper ideal of a Noetherian ring, the set of prime ideals containing $I$ has only finitely many minimal elements.

## 5 The Hilbert Nullstellensatz and first steps in dimension theory

Let $X$ be a topological space; we consider strictly decreasing (or strictly increasing) chains $Z_{0}, Z_{1}, \ldots, Z_{r}$ of length $r$ of irreducible closed subsets of $X$. The supremum of the lengths, taken over all such chains, is called the combinatorial dimension of $X$ and denoted $\operatorname{dim} X$. If $X$ is a Noetherian space then there are no infinite strictly decreasing chains, but it can nevertheless happen that $\operatorname{dim} X=\infty$.

Let $Y$ be a subspace of $X$. If $S \subset Y$ is an irreducible closed subset of $Y$ then its closure in $X$ is an irreducible closed subset $\bar{S} \subset X$ such that $\bar{S} \cap Y=S$. Indeed, if $\bar{S}=V \cup W$ with $V$ and $W$ closed in $X$ then $S=(V \cap Y) \cup(W \cap Y)$, so that say $S=V \cap Y$, but then $V=\bar{S}$. It follows easily from this that $\operatorname{dim} Y \leqslant \operatorname{dim} X$.

Let $A$ be a ring. The supremum of the lengths $r$, taken over all strictly decreasing chains $\mathfrak{p}_{0} \supset \mathfrak{p}_{1} \supset \cdots \supset \mathfrak{p}_{r}$ of prime ideals of $A$, is called the Krull dimension, or simply the dimension of $A$, and denoted $\operatorname{dim} A$. As one sees easily from Ex. 4.10, the Krull dimension of $A$ is the same thing as the combinatorial dimension of $\operatorname{Spec} A$. For a prime ideal $p$ of $A$, the supremum of the lengths, taken over all strictly decreasing chains of prime ideals $\mathfrak{p}=\mathfrak{p}_{0} \supset \mathfrak{p}_{1} \supset \cdots \supset \mathfrak{p}_{r}$ starting from $\mathfrak{p}$, is called the height of $\mathfrak{p}$, and denoted ht $\mathfrak{p}$; (if $A$ is Noetherian it will be proved in Theorem 13.5 that ht $\mathfrak{p}<\infty$ ). Moreover, the supremum of the lengths, taken over all strictly increasing chain of prime ideals $\mathfrak{p}=\mathfrak{p}_{0} \subset \mathfrak{p}_{1} \subset \cdots \subset \mathfrak{p}_{r}$ starting from $\mathfrak{p}$, is called the coheight of $\mathfrak{p}$, and written coht $p$. It follows from the delinitions that

$$
\text { ht } \mathfrak{p}=\operatorname{dim} A_{\mathfrak{p}}, \quad \text { coht } \mathfrak{p}=\operatorname{dim} A / \mathfrak{p} \quad \text { and } \quad \text { ht } \mathfrak{p}+\operatorname{coht} \mathfrak{p} \leqslant \operatorname{dim} A .
$$

Remark. In more old-fashioned terminology ht $\mathfrak{p}$ was usually called the rank of $\mathfrak{p}$, and coht $\mathfrak{p}$ the dimension of $\mathfrak{p}$; in addition, Nagata [N1] calls $\operatorname{dim} A$ the altitude of $A$.

Example 1. The prime ideals in the ring $\mathbb{Z}$ of rational integers are the ideals $p \mathbb{Z}$ generated by the primes $p=2,3,5, \ldots$, together with (0). Hence, every $p \mathbb{Z}$ is a maximal ideal, and $\operatorname{dim} \mathbb{Z}=1$. More generally, any principal ideal domain which is not a field is one-dimensional.

Example 2. An Artinian ring is zero-dimensional; indeed, we have seen in the proof of Theorem 3.2 that there are only a finite number of maximal ideals $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}$, and that the product of all of these is nilpotent. If then $\mathfrak{p}$ is a prime ideal, $\mathfrak{p} \supset(0)=\left(\mathfrak{p}_{1} \ldots \mathfrak{p}_{r}\right)^{\nu}$ so that $\mathfrak{p} \supset \mathfrak{p}_{i}$ for some $i$; hence, $\mathfrak{p}=\mathfrak{p}_{i}$, so that every prime ideal is maximal.

Example 3. A zero-dimensional integral domain is just a field.

Example 4. The polynomial ring $k\left[X_{1}, \ldots, X_{n}\right]$ over a field $k$ is an integral domain, and since
$k\left[X_{1}, \ldots, X_{n}\right] /\left(X_{1}, \ldots, X_{i}\right) \simeq k\left[X_{i+1}, \ldots, X_{n}\right]$,
$\left(X_{1}, \ldots, X_{i}\right)$ is a prime ideal of $k\left[X_{1}, \ldots, X_{n}\right]$. Thus
$(0) \subset\left(X_{1}\right) \subset\left(X_{1}, X_{2}\right) \subset \cdots \subset\left(X_{1}, \ldots, X_{n}\right)$
is a chain of prime ideals of length $n$, and $\operatorname{dim} k\left[X_{1}, \ldots, X_{n}\right] \geqslant n$. In fact we will shortly be proving that equality holds.

For an ideal $I$ of a ring $A$ we define the height of $I$ to be the infimum of the heights of prime ideals containing $I$ :
ht $I=\inf \{$ ht $p \mid I \subset p \in \operatorname{Spec} A\}$.
Here also we have the inequality
ht $I+\operatorname{dim} A / I \leqslant \operatorname{dim} A$.
If $M$ is an $A$-module we define the dimension of $M$ by
$\operatorname{dim} M=\operatorname{dim}(A / \operatorname{ann}(M))$.
If $M$ is finitely generated then $\operatorname{dim} M$ is the combinatorial dimension of the closed subspace $\operatorname{Supp}(M)=V(\operatorname{ann}(M))$ of $\operatorname{Spec} A$.

A strictly increasing (or decreasing) chain $\mathfrak{p}_{0}, \mathfrak{p}_{1}, \ldots$ of prime ideals is said to be saturated if there do not exist prime ideals strictly contained between any two consecutive terms. We say that $A$ is a catenary ring if the following condition is satisfied; for any prime ideals $\mathfrak{p}$ and $\mathfrak{p}^{\prime}$ of $A$ with $\mathfrak{p} \subset \mathfrak{p}^{\prime}$, there exists a saturated chain of prime ideals starting from $\mathfrak{p}$ and ending at $\mathfrak{p}^{\prime}$, and all such chains have the same (finite) length.

If a local domain $(A, \mathfrak{m})$ is catenary then for any prime ideal $\mathfrak{p}$ we have ht $\mathfrak{p}+\operatorname{coht} \mathfrak{p}=\operatorname{dim} A$. Conversely, if $A$ is a Noetherian local domain and this equality holds for all $\mathfrak{p}$ then $A$ is catenary (Ratliff [3], 1972); the proof of this is difficult, and we postpone it to Theorem 31.4. Practically all the important Noetherian rings arising in applications are known to be catenary; the first example of a non-catenary Noetherian ring was discovered in 1956 by Nagata [5].

We now spend some time discussing the elementary theory of dimensions of rings which are finitely generated over a field $k$.

Theorem 5.1. Let $k$ be a field, $L$ an algebraic extension of $k$ and $\alpha_{1}, \ldots, \alpha_{n} \in L$; then
(i) $k\left[\alpha_{1}, \ldots, \alpha_{n}\right]=k\left(\alpha_{1}, \ldots, \alpha_{n}\right)$.
(ii) Write $\varphi: k\left[X_{1}, \ldots, X_{n}\right] \longrightarrow k\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ for the homomorphism over $k$ which maps $X_{i}$ to $\alpha_{i}$; then $\operatorname{Ker} \varphi$ is the maximal ideal generated by $n$ elements of the form $f_{1}\left(X_{1}\right), f_{2}\left(X_{1}, X_{2}\right), \ldots, f_{n}\left(X_{1}, \ldots, X_{n}\right)$, where each $f_{i}$ can be taken to be monic in $X_{i}$.
Proof. Let $f_{1}(X)$ be the minimal polynomial of $\alpha_{1}$ over $k$; then $\left(f_{1}\left(X_{1}\right)\right)$ is a
maximal ideal of $k\left[X_{1}\right]$, so that $k\left[\alpha_{1}\right] \simeq k\left[X_{1}\right] /\left(f_{1}\left(X_{1}\right)\right)$ is a field, and hence $k\left[\alpha_{1}\right]=k\left(\alpha_{1}\right)$. Now let $\varphi_{2}(X)$ be the minimal polynomial of $\alpha_{2}$ over $k\left(\alpha_{1}\right) ;$ then since $k\left(\alpha_{1}\right)=k\left[\alpha_{1}\right]$, the coefficients of $\varphi_{2}$ can be expressed as polynomials in $\alpha_{1}$, and there is a polynomial $f_{2} \in k\left[X_{1}, X_{2}\right]$, monic in $X_{2}$, such that $\varphi_{2}\left(X_{2}\right)=f_{2}\left(\alpha_{1}, X_{2}\right)$. Thus

$$
k\left[\alpha_{1}, \alpha_{2}\right]=k\left(\alpha_{1}\right)\left[\alpha_{2}\right]=k\left(\alpha_{1}, \alpha_{2}\right) \simeq k\left(\alpha_{1}\right)\left[X_{2}\right] /\left(f_{2}\left(\alpha_{1}, X_{2}\right)\right) .
$$

Proceeding in the same way, for $1 \leqslant i \leqslant n$ there is an $f_{i}\left(X_{1}, \ldots, X_{i}\right) \in k\left[X_{1}, \ldots, X_{i}\right]$, monic in $X_{i}$, such that

$$
\begin{aligned}
k\left[\alpha_{1}, \ldots, \alpha_{i}\right] & =k\left(\alpha_{1}, \ldots, \alpha_{i}\right) \\
& \simeq k\left(\alpha_{1}, \ldots, \alpha_{i-1}\right)\left[X_{i}\right] /\left(f_{i}\left(\alpha_{1}, \ldots, \alpha_{i-1}, X_{i}\right)\right) .
\end{aligned}
$$

Now if $P(X) \in k\left[X_{1}, \ldots, X_{n}\right]$ is in the kernel of $\varphi$, we have $\varphi(P)=$ $P\left(\alpha_{1}, \ldots, \alpha_{n}\right)=0$, so that $P\left(\alpha_{1}, \ldots, \alpha_{n-1}, X_{n}\right)$ is divisible by $f_{n}\left(\alpha_{1}, \ldots\right.$, $\left.\alpha_{n-1}, X_{n}\right)$; dividing $P\left(X_{1}, \ldots, X_{n}\right)$ as a polynomial in $X_{n}$ by the monic polynomial $f_{n}\left(X_{1}, \ldots, X_{n}\right)$ and letting $R_{n}\left(X_{1}, \ldots, X_{n}\right)$ be the remainder, we can write $P=Q_{n} f_{n}+R_{n}$, with $R_{n}\left(\alpha_{1}, \ldots, \alpha_{n-1}, X_{n}\right)=0$. Similarly, dividing $R_{n}\left(X_{1}, \ldots, X_{n}\right)$ as a polynomial in $X_{n-1}$ by $f_{n-1}\left(X_{1}, \ldots, X_{n-1}\right)$ and letting $R_{n-1}\left(X_{1}, \ldots, X_{n}\right)$ be the remainder, we get

$$
R_{n}=Q_{n-1} f_{n-1}+R_{n-1},
$$

with

$$
R_{n-1}\left(\alpha_{1}, \ldots, \alpha_{n-2}, X_{n-1}, X_{n}\right)=0 .
$$

Proceeding in the same way we get $P=\sum Q_{i} f_{i}+R$, with $R\left(X_{1}, \ldots, X_{n}\right)=0$; that is $R=0$ and $P=\sum Q_{i} f_{i}$, so that $\operatorname{Ker} \varphi=\left(f_{1}, f_{2}, \ldots, f_{n}\right)$.

The following theorem can be regarded as a converse of Theorem 1, (i).
Theorem 5.2. Let $k$ be a field and $A=k\left[\alpha_{1}, \ldots, \alpha_{n}\right]$ an integral domain, and write $r=\operatorname{tr} . \operatorname{deg}_{k} A$ for the transcendence degree of $A$ (that is, of its field of fractions) over $k$. Then if $r>0, A$ is not a field.
Proof. Suppose that $\alpha_{1}, \ldots, \alpha_{r}$ is a transcendence basis for $A$ over $k$, and set $K=k\left(\alpha_{1}, \ldots, \alpha_{r}\right)$. Then since $\alpha_{r+1}, \ldots, \alpha_{n}$ are algebraic over $K$, there exist polynomials $f_{i}\left(X_{r+1}, \ldots, X_{i}\right) \in K\left[X_{r+1}, \ldots, X_{i}\right]$, monic of degree $d_{i}$ in $X_{i}$, such that

$$
K\left[\alpha_{r+1}, \ldots, \alpha_{n}\right] \simeq K\left[X_{r+1}, \ldots, X_{n}\right] /\left(f_{r+1}, \ldots, f_{n}\right)
$$

and

$$
d_{i}=\left[K\left(\alpha_{r+1}, \ldots, \alpha_{i}\right): K\left(\alpha_{r+1}, \ldots, \alpha_{i-1}\right)\right] .
$$

The coefficients of $f_{i}$ are in $K$, so that for suitable $0 \neq g \in k\left[\alpha_{1}, \ldots, \alpha_{r}\right]$ we have $g f_{i} \in k\left[\alpha_{1}, \ldots, \alpha_{r}\right]\left[X_{r+1}, \ldots, X_{n}\right]$. In other words, if we set $B=$ $k\left[\alpha_{1}, \ldots, \alpha_{r}, g^{-1}\right]$ then the $f_{i}$ are polynomials with coefficients in $B$. We are now going to show that $A\left[g^{-1}\right]=B\left[\alpha_{r+1}, \ldots, \alpha_{n}\right]$ is a free module over $B$ with basis $\left\{\prod_{i=r+1}^{n} \alpha_{i}^{e_{i}} \mid 0 \leqslant e_{i}<d_{i}\right\}$. Every element of $B\left[\alpha_{r+1}, \ldots, \alpha_{n}\right]$ can be written as $P\left(\alpha_{r+1}, \ldots, \alpha_{n}\right)$ for some $P \in B\left[X_{r+1}, \ldots, X_{n}\right]$; dividing $P$ as a
polynomial in $X_{n}$ by $f_{n}$, and replacing $P$ by the remainder, we can assume that $P$ has degree at most $d_{n}-1$ in $X_{n}$; then dividing $P$ as a polynomial in $X_{n-1}$ by $f_{n-1}$, and replacing by the remainder, we can assume that $P$ has degree at most $d_{n-1}-1$ in $X_{n-1}$. Proceeding in the same way, we can assume that $P$ has degree at most $d_{i}-1$ in $X_{i}$ for each $i$; in addition, the elements $\left\{\alpha_{i}^{e} \mid 0 \leqslant e<d_{i}\right\}$ are linearly independent over $K\left(\alpha_{r+1}, \ldots\right.$, $\left.\alpha_{i-1}\right)$. Hence $A\left[g^{-1}\right]$ is a free $B$-module. However, $B$ is not a field; for $k\left[\alpha_{1}, \ldots, \alpha_{r}\right]$ is a polynomial ring in $r$ variables over $k$, and hence it contains infinitely many irreducible polynomials (the proof of this is exactly the same as Euclid's proof that there exist infinitely many primes). Hence, there is an irreducible polynomial $h \in k\left[\alpha_{1}, \ldots, \alpha_{r}\right]$ which does not divide $g$, and then obviously $h^{-1} \notin k\left[\alpha_{1}, \ldots, \alpha_{r}, g^{-1}\right]$. Therefore $B$ contains an ideal $I$ with $I \neq 0, B$, and since $A\left[g^{-1}\right]$ is a free module over $B, I A\left[g^{-1}\right]$ is a proper ideal of $A\left[g^{-1}\right]$. Thus $A\left[g^{-1}\right]$ is not a field. But if $A$ were a field then we would have $A\left[g^{-1}\right]=A$, and hence $A$ is not a field.

Theorem 5.3. Let $k$ be a field, and let $m$ be any maximal ideal of the polynomial ring $k\left[X_{1}, \ldots, X_{n}\right]$; then the residue class field $k\left[X_{1}, \ldots, X_{n}\right] / \mathrm{m}$ is algebraic over $k$. Hence $\mathfrak{m}$ can be generated by $n$ elements, and in particular if $k$ is algebraically closed then $\mathfrak{m}$ is of the form $\mathfrak{m}=$ $\left(X_{1}-\alpha_{1}, \ldots, X_{n}-\alpha_{n}\right)$ for $\alpha_{i} \in k$.
Proof. Set $k\left[X_{1}, \ldots, X_{n}\right] / \mathfrak{m}=K$, and write $\alpha_{i}$ for the image of $X_{i}$ in $K$; then $K=k\left[\alpha_{1}, \ldots, \alpha_{n}\right]$. By the previous theorem, since $K$ is a field it is algebraic over $k$, and then by Theorem 1, (ii), $\mathfrak{m}$ is generated by $n$ elements. If $k$ is algebraically closed then $k=K$, so that each $X_{i}$ is congruent modulo $m$ to some $\alpha_{i} \in k$; then $\left(X_{1}-\alpha_{1}, \ldots, X_{n}-\alpha_{n}\right) \subset m$. On the other hand ( $X_{1}-\alpha_{1}, \ldots, X_{n}-\alpha_{n}$ ) is obviously a maximal ideal, so that equality must hold.

Let $k$ be a field and $\bar{k}$ its algebraic closure. Suppose that $\Phi \subset$ $k\left[X_{1}, \ldots, X_{n}\right]$ is a subset. An $n$-tuple $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ of elements $\alpha_{i} \in K$ is an algebraic zero of $\Phi$ if it satisfies $f(\alpha)=0$ for every $f(X) \in \Phi$.

Theorem 5.4 (The Hilbert Nullstellensatz).
(i) If $\Phi$ is a subset of $k\left\lceil X_{1}, \ldots, X_{n}\right\rceil$ which does not have any algebraic zeros then the ideal generated by $\Phi$ contains 1 .
(ii) Given a subset $\Phi$ of $k\left[X_{1}, \ldots, X_{n}\right]$ and an element $f \in k\left[X_{1}, \ldots, X_{n}\right]$, suppose that $f$ vanishes at every algebraic zero of $\Phi$. Then some power of $f$ belongs to the ideal generated by $\Phi$, that is there exist $v>0$, $\boldsymbol{g}_{i} \in k\left[X_{1}, \ldots, X_{n}\right]$ and $h_{i} \in \Phi$ such that $f^{v}=\sum g_{i} h_{i}$.
Proof. (i) Let $I$ be the ideal generated by $\Phi$; if $1 \notin I$ then there exists a maximal ideal $m$ c̣ontaining $I$. By the previous theorem, $k\left[X_{1}, \ldots, X_{n}\right] / m$ is algebraic over $k$, so that it has a $k$-linear isomorphic embedding $\theta$ into k. If we set $\theta\left(X_{i} \bmod m t\right)=\alpha_{i}$ then for all $g(X) \in m$ we have $0=\theta(g(X))=$
$g\left(\alpha_{1}, \ldots, \alpha_{n}\right)$, and therefore $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is an algebraic zero of $m$, and hence also of $\Phi$. This contradicts the hypothesis; hence, $1 \in I$.
(ii) Inside $k\left[X_{1}, \ldots, X_{n}, Y\right]$ we consider the set $\Phi \cup\{1-Y f(X)\}$; then this set has no algebraic zeros, so that by (i) it generates the ideal (1). Therefore there exists a relation of the form

$$
1=\sum P_{i}(X, Y) h_{i}(X)+Q(X, Y)(1-Y f(X)),
$$

with $h_{i}(X) \in \Phi$. This is an identity in $X_{1}, \ldots, X_{n}$ and $Y$, so that it still holds if we substitute $Y=f(X)^{-1}$. Hence we have

$$
1=\sum P_{i}\left(X, f^{-1}\right) h_{i}(X),
$$

so that multiplying through by a suitable power of $f$ and clearing denominators gives $f^{v}=\sum g_{i}(X) h_{i}(X)$, with $g_{i} \in k\left[X_{1}, \ldots, X_{n}\right]$ and $h_{i} \in \Phi$.

Remark. The above proof of (ii) is a classical idea due to Rabinowitch [1]. In a modern form it can be given as follows: let $I \subset k\left[X_{1}, \ldots, X_{n}\right]-A$ be the ideal generated by $\Phi$; then in the localisation $A_{f}$ with respect of $f$ (see §4, Example 1), we have $I A_{f}=A_{f}$, so that a power of $f$ is in $I$.
Theorem 5.5. Let $k$ be a field, $A$ a ring which is finitely generated over $k$, and $I$ a proper ideal of $A$; then the radical of $I$ is the intersection of all maximal ideals containing $I$, that is $\sqrt{ } I=\bigcap_{I \subset m} \mathrm{~m}$.
Proof. Let $A=k\left[a_{1}, \ldots, a_{n}\right]$, so that $A$ is a quotient of $k\left[X_{1}, \ldots, X_{n}\right]$. Considering the inverse image of $I$ in $k[X]$ reduces to the case $A=k[X]$, and the assertion follows from Theorem 4, (ii).

Compared to the result $\sqrt{ } I=\bigcap_{I \subset P} P$ proved in $\S 1$, the conclusion of Theorem 5 is much stronger. It is equivalent to the condition on a ring that every prime ideal $P$ should be expressible as an intersection of maximal ideals. Rings for which this holds are called Hilbert rings or Jacobson rings, and they have been studied independently by O. Goldmann [1] and W. Krull [7]. See also Kaplansky [K] and Bourbaki [B5].

Theorem 5.6. Let $k$ be a field and $A$ an integral domain which is finitely generated over $k$; then

$$
\operatorname{dim} A=\operatorname{tr} \cdot \operatorname{deg}_{k} A .
$$

Proof. Let $A=k\left[X_{1}, \ldots, X_{n}\right] / P$, and set $r=\operatorname{tr} \cdot \operatorname{deg}_{k} A$. To prove that $r \geqslant \operatorname{dim} A$ it is enough to show that if $P$ and $Q$ are prime ideals of $k[X]=k\left[X_{1}, \ldots, X_{n}\right]$ with $Q \supset P$ and $Q \neq P$ then

$$
\operatorname{tr} \cdot \operatorname{deg}_{k} k[X] / Q<\operatorname{tr} \cdot \operatorname{deg}_{k} k[X] / P .
$$

The $k$-algebra homomorphism $k[X] / P \longrightarrow k[X] / Q$ is onto, so that tr. $\operatorname{deg}_{k}$ $k(X) / Q \leqslant \operatorname{tr} . \operatorname{deg}_{k} k[X] / P$ is obvious. Suppose that equality holds. Let $k[X] / P=k\left[\alpha_{1}, \ldots, \alpha_{n}\right]$ and $k[X] / Q=k\left[\beta_{1}, \ldots, \beta_{n}\right]$; we can assume that $\beta_{1}, \ldots, \beta_{r}$ is a transcendence basis for $k(\beta)$ over $k$. Then $\alpha_{1}, \ldots, \alpha_{r}$ are also
algebraically independent over $k$, so that they form a transcendence basis for $k(\alpha)$ over $k$. Now set $S=k\left[X_{1}, \ldots, X_{r}\right]-\{0\} ; S$ is a multiplicative set in $k[X]$ with $P \cap S=\varnothing$ and $Q \cap S=\varnothing$. Setting $R=k\left[X_{1}, \ldots, X_{n}\right]$ and $K=k\left(X_{1}, \ldots, X_{r}\right)$, we have $R_{S}=K\left[X_{r+1}, \ldots, X_{n}\right]$, and

$$
R_{S} / P R_{S} \simeq k\left(\alpha_{1}, \ldots, \alpha_{r}\right)\left[\alpha_{r+1}, \ldots, \alpha_{n}\right],
$$

so that $R_{S} / P R_{S}$ is algebraic over $K=k\left(X_{1}, \ldots, X_{r}\right) \simeq k\left(\alpha_{1}, \ldots, \alpha_{r}\right)$, and therefore by Theorem $1, P R_{S}$ is a maximal ideal of $R_{S}$; but this contradicts the assumptions $P \subset Q$ with $P \neq Q$ and $Q \cap S=\varnothing$.

Now let us prove that $r \leqslant \operatorname{dim} A$ by induction on $r$. If $r=0$ then, by Theorem 1, $A$ is a field, so $\operatorname{dim} A=0$ and the assertion holds. Now let $r>0$, and suppose that $A=k\left[\alpha_{1}, \ldots, \alpha_{n}\right]$ with $\alpha_{1}$ transcendental over $k$; setting $S=k\left[X_{1}\right]-\{0\}$ and $R=k\left[X_{1}, \ldots, X_{n}\right]$ we get

$$
R_{S}=k\left(X_{1}\right)\left[X_{2}, \ldots, X_{n}\right] \quad \text { and } \quad R_{S} / P R_{S} \simeq k\left(\alpha_{1}\right)\left[\alpha_{2}, \ldots, \alpha_{n}\right] .
$$

Hence $R_{S} / P R_{S}$ has transcendence degree $r-1$ over $k\left(X_{1}\right)$, so that by induction $\operatorname{dim} R_{S} / P R_{S} \geqslant r-1$. Thus there exists a strictly increasing chain $P R_{S}=Q_{0} \subset Q_{1} \subset \cdots \subset Q_{r-1}$ of prime ideals of $R_{S}$. If we set $P_{i}=Q_{i} \cap R$ then $P_{i}$ is a prime ideal of $R$ disjoint from $S$; in particular, the residue class of $X_{1}$ in $R / P_{r-1}$ is not algebraic over $k$, and so $\operatorname{tr} . \operatorname{deg}_{k} R / P_{r-1}>0$. Then $P_{r-1}$ is not a maximal ideal of $R$ by Theorem 3, and therefore $R$ has a maximal ideal $P_{r}$ strictly bigger than $P_{r-1}$. Hence $\operatorname{dim} A=\operatorname{coht} P \geqslant r$.

Corollary. If $k$ is a field then $\operatorname{dim} k\left[X_{1}, \ldots, X_{n}\right]=n$.
We now turn to a different topic, the theorem of Forster and Swan on the number of generators of a module. Let $A$ be a ring and $M$ a finite $A$-module; for $\mathfrak{p} \in \operatorname{Spec} A$, write $\kappa(\mathfrak{p})$ for the residue field of $A_{p}$, and let $\mu(p, M)$ denote the dimension over $\kappa(\mathfrak{p})$ of the vector space $M \otimes \kappa(\mathfrak{p})=M_{p} / p M_{\mathfrak{F}}$ (in the usual sense of linear algebra). This is the cardinality of a minimal basis of the $A_{\mathfrak{p}}$-module $M_{\mathfrak{p}}$. Hence, if $\mathfrak{p} \supset \mathfrak{p}^{\prime}$ then $\mu(\mathfrak{p}, M) \geqslant \mu\left(\mathfrak{p}^{\prime}, M\right)$.

In 1964 the young function-theorist $O$. Forster surprised the experts in algebra by proving the following theorem [1].
Theorem 5.7. Let $A$ be a Noetherian ring and $M$ a finite $A$-module. Set

$$
b(M)=\sup \{\mu(\mathfrak{p}, M)+\operatorname{coht} \mathfrak{p} \mid \mathfrak{p} \in \operatorname{Supp} M\} ;
$$

then $M$ can be generated by at most $b(M)$ elements.
This theorem is a very important link between the number of local and global generators. However, there was room for improvement in the bound for the number of generators, and in no time R. Swan obtained a better bound. We will prove Swan's bound. For this we need the concept of j-Spec $A$ introduced by Swan. This is a space having the same irreducible closed subsets as $\mathrm{m}-\operatorname{Spec} A$, but has the advantage of having a 'generic point', not present in m -Spec $A$, for every irreducible closed subset.

A prime ideal which can be expressed as an intersection of maximal ideals is called a j -prime ideal, and we write j -Spec $A$ for the set of all j -prime ideals. We consider j -Spec $A$ also with its topology as a subspace of $\operatorname{Spec} A$. Set $\mathbf{M}=\mathrm{m}-\operatorname{Spec} A$ and $\mathbf{J}=\mathrm{j}-\operatorname{Spec} A$. If $F$ is a closed subset of $\mathbf{J}$ then there is an ideal $I$ of $A$ such that $F=V(I) \cap \mathbf{J}$. One sees easily that a prime ideal $P$ belongs to $F$ if and only if $P$ can be expressed as an intersection of elements of $F \cap \mathbf{M}=V(I) \cap \mathbf{M}$. Hence $F$ is determined by $F \cap \mathbf{M}$, so that there is a natural one-to-one correspondence between closed subsets of $\mathbf{J}$ and of $\mathbf{M}$. It follows that if $\mathbf{M}$ is Noetherian so is $\mathbf{J}$, and they both have the same combinatorial dimension. Now let $B$ be an irreducible closed subset of $\mathbf{J}$, and let $P$ be the intersection of all the elements of $B$. If $B=V(I) \cap \mathbf{J}$ then $I \subset P$ and we can also write $B=V(P) \cap \mathbf{J}$. If $P$ is not a prime ideal then there exist $f, g \in A$ such that $f \notin P, g \notin P$ and $f g \in P$; but then

$$
B=(V(P+f A) \cap \mathbf{J}) \cup(V(P+g A) \cap \mathbf{J}),
$$

and by definition of $P$ there is a $Q \in B$ not containing $f$ and a $Q^{\prime} \in B$ not containing $g$, which implies that $B$ is reducible, a contradiction. Therefore $P$ is a prime ideal. Hence $P \in B$ and $B=V(P) \cap \mathbf{J}$. This $P$ is called the generic point of $B$. Conversely if $P$ is any element of $\mathbf{J}$ then $V(P) \cap \mathbf{J}$ is an irreducible closed subset of $\mathbf{J}$, and is the closure in $\mathbf{J}$ of $\{P\}$. We will write $\mathrm{j}-\operatorname{dim} P$ for the combinatorial dimension of $V(P) \cap \mathbf{J}$.

For a finite $A$-module $M$ and $\mathfrak{p} \in \mathbf{J}$ we set

$$
b(\mathfrak{p}, M)= \begin{cases}0 & \text { if } M_{\mathfrak{p}}=0 \\ \mathfrak{j}-\operatorname{dim} \mathfrak{p}+\mu(\mathfrak{p}, M) & \text { if } M_{\mathfrak{p}} \neq 0 .\end{cases}
$$

Theorem 5.8 (Swan [1]). Let $A$ be a ring, and suppose that $\mathrm{m}-\operatorname{Spec} A$ is a Noetherian space. Let $M$ be a finite $A$-module. If

$$
\sup \{b(\mathfrak{p}, M) \mid \mathfrak{p} \in \mathrm{j}-\operatorname{Spec} A\}=r<\infty
$$

then $M$ is generated by at most $r$ elements.
Proof.
Step 1. For $\mathfrak{p} \in \operatorname{Spec} A$ and $x \in M$, we will say that $x$ is basic at $\mathfrak{p}$ if $x$ has non-zero image in $M \otimes \kappa(p)$. It is easy to see that this condition is equivalent to $\mu(\mathfrak{p}, M / A x)=\mu(\mathfrak{p}, M)-1$.

Lemma. Let $M$ be a finite $A$-module and $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{n} \in \operatorname{Supp}(M)$. Then there exists $x \in M$ which is basic at each of $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{n}$.
Proof. By reordering $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{n}$ we assume that $\mathfrak{p}_{i}$ is maximal among $\left\{\mathfrak{p}_{i}, \mathfrak{p}_{i+1}, \ldots, \mathfrak{p}_{n}\right\}$ for each $i$. By induction on $n$ suppose that $x^{\prime} \in M$ is basic at $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{n-1}$. If $x^{\prime}$ is basic at $\mathfrak{p}_{n}$ then we can take $x=x^{\prime}$. Suppose then that $x^{\prime}$ is not basic at $\mathfrak{p}_{n}$. By assumption $M_{\mathfrak{p}_{n}} \neq 0$ so that we can choose some $y \in M$ which is basic at $\mathfrak{p}_{n}$. We have $\mathfrak{p}_{1} \ldots \mathfrak{p}_{n-1} \not \notin \mathfrak{p}_{n}$, so that if we take an element
$a \in \mathfrak{p}_{1} \ldots \mathfrak{p}_{n-1}$ not belonging to $\mathfrak{p}_{n}$ and set $x=x^{\prime}+a y$, this $x$ satisfies our requirements. This proves the lemma.

Step 2. Setting $\sup \{b(\mathfrak{p}, M) \mid \mathfrak{p} \in \mathrm{j}-\operatorname{Spec} A\}=r$, we now show that there are just a finite number of primes $\mathfrak{p}$ such that $b(p, M)=r$. Indeed, for $n=$ $1,2, \ldots$, the subset $X_{n}=\{p \in \mathrm{j}-\operatorname{Spec} A \mid \mu(p, M) \geqslant n\}$ is closed in j-Spec $A$ by Theorem 4.10; it has a finite number of irreducible components (by Ex. 4.11), and we let $\mathfrak{p}_{n i}$ (for $1 \leqslant i \leqslant v_{n}$ ) be their generic points. If $M$ is generated by $s$ elements then $X_{n}=\varnothing$ for $n>s$, so that the set $\left\{\mathfrak{p}_{n j}\right\}_{n, j}$ is finite. Let us prove that if $b(\mathfrak{p}, M)=r$ then $\mathfrak{p} \in\left\{\mathfrak{p}_{n j}\right\}_{n, j}$. Suppose $\mu(\mathfrak{p}, M)=n$; then $\mathfrak{p} \in X_{n}$, so that by construction $\mathfrak{p} \supset \mathfrak{p}_{n i}$ for some $i$. But if $\mathfrak{p} \neq \mathfrak{p}_{n i}$ then j - $\operatorname{dim} \mathfrak{p}<\mathrm{j}-\operatorname{dim} \mathfrak{p}_{n i}$, and since $\mu(\mathfrak{p}, M)=n=\mu\left(\mathfrak{p}_{n i}, M\right)$ we have $b(\mathfrak{p}, M)<b\left(\mathfrak{p}_{n i}, M\right)$, which is a contradiction. Hence $\mathfrak{p}=\mathfrak{p}_{n i}$.

Step 3. Let us choose an element $x \in M$ which is basic for each of the finitely many primes $\mathfrak{p}$ with $b(\mathfrak{p}, M)=r$, and set $\bar{M}=M / A x$; then clearly $b(\mathfrak{p}, \bar{M}) \leqslant r-1$ for every $\mathfrak{p} \in \mathrm{j}$-Spec $A$. Hence by induction $\bar{M}$ is generated by $r-1$ elements, and therefore $M$ by $r$ elements.

Swan's paper contains a proof of the following generalisation to noncommutative rings: let $A$ be a commutative ring, $\Lambda$ a possibly noncommutative $A$-algebra and $M$ a finite left $\Lambda$-module. Suppose that $\mathrm{m}-\operatorname{Spec} A$ is Noetherian, and that for every maximal ideal $\mathfrak{p}$ of $A$ the $\Lambda_{\mathrm{p}}$-module $M_{\mathfrak{p}}$ is generated by at most $r$ elements; then $M$ is generated as a $\Lambda$-module by at most $r+d$ elements, where $d$ is the combinatorial dimension of m-Spec $A$.

The Forster-Swan theorem is a statement that local properties imply global ones; remarkable results in this direction have been obtained by Mohan Kumar [2] (see also Cowsik-Nori [1] and Eisenbud-Evans [1], [2]). The number of generators of ideals in local rings is the subject of a nice book by J. Sally [Sa].

Exercises to §5. Prove the following propositions.
5.1. Let $k$ be a field, $R=k\left[X_{1}, \ldots, X_{n}\right]$ and let $P \in \operatorname{Spec} R$; then ht $P+$ coht $P=n$.
5.2. A zero-dimensional Noetherian ring is Artinian (the converse to Example 2 above).

## 6 Associated primes and primary decomposition

Most readers will presumably have come across primary decomposition of ideals in Noetherian rings. This was the first big theorem obtained by Emmy Noether in her abstract treatment of commutative rings. Nowadays, as exemplified by Bourbaki [B4], the notion of associated prime is considered more important than primary decomposition itself.

Let $A$ be a ring and $M$ an $A$-module. A prime ideal $P$ of $A$ is called an associated prime ideal of $M$ if $P$ is the annihilator ann ( $x$ ) of some $x \in M$. The set of associated primes of $M$ is written $\operatorname{Ass}(M)$ or $\operatorname{Ass}_{A}(M)$. For $I$ an ideal of $A$, the associated primes of the $A$-module $A / I$ are referred to as the prime divisors of $I$. We say that $a \in A$ is a zero-divisor for $M$ if there is a non-zero $x \in M$ such that $a x=0$, and otherwise that $a$ is $M$-regular.

Theorem 6.1. Let $A$ be a Noetherian ring and $M$ a non-zero $A$-module.
(i) Every maximal element of the family of ideals $F=\{\operatorname{ann}(x) \mid 0 \neq x \in M\}$ is an associated prime of $M$, and in particular Ass $(M) \neq \varnothing$.
(ii) The set of zero-divisors for $M$ is the union of all the associated primes of $M$.
Proof. (i) We have to prove that if ann $(x)$ is a maximal element of $F$ then it is prime: if $a, b \in A$ are such that $a b x=0$ but $b x \neq 0$ then by maximality $\operatorname{ann}(b x)=\operatorname{ann}(x)$; hence, $a x=0$.
(ii) If $a x=0$ for some $x \neq 0$ then $a \in \operatorname{ann}(x) \in F$, and by (i) there is an associated prime of $M$ containing ann $(x)$.

Theorem 6.2. Let $S \subset A$ be a multiplicative set, and $N$ an $A_{s}$-module. Viewing Spec $\left(A_{S}\right)$ as a subset of $\operatorname{Spec} A$, we have $\operatorname{Ass}_{A}(N)=\operatorname{Ass}_{A_{s}}(N)$. If $A$ is Noetherian then for an $A$-module $M$ we have $\operatorname{Ass}\left(M_{S}\right)==$ Ass $(M) \cap \operatorname{Spec}\left(A_{S}\right)$.
Proof. For $x \in N$ we have $\operatorname{ann}_{A}(x)=\operatorname{ann}_{A_{S}}(x) \cap A$, so that if $P \in \operatorname{Ass}_{A_{S}}(N)$ then $P \cap A \in \operatorname{Ass}_{A}(N)$. Conversely if $p \in \operatorname{Ass}_{A}(N)$ and we choose $x \in N$ such that $\mathfrak{p}=\operatorname{ann}_{A}(x)$ then $x \neq 0$, and hence, $\mathfrak{p} \cap S=\varnothing$ and $\mathfrak{p} A_{S}$ is a prime ideal of $A_{S}$ with $p A_{S}=\operatorname{ann}_{A_{s}}(x)$. For the second part, if $p \in \operatorname{Ass}(M) \cap$ $\operatorname{Spec}\left(A_{S}\right)$ then $p \cap S=\varnothing$, and $p=\operatorname{ann}_{A}(x)$ for some $x \in M$; if $(a / s) x=0$ in $M_{S}$ then there is a $t \in S$ such that $t a x=0$ in $M$, and $t \notin \mathfrak{p}, t a \in \mathcal{p}$ gives $a \in \mathfrak{p}$, so that $\operatorname{ann}_{A_{S}}(x)=p A_{S}$ and $p A_{S} \in \operatorname{Ass}\left(M_{S}\right)$. Conversely, if $P \in$ Ass $\left(M_{S}\right)$ then without loss of generality we have $P=\operatorname{ann}_{A s}(x)$ with $x \in M$. Setting $\mathfrak{p}=P \cap A$ we have $P=p A_{s}$. Now $\mathfrak{p}$ is finitely generated since $A$ is Noetherian, and it follows that there exists some $t \in S$ such that $\mathfrak{p}=$ $\mathrm{ann}_{A}(t x)$. Therefore $\mathrm{p} \in \mathrm{Ass}_{A}(M)$.

Corollary. For a Noetherian ring $A$, an $A$-module $M$ and a prime ideal $P$ of $A$ we have

$$
P \in \operatorname{Ass}_{A}(M) \Leftrightarrow P A_{P} \in \operatorname{Ass}_{A_{P}}\left(M_{P}\right) .
$$

Theorem 6.3. Let $A$ be a ring and $0 \rightarrow M^{\prime} \longrightarrow M \longrightarrow M^{\prime \prime} \rightarrow 0$ an exact sequence of $A$-modules; then

$$
\operatorname{Ass}(M) \subset \operatorname{Ass}\left(M^{\prime}\right) \cup \operatorname{Ass}\left(M^{\prime \prime}\right)
$$

Proof. If $P \in \operatorname{Ass}(M)$ then $M$ contains a submodule $N$ isomorphic to $A / P$. Since $P$ is prime, for any non-zero element $x$ of $N$ we have $\operatorname{ann}(x)=P$.

Therefore if $N \cap M^{\prime} \neq 0$ we have $P \in \operatorname{Ass}\left(M^{\prime}\right)$. If $N \cap M^{\prime}=0$ then the image of $N$ in $M^{\prime \prime}$ is also isomorphic to $A / P$, so that $P \in \operatorname{Ass}\left(M^{\prime \prime}\right)$.

Theorem 6.4. Let $A$ be a Noetherian ring and $M \neq 0$ a finite $A$-module. Then there exists a chain $0=M_{0} \subset M_{1} \subset \cdots \subset M_{n}=M$ of submodules of $M$ such that for each $i$ we have $M_{i} / M_{i-1} \simeq A / P_{i}$ with $P_{i} \in \operatorname{Spec} A$.
Proof. Choose any $P_{1} \in \operatorname{Ass}(M)$; then there exists a submodule $M_{1}$ of $M$ with $M_{1} \simeq A / P_{1}$. If $M_{1} \neq M$ and we choose any $P_{2} \in \operatorname{Ass}\left(M / M_{1}\right)$ then there exists $M_{2} \subset M$ such that $M_{2} / M_{1} \simeq A / P_{2}$. Continuing in the same way and using the ascending chain condition, we eventually arrive at $M_{n}=M$.
Theorem 6.5. Let $A$ be a Noetherian ring and $M$ a finite $A$-module.
(i) $\operatorname{Ass}(M)$ is a finite set.
(ii) $\operatorname{Ass}(M) \subset \operatorname{Supp}(M)$.
(iii) The set of minimal elements of $\operatorname{Ass}(M)$ and of $\operatorname{Supp}(M)$ coincide. Proof. (i) follows from the previous two theorems; we need only note that $\operatorname{Ass}(A / P)=\{P\}$. For (ii), if $0 \rightarrow A / P \longrightarrow M$ is exact then so is $0 \rightarrow$ $A_{P} / P A_{P} \longrightarrow M_{P}$, and therefore $M_{P} \neq 0$. For (iii) it is enough to show that if $P$ is a minimal element of $\operatorname{Supp}(M)$ then $P \in \operatorname{Ass}(M)$. We have $M_{P} \neq 0$ so that by Theorem 2 and (ii),

$$
\begin{aligned}
\varnothing \neq \operatorname{Ass}\left(M_{P}\right) & =\operatorname{Ass}(M) \cap \operatorname{Spec}\left(A_{P}\right) \subset \operatorname{Supp}(M) \cap \operatorname{Spec}\left(A_{P}\right) \\
& =\{P\} .
\end{aligned}
$$

Therefore we must have $P \in \operatorname{Ass}(M)$.
Let $A$ be a Noetherian ring and $M$ a finite $A$-module. Let $P_{1}, \ldots, P_{r}$ be the minimal elements of $\operatorname{Supp}(M)$; then $\operatorname{Supp}(M)=V\left(P_{1}\right) \cup \cdots \cup V\left(P_{r}\right)$, and the $V\left(P_{i}\right)$ are the irreducible components of the closed set $\operatorname{Supp}(M)$ (see Ex. 4.11). The prime ideals $P_{1}, \ldots, P_{r}$ are called the isolated associated primes of $M$, and the remaining associated primes of $M$ are called embedded primes. If $I$ is an ideal of $A$ then $\operatorname{Supp}_{A}(A / I)$ is the set of prime ideals containing $I$, and the minimal prime divisors of $I$ (that is the minimal associated primes of the $A$-module $A / I)$ are precisely the minimal prime ideals containing $I$. We have seen in Ex. 4.12 that there are only a finite number of such primes, and Theorem 5 now gives a new proof of this. (For examples of embedded primes see Ex. 6.6 and Ex. 8.9.)
Definition. Let $A$ be a ring, $M$ an $A$-module and $N \subset M$ a submodule. We say that $N$ is a primary submodule of $M$ if the following condition holds for all $a \in A$ and $x \in M$ :
$x \notin N$ and $a x \in N \Rightarrow a^{v} M \subset N$ for some $v$.
This definition in fact only depends on the quotient module $M / N$. It can be restated as
if $a \in A$ is a zero-divisor for $M / N$ then $a \in \sqrt{ }(\operatorname{ann}(M / N))$.

A primary ideal is just a primary submodule of the $A$-module $A$. One might wonder about trying to set up a notion of prime submodule generalising prime ideal, but this does not turn out to be useful.

Theorem 6.6. Let $A$ be a Noetherian ring and $M$ a finite $A$-module. Then a submodule $N \subset M$ is primary if and only if Ass $(M / N)$ consists of one element only. In this case, if $\operatorname{Ass}(M / N)=\{P\}$ and $\operatorname{ann}(M / N)=I$ then $I$ is primary and $\sqrt{ } I=P$.
Proof. If Ass $(M / N)=\{P\}$ then by the previous theorem $\operatorname{Supp}(M / N)=$ $V(P)$, so that $P=\sqrt{ }(\operatorname{ann}(M / N))$. Now if $a \in A$ is a zero-divisor for $M / N$ it follows from Theorem 1 that $a \in P$, so that $a \in \sqrt{ }(\operatorname{ann}(M / N))$; hence, $N$ is a primary submodule of $M$. Conversely, if $N$ is a primary submodule and $P \in \operatorname{Ass}(M / N)$ then every $a \in P$ is a zero-divisor for $M / N$, so that by assumption $a \in \sqrt{ } I$, where $I=\operatorname{ann}(M / N)$. Hence $P \subset \sqrt{ } I$, but from the definition of associated prime we obviously have $I \subset P$, and hence $\sqrt{ } I \subset P$, so that $P=\sqrt{ } I$. Thus Ass $(M / N)$ has just one element $\sqrt{ } I$. We prove that in this case $I$ is a primary ideal: let $a, b \in A$ with $b \notin I$; if $a b \in I$ then $a b(M / N)=0$, but $b(M / N) \neq 0$, so that $a$ is a zero-divisor for $M / N$, and therefore $a \in P=\sqrt{ } I$.
Definition. If $\operatorname{Ass}(M / N)=\{P\}$ we say that $N \subset M$ is a $P$-primary submodule, or a primary submodule belonging to $P$.

Theorem 6.7. If $N$ and $N^{\prime}$ are $P$-primary submodules of $M$ then so is $N \cap N^{\prime}$. Proof. We can embed $M /\left(N \cap N^{\prime}\right)$ as a submodule of $(M / N) \oplus\left(M / N^{\prime}\right)$, so that

$$
\operatorname{Ass}\left(M /\left(N \cap N^{\prime}\right)\right) \subset \operatorname{Ass}(M / N) \cup \operatorname{Ass}\left(M / N^{\prime}\right)=\{P\} .
$$

If $N \subset M$ is a submodule, we say that $N$ is reducible if it can be written as an intersection $N=N_{1} \cap N_{2}$ of two submodules $N_{1}, N_{2}$ with $N_{i} \neq N$, and otherwise that $N$ is irreducible; note that this has nothing to do with the notion of irreducible modules in representation theory ( $=$ no submodules other than 0 and $M$ ), which is a condition on $M$ only.

If $M$ is a Noetherian module then any submodule $N$ of $M$ can be written as a finite intersection of irreducible submodules. Proof: let $\mathscr{F}$ be the set of submodules $N \subset M$ having no such expression. If $\mathscr{F} \neq \varnothing$ then it has a maximal element $N_{0}$. Then $N_{0}$ is reducible, so that $N_{0}=N_{1} \cap N_{2}$, and $N_{i} \notin \mathscr{F}$. Now each of the $N_{i}$ is an intersection of a finite number of irreducible submodules, and hence so is $N_{0}$. This is a contradiction.

Remark. The representation as an intersection of irreducible submodules is in general not unique. For example, if $A$ is a field and $M$ an $n$-dimensional vector space over $A$ then the irreducible submodules of $M$ are just its ( $n-1$ )-dimensional subspaces. An $(n-2)$-dimensional subspace can be
written in lots of ways as an intersection of ( $n-1$ )-dimensional subspaces.
In general we say that an expression of a set $N$ as an intersection $N=N_{1} \cap \cdots \cap N_{r}$ is irredundant if we cannot omit any $N_{i}$, that is if $N \neq N_{1} \cap \cdots \cap N_{i-1} \cap N_{i+1} \cap \cdots \cap N_{r}$. If $M$ is an $A$-module, we call an expression $N=N_{1} \cap \cdots \cap N_{r}$ of a submodule $N$ as an intersection of a finite number of submodules $N_{i} \subset M$ a decomposition of $N$; if each of the $N_{i}$ is irreducible we speak of an irreducible decomposition, if primary of a primary decomposition. Let $N=N_{1} \cap \cdots \cap N_{r}$ be an irredundant primary decomposition with $\operatorname{Ass}\left(M / N_{i}\right)=\left\{P_{i}\right\}$; if $P_{i}=P_{j}$ then $N_{i} \cap N_{j}$ is again primary, so that grouping together all of the $N_{i}$ belonging to the same prime ideal we get a primary decomposition such that $P_{i} \neq P_{j}$ for $i \neq j$. $\Lambda$ decomposition with this property will be called a shortest primary decomposition, and the $N_{i}$ appearing in it the primary components of $N$; if $N_{i}$ belongs to a prime $P$ we sometimes say that $N_{i}$ is the $P$-primary component of $N$.

Theorem 6.8. Let $A$ be a Noetherian ring and $M$ a finite $A$-module.
(i) An irreducible submodule of $M$ is a primary submodule.
(ii) If

$$
N=N_{1} \cap \cdots \cap N_{r} \quad \text { with } \quad \text { Ass }\left(M / N_{i}\right)=\left\{P_{i}\right\}
$$

is an irredundant primary decomposition of a proper submodule $N \subset M$ then $\operatorname{Ass}(M / N)=\left\{P_{1}, \ldots, \mathrm{P}_{r}\right\}$.
(iii) Every proper submodule $N$ of $M$ has a primary decomposition. If $N$ is a proper submodule of $M$ and $P$ is a minimal associated prime of $M / N$ then the $P$-primary component of $N$ is $\varphi_{P}^{-1}\left(N_{P}\right)$, where $\varphi_{P}: M \longrightarrow M_{P}$ is the canonical map, and therefore it is uniquely determined by $M, N$ and $P$.
Proof. (i) It is enough to prove that a submodule $N \subset M$ which is not primary is reducible: replacing $M$ by $M / N$ we can assume that $N=0$. By Theorem 6, Ass ( $M$ ) has at least two elements $P_{1}$ and $P_{2}$. Then $M$ contains submodules $K_{i}$ isomorphic to $A / P_{i}$ for $i=1,2$. Now since ann $(x)=P_{i}$ for any non-zero $x \in K_{i}$, we must have $K_{1} \cap K_{2}=0$, and hence 0 is reducible.
(ii) We can again assume that $N=0$. If $0=N_{1} \cap \cdots \cap N_{r}$ then $M$ is isomorphic to a submodule of $M / N_{1} \oplus \cdots \oplus M / N_{r}$, so that

$$
\operatorname{Ass}(M) \subset \operatorname{Ass}\left(\oplus_{i=1}^{r} M / N_{i}\right)=\bigcup_{i=1}^{r} \operatorname{Ass}\left(M / N_{i}\right)=\left\{P_{1}, \ldots, P_{r}\right\}
$$

On the other hand $N_{2} \cap \cdots \cap N_{r} \neq 0$, and taking $0 \neq x \in N_{2} \cap \cdots \cap N_{r}$ we have $\operatorname{ann}(x)=0: x=N_{1}: x$. But $N_{1}: M$ is a primary ideal belonging to $P_{1}$, so that $P_{1}^{v} M \subset N_{1}$ for some $v>0$. Therefore $P_{1}^{v} x=0$; hence there exists $i \geqslant 0$ such that $P_{1}^{i} x \neq 0$ but $P_{1}^{i+1} x=0$, and choosing $0 \neq y \in P_{1}^{i} x$ we have $P_{1} y=0$. However, since $y \in N_{2} \cap \cdots \cap N_{r}$ it follows that $y \notin N_{1}$, and by the definition of primary submodule $\operatorname{ann}(y) \subset P_{1}$, so that $P_{1}=\operatorname{ann}(y)$ and
$P_{1} \in \operatorname{Ass}(M)$. The same works for the other $P_{i}$, and this proves that $\left\{P_{1}, \ldots, P_{r}\right\} \subset$ Ass $(M)$.
(iii) We have already seen that a proper submodule has an irreducible decomposition, so that by (i) it has a primary decomposition. Suppose that $N=N_{1} \cap \cdots \cap N_{r}$ is a shortest primary decomposition, and that $N_{1}$ is the $P$-primary component with $P=P_{1}$. By Ex. 4.8 we know that $N_{P}=$ $\left(N_{1}\right)_{P} \cap \cdots \cap\left(N_{r}\right)_{P}$, and for $i>1$ a power of $P_{i}$ is contained in ann $\left(M / N_{i}\right)$; then since $P_{i} \not \subset P_{1}$ we have $\left(M / N_{i}\right)_{P}=0$, and therefore $\left(N_{i}\right)_{p}=M_{p}$. Thus $N_{P}=\left(N_{1}\right)_{P}$, and hence $\varphi_{P}^{-1}\left(N_{P}\right)=\varphi_{P}^{-1}\left(\left(N_{1}\right)_{P}\right)$; it is easy to check that the right-hand side is $N_{1}$.

Kemark. The uniqueness of the $P$-primary component $N$, proved in (iii) for minimal primes $P$, does not hold in general; see Ex. 6.6.

## Exercises to §6.

6.1. Find Ass ( $M$ ) for the $\mathbb{Z}$-module $M=\mathbb{Z} \oplus(\mathbb{Z} / 3 \mathbb{Z})$.
6.2. If $M$ is a finite module over a Noetherian ring $A$, and $M_{1}, M_{2}$ are submodules of $M$ with $M=M_{1}+M_{2}$ then can we say that $\operatorname{Ass}(M)=$ $\operatorname{Ass}\left(M_{1}\right) \cup \operatorname{Ass}\left(M_{2}\right)$ ?
6.3. Let $A$ be a Noetherian ring and let $x \in A$ be an element which is neither a unit nor a zero-divisor; prove that the ideals $x A$ and $x^{n} A$ for $n=1,2 \ldots$ have the same prime divisors:

$$
\operatorname{Ass}_{A}(A / x A)=\operatorname{Ass}_{A}\left(A / x^{n} A\right) .
$$

6.4. Let $I$ and $J$ be ideals of a Noetherian ring $A$. Prove that if $J A_{P} \subset I A_{P}$ for every $P \in \operatorname{Ass}_{A}(A / I)$ then $J \subset I$.
6.5. Prove that the total ring of fractions of a reduced Noetherian ring $A$ is a direct product of fields.
6.6. (Taken from [Nor 1], p. 30.) Let $k$ be a field. Show that in $k[X, Y]$ we have $\left(X^{2}, X Y\right)=(X) \cap\left(X^{2}, Y\right)=(X) \cap\left(X^{2}, X Y, Y^{2}\right)$.
6.7. Let $f: A \longrightarrow B$ be a homomorphism of Noetherian rings, and $M$ a finite $B$ module. Write ${ }^{a} f: \operatorname{Spec} B \longrightarrow \operatorname{Spec} A$ as in §4. Prove that ${ }^{a} f\left(\operatorname{Ass}_{B}(M)\right)=$ $\operatorname{Ass}_{A}(M)$. (Consequently, $\operatorname{Ass}_{A}(M)$ is a finite set for such $M$.)

Appendix to §6. Secondary representations of a module
I.G. Macdonald [1] has developed the theory of attached prime ideals and secondary representations of a module, which is in a certain sense dual to the theory of associated prime ideals and primary decompositions. This theory was successfully applied to the theory of local cohomology by him and R.Y. Sharp (Macdonald \& Sharp [1], Sharp [7]).

Let $A$ be a commutative ring. An $A$-module $M$ is said to be secondary if $M \neq 0$ and, for each $a \in A$, the endomorphism $\varphi_{a}: M \longrightarrow M$ defined
by $\varphi_{a}(m)=a m$ (for $\left.m \in M\right)$ is either surjective or nilpotent. If $M$ is secondary, then $P=\sqrt{ }(\operatorname{ann} M)$ is a prime ideal, and $M$ is said to be $P$-secondary. Any non-zero quotient of a $P$-secondary module is $P$-secondary.

Example 1. If $A$ is an integral domain, its quotient field $K$ is a ( 0 )-secondary $A$-module.

Example 2. Let $W=\mathbb{Z}\left[p^{-1}\right]$, where $p$ is a prime number, and consider the Artinian $\mathbb{Z}$-module $W / \mathbb{Z}$ (see $\S 3$ ). This is also a ( 0 )-secondary $\mathbb{Z}$-module.

Example 3. If $A$ is a local ring with maximal ideal $P$ and if every element of $P$ is nilpotent, then $A$ itself is a $P$-secondary $A$-module.

Example 4. If $P$ is a maximal ideal of $A$, then $A / P^{n}$ is a $P$-secondary $A$ module for every $n>0$.

A secondary representation of an $A$-module $M$ is an expression of $M$ as a finite sum of secondary submodules:
$\left(^{*}\right) \quad M=N_{1}+\cdots+N_{n}$.
The representation is minimal if $(1)$ the prime ideals $P_{i}:=\sqrt{ }\left(\operatorname{ann} N_{i}\right)$ are all distinct, and (2) none of the $N_{i}$ is redundant. It is easy to see that the sum of two $P$-secondary submodulcs is again $P$-secondary, hence if $M$ has a secondary representation then it has a minimal one.

A prime ideal $P$ is called an attached prime ideal of $M$ if $M$ has a $P$ secondary quotient. The set of the attached prime ideals of $M$ is denoted by $\operatorname{Att}(M)$.

Theorem 6.9. If ${ }^{*}$ ) is a minimal secondary representation of $M$ and $P_{i}=$ $\sqrt{ }\left(\right.$ ann $\left.N_{i}\right)$, then $\operatorname{Att}(M)=\left\{P_{1}, \ldots, P_{n}\right\}$.
Proof. Since $M /\left(N_{1}+\cdots+N_{i-1}+N_{i+1}+\cdots+N_{n}\right)$ is a non-zero quotient of $N_{i}$, it is a $P_{i}$-secondary module. Thus $\left\{P_{1}, \ldots, P_{n}\right\} \subset \operatorname{Att}(M)$. Conversely, let $P \in \operatorname{Att}(M)$ and let $W$ be a $P$-secondary quotient of $M$. Then $W=$ $\bar{N}_{1}+\cdots+\bar{N}_{n}$, where $\bar{N}_{i}$ is the image of $N_{i}$ in $W$. From this we obtain a minimal secondary representation $W=\bar{N}_{i_{1}}+\cdots+\bar{N}_{i_{s}}$, and then $\operatorname{Att}(W) \supset\left\{\dot{P}_{i_{1}}, \ldots, P_{i_{s}}\right\}$. On the other hand $\operatorname{Att}(W)=\{P\}$ since $W$ is $P$-secondary. Therefore $P=P_{i}$ for some $i$.

Theorem 6.10. If $0 \rightarrow M^{\prime} \longrightarrow M \longrightarrow M^{\prime \prime} \rightarrow 0$ is an exact sequence of $A$-modules, then $\operatorname{Att}\left(M^{\prime \prime}\right) \subset \operatorname{Att}(M) \subset \operatorname{Att}\left(M^{\prime}\right) \cup \operatorname{Att}\left(M^{\prime \prime}\right)$.
Proof. The first inclusion is trivial from the definition. For the second, let $P \in \operatorname{Att}(M)$ and let $N$ be a submodule such that $M / N$ is $P$-secondary. If $M^{\prime}+N=M$ then $M / N$ is a non-trivial quotient of $M^{\prime}$, hence $P \in \operatorname{Att}\left(M^{\prime}\right)$. If $M^{\prime}+N \neq M$ then $M /\left(M^{\prime}+N\right)$ is a non-trivial quotient of $M^{\prime \prime}$ as well as of $M / N$, hence $M^{\prime \prime}$ has a $P$-secondary quotient and $P \in \operatorname{Att}\left(M^{\prime \prime}\right)$.

An $A$-module $M$ is said to be sum-irreducible if it is neither zero nor the sum of two proper submodules.

Lemma. If $M$ is Artinian and sum-irreducible, then it is secondary. Proof. Suppose $M$ is not secondary. Then there is $a \in A$ such that $M \neq a M$ and $a^{n} M \neq 0$ for all $n>0$. Since $M$ is Artinian, we have $a^{n} M=a^{n+1} M$ for some $n$. Set $K=\left\{x \in M \mid a^{n} x=0\right\}$. Then it is immediate that $M=K+a M$, and so $M$ is not sum-irreducible.

Theorem 6.11. If $M$ is Artinian, then it has a secondary representation. Proof. Similar to the proof of Theorem 6.8, (iii).

The class of modules which have secondary representations is larger than that of Artinian modules. Sharp [8] proved that an injective module over a Noetherian ring has a secondary representation.

## Exercises to Appendix to §6.

6.8. An $A$-module $M$ is coprimary if Ass $(M)$ has just one element. Show that a finite module $M \neq 0$ over a Noetherian ring $A$ is coprimary if and only if the following condition is satisfied: for every $a \in A$, the endomorphism $a: M \longrightarrow M$ is either injective or nilpotent. In this case Ass $M=\{P\}$, where $P=\sqrt{ }(\operatorname{ann} M)$.
6.9. Show that if $M$ is an $A$-module of finite length then $M$ is coprimary if and only if it is secondary. Show also that such a module $M$ is a direct sum of secondary modules belonging to maximal ideals, and Ass $(M)=\operatorname{Att}(M)$.

## 3

## Properties of extension rings

Flatness was formulated by Serre in the 1950s and quickly grew into one of the basic tools of both algebraic geometry and commutative algebra. This is an algebraic notion which is hard to grasp geometrically. Flatness is defined quite generally for modules, but is particularly important for extensions of rings. The model case is that of completion. Complete local rings have a number of wonderful properties, and passing to the completion of a local ring is an effective technique in many cases; this is analogous to studying an algebraic variety as an analytic space. The theory of integral extension of rings had been studied by Krull, and he discovered the so-called going-up and going-down theorems. We show that the going-down theorem also holds for flat extensions, and gather together flatness, completion and integral extensions in this chapter. We will use more sophisticated arguments to study flatness over Noetherian rings in Chapter 8, and completion in Chapter 10.

## 7 Flatness

Let $A$ be a ring and $M$ an $A$-module. Writing $\mathscr{S}$ to stand for a sequence $\cdots \longrightarrow N^{\prime} \longrightarrow N \longrightarrow N^{\prime \prime} \longrightarrow \cdots$ of $A$-modules and linear maps, we let $\mathscr{S} \otimes_{A} M$, or simply $\mathscr{P} \otimes M$ stand for the induced sequence $\cdots$ $\longrightarrow N^{\prime} \otimes_{A} M \longrightarrow N \otimes_{A} M \longrightarrow N^{\prime \prime} \otimes_{A} M \longrightarrow \cdots$.

Definition. $M$ is flat over $A$ if for every exact sequence $\mathscr{S}$ the sequence $\mathscr{S} \otimes_{A} M$ is again exact. We sometimes shorten this to $A$-flat.
$M$ is faithfully flat if for every sequence $\mathscr{S}$,

```
\mathscr{S}}\mathrm{ is exact }\Leftrightarrow\mathscr{S}\mp@subsup{\otimes}{A}{}M\mathrm{ is exact.
```

Any exact sequence $\mathscr{S}$ can be broken up into short exact sequences of the form $0 \rightarrow N_{1} \longrightarrow N_{2} \longrightarrow N_{3} \rightarrow 0$, so that in the definition of flatness we need only consider short exact sequences $\mathscr{\mathscr { S }}$. Moreover, in view of the right-exactness of tensor product (see Appendix A, Formula 8), we can restrict attention to exact sequences $\mathscr{S}$ of the form $0 \rightarrow N_{1} \longrightarrow N$, and need only check the exactness of $\mathscr{S} \otimes M: 0 \rightarrow N_{1} \otimes M \longrightarrow N \otimes M$.

If $f: A \longrightarrow B$ is a homomorphism of rings and $B$ is flat as an $A$-module,
we say that $f$ is a flat homomorphism, or that $B$ is a flat $A$-algebra. For example, the localisation $A_{S}$ of $A$ is a flat $A$-algebra (Theorems 4.4 and 4.5). Transitivity. Let $B$ be an $A$-algebra and $M$ a $B$-module. Then the following hold;
(1) $B$ is flat over $A$ and $M$ is flat over $B \Rightarrow M$ is flat over $A$;
(2) $B$ is faithfully flat over $A$ and $M$ is faithfully flat over $B \Rightarrow M$ is faithfully flat over $A$;
(3) $M$ is faithfully flat over $B$ and flat over $A \Rightarrow B$ is flat over $A$;
(4) $M$ is faithfully flat over both $A$ and $B \Rightarrow B$ is faithfully flat over $A$. Each of these follows easily from the fact that $\left(\mathscr{T} \otimes_{A} B\right) \otimes_{B} M=\mathscr{P} \otimes_{A} B$ for any sequence of $A$-modules $\mathscr{S}$.
Change of coefficient ring. Let $B$ be an $A$-algebra and $M$ an $A$-module. Then the following hold:
(1) $M$ is flat over $A \Rightarrow M \otimes_{A} B$ is flat over $B$;
(2) $M$ is faithfully flat over $A \Rightarrow M \otimes_{A} B$ is faithfully flat over $B$.

These follow from that fact that $\mathscr{S} \otimes_{B}\left(B \otimes_{A} M\right)=\mathscr{S} \otimes_{A} M$ for any sequence of $B$-modules $\mathscr{P}$.

Theorem 7.1. Let $A \longrightarrow B$ be a homomorphism of rings and $M$ a $B$ module. A necessary and sufficient condition for $M$ to be flat over $A$ is that for every prime ideal $P$ of $B$, the localisation $M_{P}$ is flat over $A_{\mathrm{p}}$ where $\mathfrak{p}=P \cap A$ (or the same condition for every maximal ideal $P$ of $B$ ).
Proof. First of all we make the following observation: if $S \subset A$ is a multiplicative set and $M, N$ are $A_{s}$-modules, then $M \otimes_{A_{s}} N=M \otimes_{A} N$. This follows from the fact that in $N \otimes_{A} M$ we have

$$
\frac{a}{s} x \otimes y=\frac{a x}{s} \otimes \frac{s y}{s}=\frac{s x}{s} \otimes \frac{a y}{s}=x \otimes \frac{a}{s} y,
$$

for $x \in M, y \in N, a \in A$ and $s \in S$. (In general, if $B$ is an $A$-algebra and $M$ and $N$ are $B$-modules, it can be seen from the construction of the tensor product that $M \otimes_{B} N$ is the quotient of $M \otimes_{A} N$ by the submodule generated by $\{b x \otimes y-x \otimes b y \mid x \in M, y \in N$ and $b \in B\}$.)

Assume now that $M$ is $A$-flat. The map $A \longrightarrow B$ induces $A_{p} \longrightarrow B_{P}$, and $M_{P}$ is a $B_{P}$-module, therefore an $A_{p}$-module. Let $\mathscr{S}$ be an exact sequence of $A_{p}$-modules; then, by the above observation,

$$
\mathscr{S} \otimes_{A_{p}} M_{P}=\mathscr{S} \otimes_{A} M_{P}=\left(\mathscr{S} \otimes_{A} M\right) \otimes_{B} B_{P},
$$

and the right-hand side is an exact sequence, so that $M_{P}$ is $A_{\mathrm{p}}$-flat.
Next, suppose that $M_{P}$ is $A_{\mathrm{p}}$-flat for every maximal ideal $P$ of $B$. Let $0 \rightarrow N^{\prime} \longrightarrow N$ be an exact sequence of $A$-modules, and write $K$ for the kernel of the $B$-linear map $N^{\prime} \otimes_{A} M \longrightarrow N \otimes_{A} M$, so that $0 \rightarrow K \longrightarrow N^{\prime} \otimes M \longrightarrow N \otimes M$ is an exact sequence of $B$-modules. For any $P \in \mathrm{~m}-\operatorname{Spec} B$ the localisation

$$
0 \rightarrow K_{P} \longrightarrow N^{\prime} \otimes_{A} M_{P} \longrightarrow N \otimes_{A} M_{P}
$$

is exact, and since $N^{\prime} \otimes_{A} M_{P}=N^{\prime} \otimes_{A}\left(A_{\mathrm{p}} \otimes_{A_{\mathrm{p}}} M_{P}\right)=N_{\mathrm{p}}^{\prime} \otimes_{A_{\mathrm{p}}} M_{P}$, and similarly $N \otimes_{A} M_{P}=N_{\mathrm{p}} \otimes_{A_{\mathrm{p}}} M_{P}$, we have $K_{P}=0$ by hypothesis. Therefore by Theorem 4.6 we have $K=0$, and this is what we have to prove.

Theorem 7.2. Let $A$ be a ring and $M$ an $A$-module. Then the following conditions are equivalent:
(1) $M$ is faithfully flat over $A$;
(2) $M$ is $A$-flat, and $N \otimes_{A} M \neq 0$ for any non-zero $A$-module $N$;
(3) $M$ is $A$-flat, and $m M \neq M$ for every maximal ideal $m$ of $A$.

Proof. (1) $\Rightarrow$ (2). Let $\mathscr{S}$ be the sequence $0 \rightarrow N \rightarrow 0$. If $N \otimes M-0$ then $\mathscr{S} \otimes M$ is exact, so $\mathscr{S}$ is exact, and therefore $N=0$.
(2) $\Rightarrow(3)$. This is clear from $M / \mathrm{mM}=(A / \mathfrak{m}) \otimes_{A} M$.
(3) $\Rightarrow$ (2). If $N \neq 0$ and $0 \neq x \in N$ then $A x \simeq A / \operatorname{ann}(x)$, so that taking a maximal ideal $\mathfrak{m}$ containing ann $(x)$, we have $M \neq \mathfrak{m} M \supset \operatorname{ann}(x) \cdot M$; hence, $A x \otimes M \neq 0$. By the flatness assumption, $A x \otimes M \longrightarrow N \otimes M$ is injective, so that $N \otimes M \neq 0$.
(2) $\Rightarrow$ (1). Consider a sequence of $A$-modules

$$
\mathscr{S}: N^{\prime} \xrightarrow{f} N \xrightarrow{g} N^{\prime \prime} .
$$

If

$$
\mathscr{S} \otimes M: N^{\prime} \otimes M \xrightarrow{f_{M}} N \otimes M \xrightarrow{g_{M}} N^{\prime \prime} \otimes M
$$

is exact then $g_{M} \circ f_{M}=(g \circ f)_{M}=0$, so that by flatness, $\operatorname{Im}(g \circ f) \otimes M=$ $\operatorname{Im}\left(g_{M} \circ f_{M}\right)=0$. By assumption we then have $\operatorname{Im}(g \circ f)=0$, that is $g \circ f=0$; hence $\operatorname{Ker} g \supset \operatorname{Im} f$. If we set $H=\operatorname{Ker} g / \operatorname{Im} f$ then by flatness,

$$
H \otimes M=\operatorname{Ker}\left(g_{M}\right) / \operatorname{Im}\left(f_{M}\right)=0,
$$

so that the assumption gives $H=0$. Therefore $\mathscr{S}$ is exact.
A ring homomorphism $f: A \longrightarrow B$ induces a map ${ }^{a} f: \operatorname{Spec} B \longrightarrow \operatorname{Spec} A$, under which a point $\mathfrak{p \in S p e c} A$ has an inverse image ${ }^{a} f^{-1}(\mathfrak{p})=$ $\{P \in \operatorname{Spec} B \mid P \cap A=\mathfrak{p}\}$ which is homeomorphic to $\operatorname{Spec}\left(B \otimes_{A} \kappa(\mathfrak{p})\right)$. Indeed, setting $C=B \otimes_{A} \kappa(\mathfrak{p})$ and $S=A-\mathfrak{p}$, and defining $g: B \longrightarrow C$ by $g(b)=b \otimes 1$, then since $\kappa(\mathfrak{p})=(A / \mathfrak{p}) \otimes A_{s}$, we have

$$
C=B \otimes_{A}(A / \mathfrak{p}) \otimes_{A} A_{S}=(B / \mathfrak{p} B)_{S}=(B / \mathfrak{p} B)_{f(S)} .
$$

Thus ${ }^{a} g: \operatorname{Spec} C \longrightarrow \operatorname{Spec} B$ has the image

$$
\begin{aligned}
& \{P \in \operatorname{Spec} B \mid P \supset \mathfrak{p} B \text { and } P \cap f(S)=\varnothing\} \\
& \quad=\{P \in \operatorname{Spec} B \mid P \cap A=\mathfrak{p}\},
\end{aligned}
$$

which is ${ }^{a} f^{-1}(\mathfrak{p})$, and ${ }^{a} g$ induces a homomorphism of $\operatorname{Spec} C$ with ${ }^{a} f^{-1}(\mathfrak{p})$. For this reason we call $\operatorname{Spec} C=\operatorname{Spec}(B \otimes \kappa(p))$ the fibre over $\mathfrak{p}$. The inverse map ${ }^{a} f^{-1}(\mathfrak{p}) \longrightarrow \operatorname{Spec} C$ takes $P \in^{a} f^{-1}(\mathfrak{p})$ into $P C=P B_{S} / \mathfrak{p} B_{S}$.

For $P^{*} \in \operatorname{Spec} C$ we set $P=P^{*} \cap B$; then by Theorems 4.2 and 4.3 , we have

$$
P^{*}=P C \text { and } C_{P^{*}}=\left(B_{S} / p B_{S}\right)_{P C}=B_{P} / \mathfrak{p} B_{P}=B_{P} \otimes_{A} \kappa(p) .
$$

Theorem 7.3. Let $f: A \longrightarrow B$ be a ring homomorphism and $M$ a $B-$ module. Then
(i) $M$ is faithfully flat over $A \Rightarrow^{a} f(\operatorname{Supp}(M))=\operatorname{Spcc} A$.
(ii) If $M$ is a finite $B$-module then
$M$ is $A$-flat and ${ }^{a} f(\operatorname{Supp}(M)) \supset \mathrm{m}$-Spec $A \Leftrightarrow M$ is faithfully flat over $A$.
Proof. (i) For $\mathfrak{p} \in \operatorname{Spec} A$, by faithful flatness we have $M \otimes_{A} \kappa(\mathfrak{p}) \neq 0$. Hence, if we set $C=B \otimes_{A} \kappa(p)$ and $M^{\prime}=M \otimes_{A} \kappa(\mathfrak{p})=M \otimes_{B} C$, the $C$-module $M^{\prime} \neq 0$, so that there is a $P^{*} \in \operatorname{Spec} C$ such that $M_{p^{*}}^{\prime} \neq 0$. Now set $P=P^{*} \cap B$; then

$$
M_{P^{*}}^{\prime}=M \otimes_{B} C_{P^{*}}=M \otimes_{B}\left(B_{P} \otimes_{B_{P}} C_{P^{*}}\right)=M_{P} \otimes_{B_{P}} C_{P^{*}}
$$

so that $M_{P} \neq 0$, that is $P \in \operatorname{Supp}(M)$. But $P^{*} \in \operatorname{Spec}(B \otimes \kappa(\mathfrak{p}))$, so that as we have seen $P \cap A=p$. Therefore $p \in^{a} f(\operatorname{Supp}(M))$.
(ii) It is enough to show that $M / \mathfrak{m M} \neq 0$ for any maximal ideal $\mathfrak{m}$ of $A$. By assumption there is a prime ideal $P$ of $B$ such that $P \cap A=m$ and $M_{P} \neq 0$. By NAK, since $M_{P}$ is finite over $B_{P}$ we have $M_{P} / P M_{P} \neq 0$, and a fortiori $M_{P} / \mathfrak{m} M_{P}=(M / \mathrm{m} M)_{P} \neq 0$, so that $M / \mathrm{m} M \neq 0$.

Let $(A, \mathfrak{m})$ and $(B, \mathrm{n})$ be local rings, and $f: A \longrightarrow B$ a ring homomorphism; $f$ is said to be a local homomorphism if $f(\mathrm{~m}) \subset \mathrm{n}$. If this happens then by Theorem 2 , or by Theorem 3, (ii), we see that it is equivalent to say that $f$ is flat or faithfully flat.

Let $S$ be a multiplicative set of $A$. Then it is easy to see that $\operatorname{Spec}\left(A_{S}\right)$
$\longrightarrow \operatorname{Spec} A$ is surjective only if $S$ consists of units, that is $A=A_{\mathrm{S}}$. Thus from the above theorem, if $A \neq A_{S}$ then $A_{S}$ is flat but not faithfully flat over $A$.

Theorem 7.4.
(i) Let $A$ be a ring, $M$ a flat $A$-module, and $N_{1}, N_{2}$ two submodules of an $A$-module $N$. Then as submodules of $N \otimes M$ we have

$$
\left(N_{1} \cap N_{2}\right) \otimes M=\left(N_{1} \otimes M\right) \cap\left(N_{2} \otimes M\right) .
$$

(ii) Let $A \longrightarrow B$ be a flat ring homomorphism, and let $I_{1}$ and $I_{2}$ be ideals of $A$. Then

$$
\left(I_{1} \cap I_{2}\right) B=I_{1} B \cap I_{2} B .
$$

(iii) If in addition $I_{2}$ is finitely generated then

$$
\left(I_{1}: I_{2}\right) B=I_{1} B: I_{2} B .
$$

Proof. (i) Define $\varphi: N \longrightarrow N / N_{1} \oplus N / N_{2}$ by $\varphi(x)=\left(x+N_{1}, x+N_{2}\right)$; then $0 \rightarrow N_{1} \cap N_{2} \longrightarrow N \longrightarrow N / N_{1} \oplus N / N_{2}$ is exact, and hence so is

$$
\begin{aligned}
0 \rightarrow & \left(N_{1} \cap N_{2}\right) \otimes M \longrightarrow N \otimes M \longrightarrow \\
& (N \otimes M) /\left(N_{1} \otimes M\right) \oplus(N \otimes M) /\left(N_{2} \otimes M\right) .
\end{aligned}
$$

This is the assertion in (i).
(ii) This is a particular case of (i) with $N=A, M=B$, in view of the fact that for an ideal $I$ of $A$ the subset $I \otimes_{A} B$ of $A \otimes_{A} B=B$ coincides with $I B$.
(iii) If $I_{2}=A a_{1}+\cdots+A a_{n}$ then since ( $\left.I_{1}: I_{2}\right)=\bigcap_{i}\left(I_{1}: a_{i}\right)$, we can use (ii) to reduce to the case that $I_{2}$ is principal. For $a \in A$ we have the exact sequence

$$
0 \rightarrow\left(I_{1}: A a\right) \longrightarrow A \xrightarrow{a} A / I_{1},
$$

and tensoring this with $B$ gives the assertion.
Example. Let $k$ be a field, and consider the subring $A=k\left[x^{2}, x^{3}\right]$ of the polynomial ring $B=k[x]$ in an indeterminate $x$. Then $x^{2} A \cap x^{3} A$ is the set of polynomials made up of terms of degree $\geqslant 5$ in $x$, so that $\left(x^{2} A \cap x^{3} A\right) B$ $=x^{5} B$, but on the other hand $x^{2} B \cap x^{3} B=x^{3} B$. Therefore by the above theorem, $B$ is not flat over $A$.

Theorem 7.5. Let $f: A \longrightarrow B$ be a faithfully flat ring homomorphism.
(i) For any $A$-module $M$, the map $M \longrightarrow M \otimes_{A} B$ defined by $m \mapsto \mathfrak{m} \otimes 1$ is injective; in particular $f: A \longrightarrow B$ is itself injective.
(ii) If $I$ is an ideal of $A$ then $I B \cap A=I$.

Proof. (i) Let $0 \neq m \in M$. Then $(A m) \otimes B$ is a $B$-submodule of $M \otimes B$ which can be identified with $(m \otimes 1) B$. But by Theorem $2,(A m) \otimes B \neq 0$, so that $m \otimes 1 \neq 0$.
(ii) follows by applying (i) to $M=A / I$, using $(A / I) \otimes B=B / I B$.

Theorem 7.6. Let $A$ be a ring and $M$ a flat $A$-module. If $a_{i j} \in A$ and $x_{j} \in M$ (for $1 \leqslant i \leqslant r$ and $1 \leqslant j \leqslant n$ ) satisfy

$$
\sum_{j} a_{i j} x_{j}=0 \text { for all } i
$$

then there exists an integer $s$ and $b_{j k} \in A, y_{k} \in M$ (for $1 \leqslant j \leqslant n$ and $1 \leqslant k \leqslant s$ ) such that

$$
\sum_{j} a_{i j} b_{j k}=0 \text { for all } i, k \text {, and } x_{j}=\sum_{j} b_{j k} y_{k} \text { for all } j .
$$

Thus the solutions in a flat module $M$ of a system of simultaneous linear equations with coefficients in $A$ can be expressed as a linear combination of solutions in $A$. Conversely, if the above conclusion holds for the case of a single equation (that is for $r=1$ ), then $M$ is flat.
Proof. Set $\varphi: A^{n} \longrightarrow A^{r}$ for the linear map defined by the matrix $\left(a_{i j}\right)$, and let $\varphi_{M}: M^{n} \longrightarrow M^{r}$ be the same thing for $M$; then $\varphi_{M}=\varphi \otimes 1$, where 1 is the identity map of $M$. Setting $K=\operatorname{Ker} \varphi$ and tensoring the exact sequence $K \xrightarrow{i} A^{n} \xrightarrow{\varphi} A^{r}$ with $M$, we get the exact sequence

$$
K \otimes M \xrightarrow{i \otimes 1} M^{n} \xrightarrow{\varphi_{M}} M^{r} .
$$

By assumption $\varphi_{M}\left(x_{1}, \ldots, x_{n}\right)=0$, so that we can write

$$
\left(x_{1}, \ldots, x_{n}\right)=(i \otimes 1)\left(\sum_{k=1}^{s} \beta_{k} \otimes y_{k}\right) \quad \text { with } \beta_{k} \in K \quad \text { and } \quad y_{k} \in M .
$$

If we write out $\beta_{k}$ as an element of $A^{n}$ in the form $\beta_{k}=\left(b_{1 k}, \ldots, b_{n k}\right)$ with $b_{i k} \in A$ then the conclusion follows. The converse will be proved after the next theorem.

Theorem 7.7. Let $A$ be a ring and $M$ an $A$-module. Then $M$ is flat over $A$ if and only if for every finitely generated ideal $I$ of $A$ the canonical map $I \otimes_{A} M \longrightarrow A \otimes_{A} M$ is injective, and therefore $I \otimes M \simeq I M$.
Proof. The 'only if' is obvious, and we prove the 'if'. Firstly, every ideal of $A$ is the direct limit of the finitely generated ideals contained in it, so that by Theorems A1 and A2 of Appendix $\mathrm{A}, I \otimes M \longrightarrow M$ is injective for every ideal $I$. Moreover, if $N$ is an $A$-module and $N^{\prime} \subset N$ a submodule, then since $N$ is the direct limit of modules of the form $N^{\prime}+F$, with $F$ finitely generated, to prove that $N^{\prime} \otimes M \longrightarrow N \otimes M$ is injective we can assume that $N=N^{\prime}+A \omega_{1}+\cdots+A \omega_{n}$. Then setting $N_{i}=N^{\prime}+A \omega_{1}$ $+\cdots+A \omega_{i}($ for $1 \leqslant i \leqslant n)$, we need only show that each step in the chain

$$
N^{\prime} \otimes M \longrightarrow N_{1} \otimes M \longrightarrow N_{2} \otimes M \longrightarrow \cdots \longrightarrow N \otimes M
$$

is injective, and finally that if $N=N^{\prime}+A \omega$ then $N^{\prime} \otimes M \longrightarrow N \otimes M$ is injective. Now we set $I=\left\{a \in A \mid a \omega \in N^{\prime}\right\}$, and get the exact sequence

$$
0 \rightarrow N^{\prime} \longrightarrow N \longrightarrow A / I \rightarrow 0
$$

This induces a long exact sequence (see Appendix B, p. 279)

$$
\cdots \longrightarrow \operatorname{Tor}_{1}^{A}(M, A / I) \longrightarrow N^{\prime} \otimes M \longrightarrow N \otimes M \longrightarrow(A / I) \otimes M \rightarrow 0 ;
$$

hence it is enough to prove that
(*) $\operatorname{Tor}_{1}^{A}(M, A / I)=0$.
For this consider the short exact sequence

$$
0 \rightarrow I \longrightarrow A \longrightarrow A / I \rightarrow 0
$$

and the induced long exact sequence

$$
\operatorname{Tor}_{1}^{A}(M, A)=0 \longrightarrow \operatorname{Tor}_{1}^{A}(M, A / I) \longrightarrow I \otimes M \longrightarrow M \longrightarrow \cdots ;
$$

since $I \otimes M \longrightarrow M$ is injective, ( ${ }^{*}$ ) must hold.
From this theorem we can prove the converse of Theorem 6. Indeed, if $I=A a_{1}+\cdots+A a_{n}$ is a finitely generated ideal of $A$ then an element $\xi$ of $I \otimes M$ can be written as $\xi=\sum_{1}^{n} a_{i} \otimes m_{i}$ with $m_{i} \in M$. Suppose that $\xi$ is 0 in $M$, that is that $\sum a_{i} m_{i}=0$. Now if the conclusion of Theorem 6 holds for $M$, there exist $b_{i j} \in A$ and $y_{j} \in M$ such that

$$
\sum_{i} a_{i} b_{i j}=0 \text { for all } j, \text { and } m_{i}=\sum b_{i j} y_{j} \text { for all } i .
$$

Then $\xi=\sum a_{i} \otimes m_{i}=\sum_{i} \sum_{j} a_{i} b_{i j} \otimes y_{j}=0$, so that $I \otimes M \longrightarrow M$ is injective, and therefore $M$ is flat.
Theorem 7.8. Let $A$ be a ring and $M$ an $A$-module. The following conditions are equivalent:
(1) $M$ is flat;
(2) for every $A$-module $N$ we have $\operatorname{Tor}_{1}^{A}(M, N)=0$;
(3) $\operatorname{Tor}_{1}^{A}(M, A / I)=0$ for every finitely generated ideal $I$.

Proof. (1) $\Rightarrow$ (2) If we let $\cdots \longrightarrow L_{i} \longrightarrow L_{i-1} \longrightarrow \cdots \longrightarrow L_{0} \longrightarrow N \rightarrow 0$ be a projective resolution of $N$ then

$$
\cdots \longrightarrow L_{i} \otimes M \longrightarrow L_{i-1} \otimes M \longrightarrow \cdots \longrightarrow L_{0} \otimes M
$$

is exact, so that $\operatorname{Tor}_{i}^{A}(M, N)=0$ for all $i>0$.
(2) $\Rightarrow(3)$ is obvious.
(3) $\Rightarrow$ (1) The short exact sequence $0 \rightarrow I \longrightarrow A \longrightarrow A / I \rightarrow 0$ induces a long exact sequence

$$
\operatorname{Tor}_{1}^{A}(M, A / I)=0 \longrightarrow I \otimes M \longrightarrow M \longrightarrow M \otimes A / I \rightarrow 0,
$$

and hence $I \otimes M \longrightarrow M$ is injective; therefore by the previous theorem $M$ is flat.

Theorem 7.9. Let $0 \rightarrow M^{\prime} \longrightarrow M \longrightarrow M^{\prime \prime} \rightarrow 0$ be an exact sequence of $A$ modules; then if $M^{\prime}$ and $M^{\prime \prime}$ are both flat, so is $M$.
Proof. For any $A$-module $N$ the sequence $\operatorname{Tor}_{1}\left(M^{\prime}, N\right) \longrightarrow \operatorname{Tor}_{1}(M, N)$ $\longrightarrow \operatorname{Tor}_{1}\left(M^{\prime \prime}, N\right)$ is exact, and since the first and third groups are zero, also $\operatorname{Tor}_{1}(M, N)=0$. Therefore by the previous theorem $M$ is flat.

A free module is obvious faithfully flat (if $F$ is free and $\mathscr{S}$ is a sequence of $A$-modules then $\mathscr{S} \otimes F$ is just a sum of copies of $\mathscr{S}$ in number equal to the cardinality of a basis of $F$ ). Conversely, over a local ring the following theorem holds, so that for finite modules flat, faithfully flat and free are equivalent conditions.
Theorem 7.10. Let $(A, m)$ be a local ring and $M$ a flat $A$-module. If $x_{1}, \ldots, x_{n} \in M$ are such that their images $\bar{x}_{1}, \ldots, \bar{x}_{n}$ in $\bar{M}=M / \mathrm{mM}$ are linearly independent over the field $A / \mathrm{m}$ then $x_{1}, \ldots, x_{n}$ are linearly independent over $A$. Hence if $M$ is finite, or if $\mathfrak{m}$ is nilpotent, then any minimal basis of $M$ (see $\S 2$ ) is a basis of $M$, and $M$ is a free module.
Proof. By induction on $n$. If $n=1$, and $a \in A$ is such that $a x_{1}=0$ then by Theorem 6 there are $b_{1}, \ldots, b_{s} \in A$ such that $a b_{i}=0$ and $x \in \sum b_{i} M$; by assumption $x_{1} \notin \mathrm{mM}$, so that among the $b_{i}$ there must be one not contained in $\mathfrak{m}$. This $b_{i}$ is then a unit, so that we must have $a=0$.

For $n>1$, let $\sum a_{i} x_{i}=0$; then there are $b_{i j} \in A$ and $y_{j} \in M$ (for $1 \leqslant j \leqslant s$ ) such that $\sum a_{i} b_{i j}=0$ and $x_{i}=\sum b_{i j} y_{j}$. Now $x_{n} \notin \mathfrak{m} M$, so that among the $b_{n j}$ at least one is a unit. Hence $a_{n}$ is a linear combination of $a_{1}, \ldots, a_{n-1}$, that
is $a_{n}=\sum_{i=1}^{n-1} a_{i} c_{i}$ for some $c_{i} \in A$. Therefore we have

$$
a_{1}\left(x_{1}+c_{1} x_{n}\right)+\cdots+a_{n-1}\left(x_{n-1}+c_{n-1} x_{n}\right)=0 ;
$$

however, the ( $n-1$ ) elements $\bar{x}_{1}+\bar{c}_{1} x_{n}, \ldots, \bar{x}_{n-1}+\bar{c}_{n-1} \bar{x}_{n}$ of $\bar{M}$ are linearly independent over $A / \mathrm{m}$, so that by induction, $a_{1}=\cdots=a_{n-1}=0$. Hence also $a_{n}=0$.

Theorem 7.11. Let $A$ be a ring, $M$ and $N$ two $A$-modules, and $B$ a flat $A$ algebra. If $M$ is of finite presentation then we have

$$
\operatorname{Hom}_{A}(M, N) \otimes_{A} B=\operatorname{Hom}_{B}\left(M \otimes_{A} B, N \otimes_{A} B\right) .
$$

Proof. Fixing $N$ and $B$, we define contravariant functors $F$ and $G$ of an $A$-module $M$ by

$$
F(M)=\operatorname{Hom}_{A}(M, N) \otimes_{A} B
$$

and

$$
G(M)=\operatorname{Hom}_{B}\left(M \otimes_{A} B, N \otimes_{A} B\right) ;
$$

then we can define a morphism of functors $\lambda: F \longrightarrow G$ by

$$
\lambda(f \otimes b)=b \cdot\left(f \otimes 1_{B}\right) \quad \text { for } \quad f \in \operatorname{Hom}_{A}(M, N) \quad \text { and } \quad b \in B .
$$

Both $F$ and $G$ are left-exact functors.
Now if $M$ is of finite presentation there is an exact sequence of the form $A^{p} \longrightarrow A^{q} \longrightarrow M \rightarrow 0$, and from this we get a commutative diagram

having two exact rows. Now $F\left(A^{p}\right)=N^{p} \otimes B$ and $G\left(A^{p}\right)=(N \otimes B)^{p}$, so that the right-hand $\lambda$ is an isomorphism, and similarly the middle $\lambda$ is an isomorphism. Thus, as one sees easily, the left-hand $\lambda$ is also an isomorphism.
Corollary. Let $A, M$ and $N$ be as in the theorem, and let $p$ be a prime ideal of $A$. Then

$$
\operatorname{Hom}_{A}(M, N) \otimes_{A} A_{\mathfrak{p}}=\operatorname{Hom}_{A_{p}}\left(M_{p}, N_{\mathrm{p}}\right) .
$$

Theorem 7.12. Let $A$ be a ring and $M$ an $A$-module of finite presentation. Then $M$ is a projective $A$-module if and only if $M_{m}$ is a frcc $A_{m}$-module for every maximal ideal $m$ of $A$.
Proof of 'only if'. If $M$ is projective it is a direct summand of a free module, and this property is preserved by localisation, so that $M_{m}$ is projective over $A_{\mathrm{m}}$, and is therefore free by Theorem 2.5.
Proof of 'if'. Let $N_{1} \longrightarrow N_{2} \rightarrow 0$ be an exact sequence of $A$-modules. Write $C$ for the cokernel of

$$
\operatorname{Hom}_{A}\left(M, N_{1}\right) \longrightarrow \operatorname{Hom}_{A}\left(M, N_{2}\right) ;
$$

then for any maximal ideal $m$ of $A$ we have

$$
C_{\mathrm{m}}=\operatorname{Coker}\left\{\operatorname{Hom}_{A_{\mathrm{m}}}\left(M_{\mathrm{m}},\left(N_{1}\right)_{\mathrm{m}}\right) \longrightarrow \operatorname{Hom}_{\boldsymbol{A}_{\mathrm{m}}}\left(M_{\mathrm{m}},\left(N_{2}\right)_{\mathrm{m}}\right)\right\}=0 .
$$

Hence $C=0$ by Theorem 4.6, and this is what we had to prove .
Corollary. If $A$ is a ring and $M$ is an $A$-module of finite presentation, then $M$ is flat if and only if it is projective.
Proof. This follows from Theorems 1, 12 and 10

Exercises to §7. Prove the following propositions.
7.1. If $B$ is a faithfully flat $A$-algebra then for an $A$-module $M$ we have $B \otimes_{A} M$ is $B$-flat $\Leftrightarrow M$ is $A$-flat, and similarly for faithfully flat.
7.2. Let $A$ and $B$ be integral domains with $A \subset B$, and suppose that $A$ and $B$ have the same field of fractions; if $B$ is faithfully flat over $A$ then $A=B$.
7.3. Let $B$ be a faithfully flat $A$-algebra; for an $A$-module $M$ we can view $M$ as a submodule of $B \otimes_{A} M$ (by Theorem 7.5). Then if $\left\{m_{\lambda}\right\}$ is a subset of $M$ which generates $B \otimes M$ over $B$, it also generates $M$ over $A$.
7.4. Let $A$ be a Noetherian ring and $\left\{M_{\lambda}\right\}_{2 \in A}$ a family of flat $A$-modules; then the direct product module $\prod_{\lambda \in \Lambda} M$ is also flat. In particular the formal power series $A\left[X_{1}, \ldots, X_{n} \rrbracket\right.$ is a flat $A$-algebra (Chase [1]).
7.5. Let $A$ be a ring and $N$ a flat $A$-module; if $a \neq A$ is $A$-regular, it is also $N$ regular.
7.6. Let $A$ be a ring, and $C$. a complex of $A$-modules; for an $A$-module $N$ we write $C . \otimes N$ for the complex $\cdots \longrightarrow C_{i+1} \otimes N \longrightarrow C_{i} \otimes N \longrightarrow \cdots$. If $N$ is flat over $A$ then $H_{i}(C.) \otimes N=H_{i}(C . \otimes N)$ for all $i$.
7.7. Let $A$ be a ring and $B$ a flat $A$-algebra; then if $M$ and $N$ are $A$-modules, $\operatorname{Tor}_{i}^{A}(M, N) \otimes_{A} B=\operatorname{Tor}_{i}^{B}(M \otimes B, N \otimes B)$ for all $i$.
If in addition $M$ is finitely generated and $A$ is Noetherian then

$$
\operatorname{Ext}_{A}^{i}(M, N) \otimes_{A} B=\operatorname{Ext}_{B}^{i}\left(M \otimes_{A} B, N \otimes_{A} B\right) \quad \text { for all } i .
$$

7.8. Theorem 7.4, (i) does not hold for the intersection of infinitely many submodules; explain why, and construct a counter-example.
7.9. If $B$ is a faithfully flat $A$-algebra and $B$ is Noetherian then $A$ is Noetherian.

## Appendix to §7. Pure submodules

Let $A$ be a ring and $M$ an $A$-module. A submodule $N$ of $M$ is said to be pure if the sequence $0 \rightarrow N \otimes E \longrightarrow M \otimes E$ is exact for every $A$-module $E$. Since tensor product and exactness commute with inductive limits, we need only consider $A$-modules $E$ of finite presentation.

Example 1. If $M / N$ is a flat $A$-module, then $N$ is a pure submodule of $M$. This follows from the exact sequence $\operatorname{Tor}_{1}^{A}(M / N, E) \longrightarrow N \otimes E$ $\longrightarrow M \otimes E$.

Example 2. Any direct summand of $M$ is a pure submodule.
Example 3. If $A=\mathbb{Z}$, a submodule $N$ of $M$ is pure if and only if $N \cap m M$ $=m N$ for all $m>0$. In fact the condition is equivalent to the exactness of $0 \rightarrow N \otimes \mathbb{Z} / m \mathbb{Z} \longrightarrow M \otimes \mathbb{Z} / m \mathbb{Z}$, and every finitely generated $\mathbb{Z}$-module is a direct sum of cyclic modules.

Theorem 7.13. A submodule $N$ of $M$ is pure if and only if the following condition holds: if $x_{i}=\sum_{j=1}^{s} a_{i j} m_{j}$ (for $1 \leqslant i \leqslant r$ ), with $m_{j} \in M, x_{i} \in N$ and $a_{i j} \in A$, then there exist $y_{j} \in N$ (for $1 \leqslant j \leqslant s$ ) such that $x_{i}=\sum_{j=1}^{s} a_{i j} y_{j}$ (for $1 \leqslant i \leqslant r$ ).

Proof. Suppose $N$ is pure in $M$. Consider the free module $A^{r}$ with basis $e_{1}, \ldots, e_{r}$ and let $D$ be the submodule of $A^{r}$ generated by $\sum_{i} a_{i j} e_{i}, 1 \leqslant j \leqslant s$. Set $E=A^{r} / D$, and let $\bar{e}_{i}$ denote the image of $e_{i}$ in $E$. Then in $M \otimes E$ we have

$$
\sum_{i} x_{i} \otimes \bar{e}_{i}=\sum_{i} \sum_{j} a_{i j} m_{j} \otimes \bar{e}_{i}=\sum_{j} m_{j} \otimes \sum_{i} a_{i j} \bar{e}_{i}=0,
$$

hence $\sum x_{i} \otimes \bar{e}_{i}=0$ in $N \otimes E$ by purity. But this means that, in $N \otimes A^{r}$, the element $\sum_{i} x_{i} \otimes e_{i}$ is of the form $\sum_{j} y_{j} \otimes \sum_{i} a_{i j} e_{i}$ for some $y_{j} \in N$.

Conversely, suppose the condition is satisfied. Let $E$ be an $A$-module of finite presentation. Then we can write $E=A^{r} / D$ with $D$ generated by a finite number of elements of $A^{r}$, say $\sum_{i=1}^{r} a_{i j} e_{i}, 1 \leqslant j \leqslant s$. Then reversing the preceding argument we can see that $N \otimes E \longrightarrow M \otimes E$ is injective.

Theorem 7.14. If $N$ is a pure submodule and $M / N$ is of finite presentation, then $N$ is a direct summand of $M$.
Proof. Wc will prove that $0 \rightarrow N \xrightarrow{i} M \xrightarrow{p} M / N \rightarrow 0$ splits, where $i$ and $p$ are the natural maps. For this we need only construct a linear map $f: M / N \longrightarrow M$ such that $p f$ is the identity map of $M / N$. Let $\left\{t_{1}, \ldots, t_{r}\right\}$ be a set of generators of $M / N$, so that $M / N \simeq A^{r} / R$, where $R$ is the submodule of relations among the $t_{j}$; let $\left\{\left(a_{i 1}, \ldots, a_{i r}\right) \mid 1 \leqslant i \leqslant s\right\}$ be a set of generators of $R$. Choose a pre-image $\xi_{j}$ of $t_{j}$ in $M$ for each $j$. Then set $\eta_{i}=\sum a_{i j} \xi_{j} \in N$ (for $1 \leqslant i \leqslant s$ ). By the preceding theorem there exist $\xi_{j}^{\prime} \in N$ such that $\eta_{i}=\sum a_{i j} \xi_{j}^{\prime}($ for $1 \leqslant i \leqslant s)$. Then $\sum a_{i j}\left(\xi_{j}-\xi_{j}^{\prime}\right)=0$ (for $1 \leqslant i \leqslant s)$, and setting $f\left(t_{j}\right)=\xi_{j}-\xi_{j}^{\prime}$, we obtain a linear map $f: M / N \longrightarrow M$ which satisfies the requirement.

## 8 Completion and the Artin-Rees lemma

Let $A$ be a ring and $M$ an $A$-module; for a directed set $\Lambda$, suppose that $\mathscr{F}=\left\{M_{\lambda}\right\}_{\lambda \in \Lambda}$ is a family of submodules of $M$ indexed by $\Lambda$ and such that $\lambda<\mu \Rightarrow M_{\lambda} \supset M_{\mu}$. Then taking $\mathscr{F}$ as a system of neighbourhoods of 0 makes $M$ into a topological group under addition. In this topology, for any $x \in M$ a system of neighbourhoods of $x$ is given by $\left\{x+M_{\lambda}\right\}_{\lambda \in \Lambda}$. In $M$ addition and subtraction are continuous, as is scalar multiplication $x \mapsto a x$ for any $a \in A$. When $M=A$ each $M_{\lambda}$ is an ideal, so that multiplication is also continuous:

$$
\left(a+M_{\lambda}\right)\left(b+M_{\lambda}\right) \subset a b+M_{\lambda} .
$$

This type of topology is called a linear topology on $M$; it is separated (that is, Hausdorff) if and only if $\bigcap_{\lambda} M_{\lambda}=0$. Each $M_{\lambda} \subset M$ is an open set, each coset $x+M_{\lambda}$ is again open, and the complement $M-M_{\lambda}$ of $M_{\lambda}$ is a union of cosets, so is also open. Hence $M_{\lambda}$ is an open and closed subset; the quotient module $M / M_{\lambda}$ is then discrete in the quotient topology.
$M / \bigcap_{\lambda} M_{\lambda}$ is called the separated module associated with $M$. Moreover, since for $\lambda<\mu$ there is a natural linear map $\varphi_{\lambda \mu}: M / M_{\mu} \longrightarrow M / M_{\lambda}$, we can construct the inverse system $\left\{M / M_{\lambda} ; \varphi_{\lambda_{\mu}}\right\}$ of $A$-modules; its inverse limit $\lim M / M_{\lambda}$ is called the completion of $M$, and is written $\hat{M}$. We give each $\overleftarrow{M} / M_{\lambda}$ the discrete topology, the direct product $\prod_{\lambda} M / M_{\lambda}$ the product topology, and $\hat{M}$ the subspace topology in $\prod_{\lambda} M / M_{\lambda}$. Let $\psi: M \longrightarrow \hat{M}$ be the natural $A$-linear map; then $\psi$ is continuous, and $\psi(M)$ is dense in $\hat{M}$. Write $p_{\lambda}: \hat{M} \longrightarrow M / M_{\lambda}$ for the projection, and set Ker $p_{\lambda}=$ $M_{\lambda}^{*}$; it is easy to see that the topology of $\hat{M}$ coincides with the linear topology defined by $\mathscr{F}=\left\{M_{\lambda,}^{*}\right\}_{\lambda \in \Lambda}$. The map $p_{\lambda}$ is surjective (in fact $\left.p_{\lambda}(\psi(M))=M / M_{\lambda}\right)$, so that $\hat{M} / M_{\lambda}^{*} \simeq M / M_{\lambda}$, and the completion of $\hat{M}$ coincides with $\hat{M}$ itself. If $\psi: M \longrightarrow \hat{M}$ is an isomorphism, we say that $M$ is complete. (Caution: in Bourbaki terminology this is 'complete and separated'; we shorten this to 'complete' throughout.)

If $\mathscr{F}^{\prime}=\left\{M_{\gamma}^{\prime}\right\}_{\gamma \in \Gamma}$ is another family of submodules of $M$ indexed by a directed set $\Gamma$, then $\mathscr{\mathscr { F }}$ and $\mathscr{F}$ ' give the same topology on $M$ if and only if for each $M_{\lambda}$ there is a $\gamma \in \Gamma$ such that $M_{\gamma}^{\prime} \subset M_{\lambda}$, and for every $M_{\gamma}^{\prime}$ there is a $\mu \in \Lambda$ such that $M_{\mu} \subset M_{\gamma}^{\prime}$. It is then easy to see that there is an isomorphism of topological modules $\underset{\leftrightarrows}{\lim } M / M_{\lambda} \simeq \lim M / M_{\gamma}^{\prime}$. Thus $\hat{M}$ depends only on the topology of $M$, as does the question of whether $M$ is complete.

When $M=A,\left\{M / M_{\lambda} ; \varphi_{\lambda \mu}\right\}$ becomes an inverse system of rings, $\hat{M}=\hat{A}$ is a ring, and $\psi: A \longrightarrow \hat{A}$ a ring homomorphism. $M_{\hat{\lambda}}^{*} \subset \hat{A}$ is not just an $A$-submodule, but an ideal of $\hat{A}$; this is clear from the fact that $p_{\lambda}: \hat{A} \longrightarrow A / M_{\lambda}$ is a ring homomorphism.

If $N \subset M$ is a submodule, then the closure $\bar{N}$ of $N$ in $M$ is given by the
following formula:

$$
\bar{N}=\bigcap_{\lambda}\left(N+M_{\lambda}\right) .
$$

Indeed,

$$
\begin{aligned}
x \in \bar{N} & \Leftrightarrow\left(x+M_{\lambda}\right) \cap N \neq \varnothing \text { for all } \lambda . \\
& \Leftrightarrow x \in N+M_{\lambda} \text { for all } \lambda .
\end{aligned}
$$

If we write $M_{\lambda}^{\prime}$ for the image of $M_{\lambda}$ in the quotient module $M / N$, the quotient topology of $M / N$ is just the linear topology defined by $\left\{M_{\lambda}^{\prime}\right\}_{\lambda \in \Lambda}$. In fact, let $G \subset M$ be the inverse image of $G^{\prime} \subset M / N$; then
$G^{\prime}$ is open in the quotient topology of $M / N$
$\Leftrightarrow G$ is open in $M$
$\Leftrightarrow$ for every $x \in G$ there is an $M_{\lambda}$ such that $x+M_{\lambda} \subset G$
$\Leftrightarrow$ for every $x^{\prime} \in G^{\prime}$ there is an $M_{\lambda}^{\prime}$ such that $x^{\prime}+M_{\lambda}^{\prime} \subset G^{\prime}$.
Hence the condition for $M / N$ to be separated is that $\cap_{\lambda} M_{\lambda}^{\prime}=0$, that is $\bigcap\left(N+M_{\lambda}\right)=N$, or in other words, that $N$ is closed in $M$. Moreover, the subspace topology of $N$ is clearly the same thing as the linear topology defined by $\left\{N \cap M_{\lambda}\right\}_{\lambda \in \Lambda}$. Set $M / N=M^{\prime}$; then

$$
0 \rightarrow N /\left(N \cap M_{\lambda}\right) \longrightarrow M / M_{\lambda} \longrightarrow M^{\prime} / M_{\lambda}^{\prime}=M /\left(N+M_{\lambda}\right) \rightarrow 0
$$

is an exact sequence, so that taking the inverse limit, we. see that

$$
0 \rightarrow \hat{N} \longrightarrow \hat{M} \longrightarrow(M / N)^{-}
$$

is exact. If we view $\hat{N}$ as a submodule of $\hat{M}$, the condition that $\xi=\left(\xi_{\lambda}\right)_{\lambda \in \Lambda} \in \hat{M}$ belongs to $\hat{N}$ is that each $\xi_{\lambda}$ can be represented by an element of $N$, or in other words that $\xi \in \psi(N)+M_{\lambda}^{*}$ for each $\lambda$. Hence $\hat{N}$ is the same thing as the closure of $\psi(N)$ in $\hat{M}$. In general it is not clear whether $\hat{M} \longrightarrow(M / N)^{\wedge}$ is surjective, but this holds in the case $\Lambda=\{1,2, \ldots\}$. In fact then

$$
(M / N)^{-}=\lim _{\leftarrow n} M /\left(N+M_{n}\right) ;
$$

given an element $\xi^{\prime}=\left(\xi_{1}^{\prime}, \xi_{2}^{\prime}, \ldots\right) \in(M / N)^{\prime}$, with $\xi_{n}^{\prime} \in M /\left(N+M_{n}\right)$, let $x_{1} \in M$ be an inverse image of $\xi_{1}^{\prime}$, and $y_{2} \in M$ an inverse image of $\xi_{2}^{\prime}$; then $y_{2}-x_{1} \in N+M_{1}$, so that we can write

$$
y_{2}-x_{1}=t+m_{1} \quad \text { with } \quad t \in N \text { and } m_{1} \in M_{1} .
$$

If we set $x_{2}=y_{2}-t$ then $x_{2} \in M$ is also an inverse image of $\xi_{2}^{\prime}$, and satisfies $x_{2}-x_{1} \in M_{1}$. Similarly we can successively choose inverse images $x_{n} \in M$ of the $\xi_{n}^{\prime}$ in such a way that for $n=1,2, \ldots$, we have $x_{n+1}-x_{n} \in M_{n}$. If we set $\xi_{n} \in M / M_{n}$ for the image of $x_{n}$, then by construction $\xi=\left(\xi_{1}, \xi_{2}, \ldots\right)$ is an element of $\lim M / M_{n}=\hat{M}$ which maps to $\xi^{\prime}$ in $(M / N) \hat{\text {. }}$. This proves the following theorem.
Theorem 8.1. Let $A$ be a ring, $M$ an $A$-module with a linear topology, and $N \subset M$ a submodule. We give $N$ the subspace topology, and $M / N$ the quotient topology. Then these are both linear topologies, and we have:
(i) $0 \rightarrow \hat{N} \longrightarrow \hat{M} \longrightarrow(M / N)^{\wedge}$ is an exact sequence, and $\hat{N}$ is the closure of $\psi(N)$ in $\hat{M}$, where $\psi: M \longrightarrow \hat{M}$ is the natural map.
(ii) If moreover the topology of $M$ is defined by a decreasing chain of submodules $M_{1} \supset M_{2} \supset \cdots$, then

$$
0 \rightarrow \hat{N} \longrightarrow \hat{M} \longrightarrow(M / N)^{\hat{}} \rightarrow 0
$$

is exact. In other words, $(M / N)^{\wedge} \simeq \hat{M} / \hat{N}$.
Now suppose that $M$ and $N$ are two $A$-modules with linear topologies, and let $f: M \longrightarrow N$ be a continuous linear map. If the topologies of $M$ and $N$ are given by $\left\{M_{\lambda}\right\}_{\lambda \in \mathrm{A}}$ and $\left\{N_{\gamma}\right\}_{\gamma \in \mathrm{\Gamma}}$, then for any $\gamma \in \Gamma$ there exists $\lambda \in \Lambda$ such that $M_{\lambda} \subset f^{-1}\left(N_{\gamma}\right)$. Define $\varphi_{\gamma}: \hat{M} \longrightarrow N / N_{\gamma}$ as the composite $\hat{M} \longrightarrow \hat{M} / M_{\lambda}^{*} \longrightarrow N / N_{\gamma}$, where the first arrow is the natural map, and the second is induced by $f$; one sees at once that $\varphi_{\gamma}$ does not depend on the choice of $\lambda$ for which $M_{\lambda} \subset f^{-1}\left(N_{\gamma}\right)$. Also, for $\gamma<\gamma^{\prime}$ if we let $\psi_{y \gamma^{\prime}}$ denote the natural map $N / N_{\gamma^{\prime}} \longrightarrow N / N_{\gamma}$, it is easy to see that $\varphi_{\gamma}=\psi_{\gamma \gamma}{ }^{\circ} \varphi_{\gamma^{\prime}}$; hence there is a continuous linear map $\hat{f}: \hat{M} \longrightarrow \hat{N}$ defined by the $\left(\varphi_{\gamma}\right)_{\gamma \in \Gamma}$, and the following diagram is commutative (the vertical arrows are the natural maps):


Moreover, $\hat{f}$ is determined uniquely by this diagram and by continuity. Similarly, if $A$ and $B$ are rings with linear topologies, and $f: A \longrightarrow B$ is a continuous ring homomorphism, then $f$ induces a continuous ring homomorphism $\hat{f}: \widehat{A} \longrightarrow \widehat{B}$.

Among the linear topologies, those defined by ideals are of particular importance. Let $I$ be an ideal of $A$ and $M$ an $A$-module; the topology on $M$ defined by $\left\{I^{n} M\right\}_{n=1,2, \ldots}$ is called the $I$-adic topology. If we also give $A$ the $I$ adic topology, the completions $\hat{A}$ and $\hat{M}$ of $A$ and $M$ are called $I$-adic completions; it is easy to see that $\hat{M}$ is an $\hat{A}$-module: for $\alpha=\left(a_{1}, a_{2}, \ldots\right)$ $\in \hat{A}$ with $a_{n} \in A / I^{n}$ and $\xi=\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \ldots\right) \in \hat{M}$ with $x_{n} \in M / I^{n} M$ (for all $n$ ), we can just set

$$
a \xi=\left(a_{1} x_{1}, a_{2} x_{2}, \ldots\right) \in \hat{M} .
$$

As one can easily check, to say that $M$ is complete for the $I$-adic topology is equivalent to saying that for every sequence $x_{1}, x_{2}, \ldots$ of elements of $M$ satisfying $x_{i}-x_{i+1} \in I^{i} M$ for all $i$, there exists a unique $x \in M$ such that $x-x_{i} \in I^{i} M$ for all $i$. We can define a Cauchy sequence in $M$ in the usual way $\left(\left\{x_{i}\right\}\right.$ is Cauchy if and only if for every positive integer $r$ there is an $n_{0}$ such that $x_{n+1}-x_{n} \in I^{r} M$ for $n>n_{0}$ ), and completeness can then be expressed as saying that a Cauchy sequence has a unique limit.

Theorem 8.2. Let $A$ be a ring, $I$ an ideal, and $M$ an $A$-module.
(i) If $A$ is $I$-adically complete then $I \subset \operatorname{rad}(A)$;
(ii) If $M$ is $I$-adically complete and $a \in I$, then multiplication by $1+a$ is an automorphism of $M$.
Proof. (i) For $a \in I, 1-a+a^{2}-a^{3}+\cdots$ converges in $A$, and provides an inverse of $1+a$; hence $1+a$ is a unit of $A$. This means (see $\S 1$ ) that $I \subset \operatorname{rad}(A)$.
(ii) $M$ is also an $\hat{A}$-module, and $1+a$ (or rather, its image in $\hat{A}$ ) is a unit in $\hat{A}$, so that this is clear.

The following two results show the usefulness of completeness.
Theorem 8.3 (Hensel's lemma). Let $(A, \mathrm{~m}, k)$ be a local ring, and suppose that $A$ is m-adically complete. Let $F(X) \in A[X]$ be a monic polynomial, and let $\bar{F} \in k[X]$ be the polynomial obtained by reducing the coefficients of $F$ modulo m . If there are monic polynomials $g$, $h \in k[X]$ with $(g, h)=1$ and such that $\bar{F}=g h$, then there exist monic polynomials $G, H$ with coefficients in $A$ such that $F=G H, \bar{G}=g$ and $\bar{H}=h$.
Proof. If we take polynomials $G_{1}, H_{1} \in A[X]$ such that $g=\bar{G}_{1}, h=\bar{H}_{1}$ then $F \equiv G_{1} H_{1} \bmod m[X]$. Suppose by induction that monic polynomials $G_{n}$, $H_{n}$ have been constructed such that $F \equiv G_{n} H_{n} \bmod m^{n}[X]$, and $\bar{G}_{n}=g$, $\bar{H}_{n}=h$; then we can write

$$
F-G_{n} H_{n}=\sum \omega_{i} U_{i}(X), \quad \text { with } \quad \omega_{i} \in \mathfrak{m}^{n} \quad \text { and } \quad \operatorname{deg} U_{i}<\operatorname{deg} F .
$$

Since $(g, h)=1$ we can find $v_{i}, w_{i} \in k[X]$ such that $\bar{U}_{i}=g v_{i}+h w_{i}$. Replacing $v_{i}$ by its remainder modulo $h$, and making the corresponding correction to $w_{i}$ we can assume $\operatorname{deg} v_{i}<\operatorname{deg} h$. Then

$$
\operatorname{deg} h w_{i}=\operatorname{deg}\left(\bar{U}_{i}-g v_{i}\right)<\operatorname{deg} F, \quad \text { hence } \operatorname{deg} w_{i}<\operatorname{deg} g
$$

Choosing $V_{i}, W_{i} \in A[X]$ such that $\bar{V}_{i}=v_{i}, \quad \operatorname{deg} V_{i}=\operatorname{deg} v_{i}, \quad \bar{W}_{i}=w_{i}$, $\operatorname{deg} W_{i}=\operatorname{deg} w_{i}$, and setting $G_{n+1}=G_{n}+\sum \omega_{i} W_{i}, H_{n+1}=H_{n}+\sum \omega_{i} V_{i}$, we get

$$
F \equiv G_{n+1} H_{n+1} \bmod m^{n+1}[X] .
$$

We construct in this way sequences of polynomials $G_{n}, H_{n}$ for $n=1,2, \ldots$; then $\lim G_{n}=G$ and $\lim H_{n}=H$ clearly exist and satisfy $F=G H$. Obviously, $\bar{G}=\bar{G}_{1}=g, \bar{H}=\bar{H}_{1}=h$.

Theorem 8.4. Let $A$ be a ring, $I$ an ideal, and $M$ and $A$-module. Suppose that $A$ is $I$-adically complete, and $M$ is separated for the $I$-adic topology. If $M / I M$ is generated over $A / I$ by $\bar{\omega}_{1}, \ldots, \bar{\omega}_{n}$, and $\omega_{i} \in M$ is an arbitrary inverse image of $\bar{\omega}_{i}$ in $M$, then $M$ is generated over $A$ by $\omega_{1}, \ldots, \omega_{n}$. Proof. By assumption $M=\sum A \omega_{i}+I M$, so that $M=\sum A \omega_{i}+I\left(\sum A \omega_{i}+\right.$ $I M)=\sum A \omega_{i}+I^{2} M$, and similarly, $M=\sum A \omega_{i}+I^{v} M$ for all $v>0$. For any $\xi \in M$, write $\xi=\sum a_{i} \omega_{i}+\xi_{1}$ with $\xi_{1} \in I M$, then $\xi_{1}=\sum a_{i, 1} \omega_{i}+\xi_{2}$ with $a_{i, 1} \in I$ and $\xi_{2} \in I^{2} M$, and choose successively $a_{i, v} \in I^{v}$ and $\xi_{v} \in I^{v} M$ to satisfy

$$
\xi_{v}=\sum a_{i, v} \omega_{i}+\xi_{v+1} \text { for } \quad v=1,2, \ldots
$$

Then $a_{i}+a_{i, 1}+a_{i, 2}+\cdots$ converges in $A$. If we set $b_{i}$ for this sum then

$$
\xi-\sum_{1}^{n} b_{i} \omega_{i} \in \bigcap_{v>0} I^{v} M=(0) .
$$

This theorem is extremely handy for proving the finiteness of $M$. For a Noetherian ring $A$, the $I$-adic topology has several more important properties, which are based on the following theorem, proved independently by E. Artin and D. Rees.
Theorem 8.5 (the Artin-Rees lemma). Let $A$ be a Noetherian ring, $M$ a finite $A$-module, $N \subset M$ a submodule, and $I$ an ideal of $A$. Then there exists a positive integer $c$ such that for every $n>c$, we have

$$
I^{n} M \cap N=I^{n-c}\left(I^{c} M \cap N\right) .
$$

Proof. The inclusion $\supset$ is obvious, so that we only have to prove $\subset$. Suppose that $I$ is generated by $r$ elements $a_{1}, \ldots, a_{r}$, and $M$ by $s$ elements $\omega_{1}, \ldots, \omega_{s}$. An element of $I^{n} M$ can be written as $\sum_{1}^{s} f_{i}(a) \omega_{i}$, where $f_{i}(X)=f_{i}\left(X_{1}, \ldots, X_{r}\right)$ is a homogeneous polynomial of degree $n$ with coefficients in $A$. Now set $A\left[X_{1}, \ldots, X_{r}\right]=B$, and for each $n>0$ set

$$
J_{n}=\left\{\left(f_{1}, \ldots, f_{s}\right) \in B^{s} \left\lvert\, \begin{array}{l}
f_{i} \text { are homogeneous of degree } n \\
\text { and } \sum_{1}^{s} f_{i}(a) \omega_{i} \in N
\end{array}\right.\right\}
$$

let $C \subset B^{s}$ be the $B$-submodule generated by $\bigcup_{n>0} J_{n}$. Since $B$ is Noetherian, $C$ is a finite $B$-module, so that $C=\sum_{j=1}^{t} B u_{j}$, where each $u_{j}$ is a linear combination of elements of $\bigcup J_{n}$; therefore $C$ is generated by finitely many elements of $\bigcup J_{n}$. Suppose

$$
C=B u_{1}+\cdots+B u_{t}, \text { where } \quad u_{j}=\left(u_{i 1}, \ldots, u_{j s}\right) \in J_{d_{j}} \quad \text { for } 1 \leqslant j \leqslant t .
$$

Set $c=\max \left\{d_{1}, \ldots, d_{t}\right\}$. Now if $\eta \in I^{n} M \cap N$, we can write $\eta=\sum f_{i}(a) \omega_{i}$ with $\left(f_{1}, \ldots, f_{s}\right) \in J_{n}$, and hence

$$
\left(f_{1}, \ldots, f_{s}\right)=\sum p_{j}(X) u_{j}, \text { with } \quad p_{j} \in B=A\left[X_{1}, \ldots, X_{r}\right] .
$$

The left-hand side is a vector made up of homogeneous polynomials of degree $n$ only, so that the terms of degree other than $n$ on the right-hand side must cancel out to give 0 . Hence we can suppose that the $p_{j}(X)$ are homogeneous of degree $n-d_{j}$. Then $\eta=\sum f_{i}(a) \omega_{i}=\sum_{j} p_{j}(a) \sum_{i} u_{j i}(a) \omega_{i}$, and $\sum_{i} u_{j i}(a) \omega_{i} \in I^{d_{j}} M \cap N$, so that if $n>c, p_{j}(a) \in I^{n-c} I^{c-d_{j}}$, giving $\eta \in I^{n-c}\left(I^{c} M \cap N\right)$ for any $n>c$.
Theorem 8.6. In the notation of the above theorem, the $I$-adic topology of $N$ coincides with the topology induced by the $I$-adic topology of $M$ on the subspace $N \subset M$.
Proof. By the previous theorem, for $n>c$, we have $I^{n} N \subset I^{n} M \cap N$ $\subset I^{n-c} N$. The topology of $N$ as a subspace of $M$ is the linear topology
defined by $\left\{I^{n} M \cap N\right\}_{n=1,2, \ldots}$, and the above formula says that this defines the same topology as $\left\{I^{n} N\right\}_{n=1,2, \ldots}$.

Theorem 8.7. Let $A$ be a Noetherian ring, $I$ and ideal, and $M$ a finite $A$ module. Writing $\hat{M}, \hat{A}$ for the $I$-adic completions of $M$ and $A$ we have

$$
M \otimes_{A} \hat{A} \simeq \hat{M}
$$

Hence if $A$ is $I$-adically complete, so is $M$.
Proof. By Theorems 1 and 6 , the $I$-adic completion of an exact sequence of finite $A$-modules is again exact. Now given $M$, let $A^{p} \longrightarrow A^{q} \longrightarrow M \rightarrow 0$ be an exact sequence; the commutative diagram

has exact rows. Here the vertical arrows are the natural maps; since completion commutes with direct sums, the two left-hand arrows are obviously isomorphisms, and hence the right-hand arrow is an isomorphism, as required.

Theorem 8.8. Let $A$ be a Noetherian ring, $I$ an ideal, and $\hat{A}$ the $I$-adic completion of $A$; then $\hat{\Lambda}$ is flat over $A$.
Proof. By Theorem 7.7 it is enough to show that $\mathfrak{a} \otimes \hat{A} \longrightarrow \hat{A}$ is injective for every ideal $\mathfrak{a} \subset A$; but $\mathfrak{a} \otimes \hat{A}=\hat{\mathfrak{a}}$, and by Theorems 1 and $6, \hat{\mathfrak{a}} \longrightarrow \hat{A}$ is injective.

Theorem 8.9 (Krull). Let $A$ be a Noetherian ring, $I$ an ideal, and $M$ a finite $A$-module; set $\bigcap_{n>0} I^{n} M=N$. Then there exists $a \in A$ such that $a \equiv 1 \bmod I$ and $a N=0$.
Proof. By NAK, it is enough to show that $N=I N$. By the Artin-Rees lemma, $I^{n} M \cap N \subset I N$ for sufficiently large $n$; now by definition of $N$, the left-hand side coincides with $N$.

Theorem 8.10 (the Krull intersection theorem).
(i) Let $A$ be a Nocthcrian ring and $I$ an idcal of $A$ with $I \subset \operatorname{rad} A$; then for any finite $A$-module the $I$-adic topology is separated, and any submodule is a closed set.
(ii) If $A$ is a Noetherian integral domain and $I \subset A$ a proper ideal, then

$$
\bigcap_{n>0} I^{n}=(0) .
$$

Proof. (i) In this case the $a$ of the previous theorem is a unit of $A$, so that $N=0$, and $M$ is separated. If $M^{\prime} \subset M$ is a submodule then $M / M^{\prime}$ is also $I$-adically separated, which is the same as saying that $M^{\prime}$ is closed in $M$.
(ii) Setting $M=A$ in the previous theorem, from $1 \notin I$ we get that $a \neq 0$, and since $a$ is not a zero-divisor, $N=0$.

Theorem 8.11. Let $A$ be a Noetherian ring, $I$ and $J$ ideals of $A$, and $M$ a finite $A$-module; write ${ }^{\text {- }}$ for the completion of an $A$-module in the $I$-adic topology, and $\psi: M \longrightarrow \hat{M}$ for the natural map. Then
$(J M)^{\wedge}=J \hat{M}=$ the closure of $\psi(J M)$ in $\hat{M}$,
and

$$
(M / J M)^{\wedge}=\hat{M} / J \hat{M} .
$$

Proof. By Theorems 1 and $6,(J M) \hat{\text { is }}$ the kernel of $\hat{M} \longrightarrow(M / J M)$, and this is equal to the closure of $\psi(J M)$ in $\hat{M}$ by Theorem 1. Now suppose $J$ $=\sum{ }_{1}^{r} a_{i} A$ and define $\varphi: M^{r} \longrightarrow M$ by $\left(\xi_{1}, \ldots, \xi_{r}\right) \mapsto \sum a_{i} \xi_{i}$. Then the sequence

$$
M^{r} \xrightarrow{\varphi} M \xrightarrow{\mu} M / J M \rightarrow 0,
$$

where $\mu$ is the natural map, is exact. The $I$-adic completion,

$$
\hat{M}^{r} \xrightarrow{\hat{\varphi}} \hat{M} \xrightarrow{\hat{\varphi}}(M / J M)^{\wedge} \rightarrow 0,
$$

is again exact. On the other hand $\hat{\varphi}$ is given by the same formula $\left(\xi_{1}, \ldots, \xi_{r}\right) \mapsto \sum a_{i} \xi_{i}$ as $\varphi$, hence $(J M)=\operatorname{Ker}(\hat{\mu})=\operatorname{Im}(\hat{\varphi})=\sum a_{i} \hat{M}=J \hat{M}$.

As is easily seen, the ( $X_{1}, \ldots, X_{n}$ ) -adic completion of the polynomial ring $A\left[X_{1}, \ldots, X_{n}\right]$ over $A$ can be identified with the formal power series ring $A \llbracket X_{1}, \ldots, X_{n} \rrbracket$. Using this we get the following theorem.

Theorem 8.12. Let $A$ be a Noetherian ring, and $I=\left(a_{1}, \ldots, a_{n}\right)$ an ideal of $A$. Then the $I$-adic completion $\hat{A}$ of $A$ is isomorphic to $A \llbracket X_{1}, \ldots, X_{n} \rrbracket /$ $\left(X_{1}-a_{1}, \ldots, X_{n}-a_{n}\right)$. Hence $\hat{A}$ is a Noetherian ring.

Proof. Let $B=A\left[X_{1}, \ldots, X_{n}\right]$, and set $I^{\prime}=\sum X_{i} B, J=\sum\left(X_{i}-a_{i}\right) B$; then $B / J \simeq A$, and the $I^{\prime}$-adic topology on $A$ considered as the $B$-module $B / J$ coincides with the $I$-adic topology of $A$. Now writing ${ }^{\text {- }}$ for the $I '$-adic completion of $B$-modules, we have

$$
\hat{A}=\hat{B} / \hat{J}=\hat{B} / J \hat{B}=A \llbracket X_{1}, \ldots, X_{n} \rrbracket /\left(X_{1}-a_{1}, \ldots, X_{n}-a_{n}\right) .
$$

Theorem 8.13. Let $A$ be a Noetherian ring, $I$ an ideal, $M$ a finite $A$-module, and $\hat{M}$ the $I$-adic completion of $M$; then the topology of $\hat{M}$ is the $I$-adic topology of $\hat{M}$ as an $A$-module, and is the $I \hat{A}$-adic topology of $\hat{M}$ as an $\hat{A}$-module.
Proof. If we let $M_{n}^{*}$ be the kernel of the map from $\hat{M}=\lim \left(M / I^{n} M\right)$ to $M / I^{n} M$, the topology of $\hat{M}$ is that defined by $\left\{M_{n}^{*}\right\}$. Thus it is enough to prove that $M_{n}^{*}=I^{n} \hat{M}$. Since $M / I^{n} M$ is discrete in the $I$-adic topology, we have $\left(M / I^{n} M\right)^{\wedge}=M / I^{n} M$ and the kernel of $\hat{M} \longrightarrow\left(M / I^{n} M\right)^{\wedge}$ is $I^{n} \hat{M}$ by Theorem 11. Therefore $M_{n}^{*}=I^{n} \hat{M}$. Moreover, $I^{n} \hat{M}$ can also be written $\left(I^{n} \hat{A}\right) \hat{M}$, and $I^{n} \hat{A}=(I \hat{A})^{n}$, so that the topology of $\hat{M}$ is also the $I \hat{A}$-adic topology.

Theorem 8.14. Let $A$ be a Noetherian ring and $I$ an ideal. If we consider $A$ with the $I$-adic topology, the following conditions are equivalent:
(1) $I \subset \operatorname{rad}(A)$;
(2) every ideal of $A$ is a closed set;
(3) the $I$-adic completion $\hat{A}$ of $A$ is faithfully flat over $A$.

Proof. We have already seen (1) $\Rightarrow(2)$.
(2) $\Rightarrow$ (3) Since $\hat{A}$ is flat over $A$, we need only prove that $\mathrm{m} \hat{A} \neq \hat{A}$ for every maximal ideal m of $A$. By assumption, $\{0\}$ is closed in $A$, so that we can assume that $A \subset \hat{A}$, and by Theorem 11, $\mathfrak{m} \hat{A}$ is the closure of $\mathfrak{m}$ in $\hat{A}$. However, $\mathfrak{m}$ is closed in $A$, so that $\mathrm{m} \hat{A} \cap A=\mathrm{m}$, and so $\mathrm{m} \hat{A} \neq \hat{A}$.
(3) $\Rightarrow$ (1) By Theorem $7.5, \mathrm{~m} \hat{A} \cap A=\mathfrak{m}$ for every maximal ideal $m$ of $A$. Now $\mathrm{m} \hat{A} \subset \hat{A}$ is a closed set by Theorems 2, (i) and 10 , (i), and since the natural map $A \longrightarrow \hat{A}$ is continuous, $\mathfrak{m}=\mathfrak{m} \hat{A} \cap A$ is closed in $A$. If $I \not \subset \mathrm{~m}$. then $I^{n}+m=A$ for every $n>0$, so that $m$ is not closed. Thus $I \subset m$.

If the conditions of the above theorem are satisfied, the topological ring $A$ is said to be a Zariski ring, and $I$ an ideal of definition of $A$. An ideal of definition is not uniquely determined; any ideal defining the same topology will do. The most important example of a Zariski ring is a Noetherian local ring $(A, m)$ with the $m$-adic topology. When discussing the completion of a local ring, we will mean the $\mathfrak{m}$-adic completion unless otherwise specified.

Theorem 8.15. Let $A$ be a semilocal ring with maximal ideals $\mathfrak{m}_{1}, \ldots, \mathfrak{m}_{r}$, and set $I-\operatorname{rad}(A)=\mathfrak{m}_{1} \mathfrak{m}_{2} \ldots \mathfrak{m}_{r}$. Then the $I$-adic completion $\widehat{A}$ of $A$ decomposes as a direct product.

$$
\hat{A}=\hat{A}_{1} \times \cdots \times \hat{A}_{r}
$$

where $A_{i}=A_{\mathrm{m}}$, and $\widehat{A}_{i}$ is the completion of the local ring $A_{i}$.
Proof. Since for $i \neq j$ and any $n>0$ we have $\mathrm{m}_{i}^{n}+\mathrm{m}_{j}^{n}=A$, Theorem 1.4 gives

$$
A / I^{n}=A / m_{1}^{n} \times \cdots \times A / m_{r}^{n} \quad \text { for } \quad n>0
$$

Hence taking the limit we get

$$
\hat{A}=\lim _{\leftrightarrows} A / I^{n}=\left(\lim _{\leftrightarrows} A / \mathfrak{m}_{1}^{n}\right) \times \cdots \times\left(\lim _{\leftrightarrows} A / \mathfrak{m}_{r}^{n}\right) .
$$

If we set $A_{i}$ for the localisation of $A$ at $\mathrm{m}_{i}$, then, since $A / \mathrm{m}_{i}^{n}$ is already local,

$$
A / \mathfrak{m}_{i}^{n}=\left(A / \mathfrak{m}_{i}^{n}\right)_{m_{i}}=A_{i} /\left(\mathfrak{m}_{i} A_{i}\right)^{n},
$$

and so $\lim A / \mathrm{m}_{i}^{n}$ can be identified with $\widehat{A}_{i}$.
We now summarise the main points proved in this section for a local Noetherian ring. Let $(A, \mathfrak{m})$ be a local Noetherian ring; then we have:
(1) $\bigcap_{n>0} \mathfrak{m}^{n}=(0)$.
(2) For $M$ a finite $A$-module and $N \subset M$ a submodule,

$$
\bigcap_{n>0}\left(N+m^{n} M\right)=N .
$$

(3) The completion $\hat{A}$ of $A$ is faithfully flat over $A$; hence $A \subset \hat{A}$, and $I \hat{A} \cap A=I$ for any ideal $I$ of $A$.
(4) $\hat{A}$ is again a Noetherian local ring, with maximal ideal $m \hat{A}$, and it has the same residue class field as $A$; moreover, $\hat{A} / \mathrm{m}^{n} \hat{A}=A / \mathrm{m}^{n}$ for all $n>0$.
(5) If $A$ is a complete local ring, then for any ideal $I \neq A, A / I$ is again a complete local ring.

Remark 1. Even if $A$ is complete, the localisation $A_{\mathfrak{p}}$ of $A$ at a prime $\mathfrak{p}$ may not be.

Remark 2. An Artinian local ring $(A, \mathrm{~m})$ is complete; in fact, it is clear from the proof of Theorem 3.2 that there exists a $v$ such that $\mathrm{m}^{v}=0$, so that $\hat{A}=\underset{\leftrightarrows}{\lim } A / \mathrm{m}^{n}=A$.

Exercises to §8. Prove the following propositions.
8.1. If $A$ is a Noetherian ring, $I$ and $J$ are ideals of $A$, and $A$ is completc both for the $I$-adic and $J$-adic topologies, then $A$ is also complete for the $(I+J)$ adic topology.
8.2. Let $A$ be a Noetherian ring, and $I\lrcorner J$ ideals of $A$; if $A$ is $I$-adically complete, it is also $J$-adically complete.
8.3. Let $A$ be a Zariski ring and $\hat{A}$ its completion. If $\mathfrak{a} \subset A$ is an ideal such that $\mathfrak{a} \hat{A}$ is principal, then $\mathfrak{a}$ is principal.
8.4. According to Theorem 8.12, if $y \in \bigcap_{v} I^{v}$ then

$$
y \in \sum_{i=1}^{n}\left(X_{i}-a_{i}\right) A \llbracket X_{1}, \ldots, X_{n} \rrbracket .
$$

Verify this directly in the special case $I=e A$, where $e^{2}=e$.
8.5. Let $A$ be a Noetherian ring and $I$ a proper ideal of $A$; consider the multiplicative set $S=1+I$ as in $\S 4$, Example 3. Then $A_{S}$ is a Zariski ring with ideal of definition $I A_{S}$, and its completion coincides with the $I$-adic completion of $\boldsymbol{A}$.
8.6. If $A$ is $I$-adically complete then $B=A \llbracket X \rrbracket$ is $(I B+X B)$-adically complete.
8.7. Let $(A, m)$ be a complete Noetherian local ring, and $\mathfrak{a}_{1} \supset \mathfrak{a}_{2} \supset \cdots$ a chain of ideals of $A$ for which $\bigcap_{v} \mathfrak{a}_{v}=(0)$; then for each $n$ there exists $v(n)$ for which $\mathfrak{a}_{v(n)} \subset \mathfrak{m}^{n}$. In other words, the linear topology defined by $\left\{a_{v}\right\}_{v=1,2, \ldots}$ is stronger than or equal to the m-adic topology (Chevalley's theorem).
8.8. Let $A$ be a Noetherian ring, $a_{1}, \ldots$, , ideals of $A$; if $M$ is a finite $A$-module and $N \subset M$ a submodule, then there exists $c>0$ such that

$$
n_{1} \geqslant c, \ldots, n_{r} \geqslant c \Rightarrow \mathfrak{a}_{1}^{n_{1}} \ldots \mathfrak{a}_{r}^{n_{r}} M \cap N=\mathfrak{a}_{1}^{n_{1}-c} \ldots \mathfrak{a}_{r}^{n_{r}-c}\left(\mathfrak{a}_{1}^{c} \ldots \mathfrak{a}_{r}^{c} M \cap N\right) .
$$

8.9. Let $A$ be a Noetherian ring and $P \in \operatorname{Ass}(A)$. Then there is an integer $c>0$ such that $P \in \operatorname{Ass}(A / I)$ for every ideal $I \subset P^{c}$ (hint: localise at $P$ ).
8.10. Show by example that the conclusion of Ex. 8.7. does not necessarily hold if $A$ is not complete.

## 9 Integral extensions

If $A$ is a subring of a ring $B$ we say that $B$ is an extension ring of $A$. In this case, an element $b \in B$ is said to be integral over $A$ if $b$ is a root of a monic polynomial with coefficients in $A$, that is if there is a relation of the form $b^{n}+a_{1} b^{n-1}+\cdots+a_{n}=0$ with $a_{i} \in A$. If every element of $B$ is integral over $A$ we say that $B$ is integral over $A$, or that $B$ is an integral extension of $A$.

Theorem 9.1. Let $A$ be a ring and $B$ an extension of $A$.
(i) An element $b \in B$ is integral over $A$ if and only if there exists a ring $C$ with $A \subset C \subset B$ and $b \in C$ such that $C$ is finitely generated as an $A$-module.
(ii) Let $\tilde{A} \subset B$ be the set of elements of $B$ integral over $A$; then $\tilde{A}$ is a subring of $B$.
Proof. (i) If $b$ is a root of $f(X)=X^{n}+a_{1} X^{n-1}+\cdots+a_{n}$, for any $P(X) \in$ $A[X]$ let $r(X)$ be the remainder of $P$ on dividing by $f$; then $P(b)=r(b)$ and $\operatorname{deg} r<n$. Hence

$$
A[b]=A+A b+\cdots+A b^{n-1},
$$

so that we can take $C$ to be $A[b]$. Conversely if an extension ring $C$ of $A$ is a finite $A$-module then every element of $C$ is integral over $A$ : for if $C=A \omega_{1}$ $+\cdots+A \omega_{n}$ and $b \in C$ then

$$
b \omega_{i}=\sum_{j} a_{i j} \omega_{j} \quad \text { with } \quad a_{i j} \in A,
$$

so that by Theorem 2.1 we get a relation $b^{n}+a_{1} b^{n-1}+\cdots+a_{n}=0$. (The lefthand side is obtained by expanding out $\operatorname{det}\left(b \delta_{i j}-a_{i j}\right)$.)
(ii) If $b, b^{\prime} \in \tilde{A}$ then we see easily that $A\left[b, b^{\prime}\right]$ is finitely generated as an $A$ module, so that its elements $b b^{\prime}$ and $b \pm b^{\prime}$ are integral over $A$.

The $\widetilde{A}$ appearing in (ii) above is called the integral closure of $A$ in $B$; if $A=\widetilde{A}$ we say that $A$ is integrally closed in $B$. In particular, if $A$ is an integral domain, and is integrally closed in its field of fractions, we say that $A$ is an integrally closed domain. If for every prime ideal $\mathfrak{p}$ of $A$ the localisation $A_{p}$ is an integrally closed domain we say that $A$ is a normal ring.
Remark. 'Normal ring' is often used to mean 'integrally closed domain'; in this book we follow the usage of Serre and Grothendieck. If $A$ is a Noetherian ring which is normal in our sense, and $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}$ are all the minimal prime ideals of $A$ then it can be seen (see Ex. 9.11) that $A \simeq A / \mathfrak{p}_{1} \times \cdots \times A / \mathfrak{p}_{r}$, and then each $A / \mathfrak{p}_{i}$ is an integrally closed domain (see Theorem 4.7). Conversely, the direct product of a finite number of integrally closed domains is normal (see Example 3 below).

Let $A \subset C \subset B$ be a chain of ring extensions; if an element $b \in B$ is integral over $C$ and $C$ is integral over $A$ then $b$ is integral over $A$. Indeed, if $b^{n}+c_{1} b^{n-1}+\cdots+c_{n}=0$ with $c_{i} \in C$ then

$$
A\left[c_{1}, \ldots, c_{n}, b\right]=\sum_{v=0}^{n-1} A\left[c_{1}, \ldots, c_{n}\right] b^{v}
$$

and since $A\left[c_{1}, \ldots, c_{n}\right]$ is a finite $A$-module, so is $A\left[c_{1}, \ldots, c_{n}, b\right]$. In particular, if we take $C$ to be the integral closure $\tilde{A}$ of $A$ in $B$ we see that $\tilde{A}$ is integrally closed in $B$.

Example 1. A UFD is an integrally closed domain - the proof is easy.
Example 2. Let $k$ be a field and $t$ an indeterminate over $k$; set $A=$ $k\left[t^{2}, t^{3}\right] \subset B=k[t]$. Then $A$ and $B$ both have the same field of fractions $K=k(t)$. Since $B$ is a UFD, it is integrally closed; but $t$ is integral over $A$, so that $B$ is the integral closure of $A$ in $K$.

Note that in this example $A \simeq k[X, Y] /\left(Y^{2}-X^{3}\right)$. Thus $A$ is the coordinate ring of the plane curve $Y^{2}=X^{3}$, which has a singularity at the origin. The fact that $A$ is not integrally closed is related to the existence of this singularity.
Example 3. If $B$ is an extension ring of $A, S \subset A$ is a multiplicative set, and $\widetilde{A}$ is the integral closure of $A$ in $B$, then the integral closurc of $A_{S}$ in $B_{S}$ is $\widetilde{A}_{S}$. The proof is again easy. It follows from this that if $A$ is an integrally closed domain, so is $A_{S}$.

Theorem 9.2. Let $A$ be an integrally closed domain, $K$ the field of fractions of $A$, and $L$ an algebraic extension of $K$. Then an element $\alpha \in L$ is integral over $A$ if and only if its minimal polynomial over $K$ has all its coefficients in $A$.
Proof. Let $f(X)=X^{n}+a_{1} X^{n-1}+\cdots+a_{n}$ be the minimal polynomial of $\alpha$ over $K$. We have $f(\alpha)=0$, so that if all the $a_{i}$ are in $A$ then $\alpha$ is integral over $A$. Conversely, if $\alpha$ is integral over $A$, then letting $\bar{L}$ be an algebraic closure of $L$ we have a splitting $f(X)=\left(X-\alpha_{1}\right) \ldots\left(X-\alpha_{n}\right)$ of $f(X)$ in $\bar{L}[X]$ into linear factors; each of the $\alpha_{i}$ is conjugate to $\alpha$ over $K$, so that there is an isomorphism $K[\alpha] \simeq K\left[\alpha_{i}\right]$ fixing the elements of $K$ and taking $\alpha$ into $\alpha_{i}$, and therefore the $\alpha_{i}$ are also integral over $A$. Then $a_{1}, \ldots, a_{n} \in A\left[\alpha_{1}, \ldots, \alpha_{n}\right]$, and hence they are integral over $A$; but $a_{i} \in K$ and $A$ is integrally closed, so that finally $a_{i} \in A$.

Example 4. Let $A$ be a UFD in which 2 is a unit. Let $f \in A$ be square-free, (that is, not divisible by the square of any prime of $A$ ). Then $A[\sqrt{ } f]$ is an integrally closed domain.
Proof. Let $\alpha$ be a square root of $f$. Let $K$ be the field of fractions of $A$; then $A$ is integrally closed in $K$ by Example 1, so that if $\alpha \in K$ we have $\alpha \in A$ and $A[\alpha]=A$, and the assertion is trivial. If $\alpha \notin K$ then the field of fractions of $A[\alpha]$ is $K(\alpha)=K+K \alpha$, and every element $\xi \in K(\alpha)$ can be written in a unique way as $\xi=x+y \alpha$ with $x, y \in K$. The minimal polynomial of $\xi$ over $K$ is $X^{2}-2 x X+\left(x^{2}-y^{2} f\right)$, so that using the previous theorem, if $\xi$ is integral over $A$ we get $2 x \in A$ and $x^{2}-y^{2} f \in A$. By assumption, $2 x \in A$ implies $x \in A$. Hence $y^{2} f \in A$. From this, if some prime $p$ of $A$ divides the denominator of $y$
we get $p^{2} \mid f$, which contradicts the square-free hypothesis. Thus $y \in A$, and $\xi \in A+A \alpha=A[\alpha]$, so that $A[\alpha]$ is integrally closed in $K(\alpha)$.

Lemma 1. Let $B$ be an integral domain and $A \subset B$ a subring such that $B$ is integral over $A$. Then
$A$ is a field $\Leftrightarrow B$ is a field.
Proof. ( $\Rightarrow$ ) If $0 \neq b \in B$ then there is a relation of the form $b^{n}+a_{1} b^{n-1}+\cdots$ $+a_{n}=0$ with $a_{i} \in A$, and since $B$ is an integral domain we can assume $a_{n} \neq 0$. Then

$$
b^{-1}=-a_{n}^{-1}\left(b^{n-1}+a_{1} b^{n-2}+\cdots+a_{n-1}\right) \in B .
$$

$(\Leftrightarrow)$ If $0 \neq a \in A$ then $a^{-1} \in B$, so that there is a relation $a^{-n}+c_{1} a^{-n+1}$ $+\cdots+c_{n}=0$ with $c_{i} \in A$. Then

$$
a^{-1}=-\left(c_{1}+c_{2} a+\cdots+c_{n} a^{n-1}\right) \in A
$$

Lemma 2. Let $A$ be a ring, and $B$ an extension ring which is integral over $A$. If $P$ is a maximal ideal of $B$ then $P \cap A$ is a maximal ideal of $A$. Conversely if $p$ is a maximal ideal of $A$ then therc exists a prime idcal $P$ of $B$ lying over $p$, and any such $P$ is a maximal ideal of $B$.
Proof. For $P \in \operatorname{Spec} B$ let $P \cap A=\mathfrak{p}$; then the extension $A / \mathfrak{p} \subset B / P$ is integral. Thus by Lemma 1 above, $P$ is maximal if and only if $p$ is maximal. Next, to prove that there exists $P$ lying over a given maximal ideal $\mathfrak{p}$ of $A$, it is enough to prove that $\mathfrak{p} B \neq B$. For then any maximal ideal $P$ of $B$ containing $\mathfrak{p} B$ will satisfy $P \cap A \supset p$ and $1 \notin P \cap A$, so that $P \cap A=p$. By contradiction, assume that $\mathrm{p} B=B$; then there is an expression $1=\sum_{1}^{n} \pi_{i} b_{i}$ with $b_{i} \in B$ and $\pi_{i} \in \mathfrak{p}$. If we set $C=A\left[b_{1}, \ldots, b_{n}\right]$ then $C$ is finite over $A$ and $\mathfrak{p} C=C$. Letting $C=A u_{1}+\cdots+A u_{r}$ we get $u_{i}=\sum \pi_{i j} u_{j}$ for some $\pi_{i j} \in \mathfrak{p}$, so that $\Delta=\operatorname{det}\left(\delta_{i j}-\pi_{i j}\right)$ satisfies $\Delta u_{j}=0$ for each $j$, and hence $\Delta C=0$. But $1 \in C$, so that $\Delta=0$, and on the other hand $\Delta \equiv 1 \bmod \mathfrak{p}$; therefore $1 \in \mathcal{p}$, which is a contradiction.

Theorem 9.3. Let $A$ be a ring, $B$ an extension ring which is integral over $A$ and $\mathfrak{p}$ a prime ideal of $A$.
(i) There exists a prime ideal of $B$ lying over $\mathfrak{p}$.
(ii) There are no inclusions between prime ideals of $B$ lying over $p$.
(iii) Let $A$ be an integrally closed domain, $K$ its field of fractions, and $L$ a normal field extension of $K$ in the sense of Galois theory (that is $K \subset L$ is algebraic, and for any $\alpha \in L$, all the conjugates of $\alpha$ over $K$ are in $L$ ); if $B$ is the integral closure of $A$ in $L$ then all the prime ideals of $B$ lying over $\mathfrak{p}$ are conjugate over $K$.
Proof. Localising the exact sequence $0 \rightarrow A \longrightarrow B$ at $\mathfrak{p}$ gives an exact sequence $0 \rightarrow A_{\mathfrak{p}} \longrightarrow B_{\mathrm{p}}=B \otimes_{A} A_{\mathrm{p}}$ in which $B_{\mathfrak{p}}$ is an extension ring
integral over $A_{p}$. From the commutative diagram

we see that the prime ideals of $B$ lying over $\boldsymbol{p}$ correspond bijectively with the maximal ideals of $B_{\mathrm{p}}$ lying over the maximal ideal $\mathfrak{p} A_{\mathrm{p}}$ of $A_{\mathrm{p}}$. Hence, to prove (i) and (ii) it is enough to consider the case that $p$ is a maximal ideal, which has already been done in Lemma 2.
Now for (iii). Let $P_{1}$ and $P_{2}$ be prime ideals of $B$ lying over $\mathfrak{p}$. First of all we consider the case $[L: K]<\infty ;$ let $G=\left\{\sigma_{1}, \ldots, \sigma_{r}\right\}$ be the group of $K$ automorphisms of $L$. If $P_{2} \neq \sigma_{j}^{-1}\left(P_{1}\right)$ for any $j$ then by (ii) we have $P_{2} \notin \sigma_{j}^{-1}\left(P_{1}\right)$, so that there is an element $x \in P_{2}$ not contained in any $\sigma_{j}^{-1}\left(P_{1}\right)$ for $1 \leqslant j \leqslant r$ (see Ex. 1.6). Set $y=\left(\prod_{j} \sigma_{j}(x)\right)^{q}$, where $q=1$ if char $K=0$, and $q=p^{\nu}$ for a sufficiently large integer $v$ if char $K=p>0$. Then $y \in K$, and is integral over $A$, so that $y \in A$. However, the identity map of $L$ is contained among the $\sigma_{j}$, so that $y \in P_{2}$, and hence $y \in P_{2} \cap A=p \subset P_{1}$. This contradicts $\sigma_{j}(x) \notin P_{1}$ for all $j$. Therefore $P_{2}=\sigma_{j}^{-1}\left(P_{1}\right)$ for some $j$.
If $[L: K]=\infty$ we need Galois theory for infinite extensions. Let $K^{\prime} \subset L$ be the fixed subfield of $G=\operatorname{Aut}(L / K)$; then $L$ is Galois over $K^{\prime}$ and $K \subset K^{\prime}$ is a purely inseparable extension. If $K^{\prime} \neq K$ we must have char $K=p>0$, and setting $A^{\prime}$ for the integral closure of $A$ in $K^{\prime}$ we see easily that

$$
\mathfrak{p}^{\prime}=\left\{x \in A^{\prime} \mid x^{q} \in \mathfrak{p} \text { for some } q=p^{\nu}\right\}
$$

is the unique prime ideal of $A^{\prime}$ lying over $\mathfrak{p}$. Thus replacing $K$ by $K^{\prime}$ we can assume that $L$ is a Galois extension of $K$. For any finite Galois extension $K \subset L^{\prime}$ contained in $L$ we now set

$$
F\left(L^{\prime}\right)=\left\{\sigma \in G \mid \sigma\left(P_{1} \cap L^{\prime}\right)=P_{2} \cap L^{\prime}\right\} ;
$$

then by the case of finite extensions we have just proved, $F\left(L^{\prime}\right) \neq \varnothing$. Moreover, $F\left(L^{\prime}\right) \subset G$ is closed in the Krull topology. (Recall that the Krull topology of $G$ is the topology induced by the inclusion of $G$ into the direct product of finite groups $\prod_{L^{\prime}}$ Aut $\left(L^{\prime} / K\right)$; with respect to this topology, $G$ is compact. For details see textbooks on field theory.) If $L_{i}^{\prime}$ for $1 \leqslant i \leqslant n$ are finite Galois extensions of $K$ contained in $L$ then their composite $L^{\prime \prime}$ is also a finite Galois extension of $K$, and $\bigcap F\left(L_{i}^{\prime}\right) \supset F\left(L^{\prime}\right) \neq \varnothing$, so that the family $\{F(L) \mid L \subset L$ is a finite Galois extension of $K\}$ of closed subsets of $G$ has the finite intersection property; since $G$ is compact, $\bigcap F\left(L^{\prime}\right) \neq \varnothing$. Taking $\sigma \in \bigcap_{L} F\left(L^{\prime}\right)$ we obviously have $\sigma\left(P_{1}\right)=P_{2}$.
For a ring $A$ and an $A$-algebra $B$, the following statement is called the going-up theorem: given two prime ideals $\mathfrak{p} \subset \mathfrak{p}^{\prime}$ of $A$ and a prime ideal $P$ of $B$ lying over $\mathfrak{p}$, there exists $P^{\prime} \in \operatorname{Spec} B$ such that $P \subset P^{\prime}$ and $P^{\prime} \cap A=\boldsymbol{p}^{\prime}$. Similarly, the going-down theorem is the following statement: given $\mathfrak{p} \subset \mathfrak{p}^{\prime}$
and $P^{\prime} \in \operatorname{Spec} B$ lying over $p^{\prime}$, there exists $P \in \operatorname{Spec} B$ such that $P \subset P^{\prime}$ and $P \cap A=p$.
Theorem 9.4. (i) If $B \supset A$ is an extension ring which is integral over $A$ then the going-up theorem holds.
(ii) If in addition $B$ is an integral domain and $A$ is integrally closed, the going-down theorem also holds.
Proof. (i) Suppose $\mathfrak{p} \subset \mathfrak{p}^{\prime}$ and $P$ are given as above. Since $P \cap A=\mathfrak{p}$, we can think of $B / P$ as an extension ring of $A / \mathfrak{p}$, and it is integral over $A / \mathfrak{p}$ because the condition that an element of $B$ is integral over $A$ is preserved by the homomorphism $B \longrightarrow B / P$. By (i) of the previous theorem there is a prime ideal of $B / P$ lying over $p^{\prime} / \mathfrak{p}$, and writing $P^{\prime}$ for its inverse image in $B$ we have $P^{\prime} \in \operatorname{Spec} B$ and $P^{\prime} \cap A=p^{\prime}$.
(ii) Let $K$ be the field of fractions of $A$, and let $L$ be a normal extension field of $K$ containing $B$; set $C$ for the integral closure of $A$ in $L$. Suppose given prime ideals $\mathfrak{p} \subset \mathfrak{p}^{\prime}$ of $A$ and $P^{\prime} \in \operatorname{Spec} B$ such that $P^{\prime} \cap A=\mathfrak{p}^{\prime}$, and choose $Q^{\prime} \in \operatorname{Spec} C$ such that $Q^{\prime} \cap B=P^{\prime}$. Choose also a prime ideal $Q$ of $C$ over $p$, so that using the going-up theorem we can find a prime ideal $Q_{1}$ of $C$ containing $Q$ and lying over $\mathfrak{p}^{\prime}$. Both $Q_{1}$ and $Q^{\prime}$ lie over $\mathfrak{p}^{\prime}$, so that by (iii) of the previous theorem there is an automorphism $\sigma \in \operatorname{Aut}(L / K)$ such that $\sigma\left(Q_{1}\right)=Q^{\prime}$. Setting $\sigma(Q)=Q_{2}$ we have $Q_{2} \subset Q^{\prime}$, and $Q_{2} \cap A=Q \cap A=p$, so that setting $P=Q_{2} \cap B$ we get $P \cap A=p, P \subset Q^{\prime} \cap B=P^{\prime}$. (For a different proof of (ii) which does not use Theorem 3, (iii), see [AM], (5.16), or [Kunz].)

We now treat another important case in which the going-down theorem holds.

Theorem 9.5. Let $A$ be a ring and $B$ a flat $A$-algebra; then the going-down theorem holds between $A$ and $B$.
Proof. Let $\mathfrak{p} \subset \mathfrak{p}^{\prime}$ be prime ideals of $A$, and let $P^{\prime}$ be a prime ideal of $B$ lying over $p^{\prime}$; then $B_{p}$. is faithfully flat over $A_{p^{\prime}}$, so that by Theorem 7.3 $\operatorname{Spec}\left(B_{P}\right) \longrightarrow \operatorname{Spec}\left(A_{p}\right)$ is surjective. Hence there is a prime ideal $\mathfrak{P}$ of $B_{P^{\prime}}$ lying over $\mathfrak{p} A_{\mathfrak{p}}$, and setting $\mathfrak{P} \cap B=P$ we obviously have $P \subset P^{\prime}$ and $P \cap A=p$.

Theorem 9.6. Let $A \subset B$ be integral domains such that $A$ is integrally closed and $B$ is integral over $A$; then the canonical map $f: \operatorname{Spec} B \longrightarrow \operatorname{Secc} A$ is open. More precisely, for $t \in B$, let $X^{n}+a_{1} X^{n-1}+\cdots+a_{n}$ be a monic polynomial with coefficients in $A$ having $t$ as a root and of minimal degree; then

$$
f(D(t))=\bigcup_{i=1}^{n} D\left(a_{i}\right),
$$

where the notation $D()$ is as in $\$ 4$.
$\operatorname{Proof}$ (H. Seydi [4]). By Theorem 2, $F(X)=X^{n}+a_{1} X^{n-1}+\cdots+a_{n}$ is
irreducible over the field of fractions of $A$; if we set $C=A[t]$ then $C \simeq A[X] /\left(F(X)\right.$ ), so $C$ is a free $A$-module with basis $1, t, t^{2}, \ldots, t^{n-1}$, and is hence faithfully flat over $A$. Suppose that $P \in D(t)$, so that $P \in \operatorname{Spec} B$ with $t \notin P$, and set $\mathfrak{p}=P \cap A$; then $\mathfrak{p} \in \bigcup_{i} D\left(a_{i}\right)$, since otherwise $a_{i} \in \mathfrak{p}$ for all $i$, and so $t^{n} \in P$, hence $t \in P$, which is a contradiction.
Conversely, given $\mathfrak{p} \in \bigcup_{i} D\left(a_{i}\right)$, suppose that $t \in \sqrt{ }(p C)$; then for sufficiently large $m$ we have $t^{m}=\sum_{i=1}^{n} b_{i} t^{n-i}$ with $b_{i} \in p$. We can take $m \geqslant n$. Then $X^{m}$ $-\sum_{1}^{n} b_{i} X^{n-i}$ is divisible by $F(X)$ in $A[X]$, which implies that $X^{m}$ is divisible by $\bar{F}(X)=X^{n}+\sum \bar{a}_{i} X^{n-i}$ in $(A / p)[X]$; since at least one of the $\bar{a}_{i}$ is nonzero, this is a contradiction. Thus $t \notin \sqrt{ }(p C)$, so that there exists $Q \in \operatorname{Spec} C$ with $t \notin Q$ and $\mathfrak{p} C \leftharpoondown Q$. Setting $Q \cap A=\mathfrak{q}$ we have $\mathfrak{p}\ulcorner\mathfrak{q}$, so that by the previous theorem there exists $P_{1} \in \operatorname{Spec} C$ satisfying $P_{1} \cap A=p$ and $P_{1} \subset Q$. Since $B$ is integral over $C$ there exists $P \in \operatorname{Spec} B$ lying over $P_{1}$. We have $P \in D(t)$, since otherwise $t \in P \cap C=P_{1} \subset Q$, which contradicts $t \notin Q$. This proves that

$$
f(D(t))=\bigcup D\left(a_{i}\right) .
$$

Any open set of $\operatorname{Spec} B$ is a union of open sets of the form $D(t)$, and hence $f: \operatorname{Spec} B \longrightarrow \operatorname{Spec} A$ is open.

Exercises to §9. Prove the following propositions.
9.1. Let $A$ be a ring, $A \subset B$ an integral extension, and $\mathfrak{p}$ a prime ideal of $A$. Suppose that $B$ has just one prime ideal $P$ lying over $\mathfrak{p}$; then $B_{P}=B_{p}$.
9.2. Let $A$ be a ring and $A \subset B$ an integral extension ring. Then $\operatorname{dim} A=$ $\operatorname{dim} B$.
9.3. Let $A$ be a ring, $A \subset B$ a finitely generated integral extension of $A$, and $\mathfrak{p ~ a ~}$ prime ideal of $A$. Then $B$ has only a finite number of prime ideals lying over p.
9.4. Let $A$ be an integral domain and $K$ its field of fractions. We say that $x \in K$ is almost integral over $A$ if there exists $0 \neq a \in A$ such that $a x^{n} \in A$ for all $n>0$. If $x$ is integral over $A$ it is almost integral, and if $A$ is Noetherian the converse holds.
9.5. Let $A \subset K$ be as in the previous question. Say that $A$ is completely integrally closed if every $x \in K$ which is almost integral over $A$ belongs to $A$. If $A$ is completely integrally closed, so is $A \llbracket X \rrbracket$.
9.6. Let $A$ be an integrally closed domain, $K$ its field of fractions, and let $f(X) \in A[X]$ be a monic polynomial. Then if $f(X)$ is reducible in $K[X]$ it is also reducible in $A[X]$.
9.7. Let $m \in \mathbb{Z}$ be square-free, and write $A$ for the integral closure of $\mathbb{Z}$ in $\mathbb{Q}[\sqrt{ } m]$. Then $A=\mathbb{Z}[(1+\sqrt{ } m) / 2]$ if $m \equiv 1 \bmod 4$, and $A=$ $\mathbb{Z}[\sqrt{ } m]$ otherwise.
9.8. Let $A$ be a ring and $A \subset B$ an integral extension. If $P$ is a prime ideal of $B$ with $p=P \cap A$ then ht $P \leqslant h t p$.
9.9. Let $A$ be a ring and $B$ an $A$-algebra, and suppose that the going-down theorem holds between $A$ and $B$. If $P$ is a prime ideal of $B$ with $\mathfrak{p}=P \cap A$ then ht $P \geqslant h t \mathrm{p}$.
9.10. Let $K$ be a field and $L$ an extension field of $K$. If $P$ is a prime ideal of $L\left[X_{1}, \ldots, X_{n}\right]$ and $\mathfrak{p}=P \cap K\left[X_{1}, \ldots, X_{n}\right]$ then $h t P \geqslant h t p$, and equality holds if $L$ is an algebraic extension of $K$. Moreover, if two polynomials $f(x), g(x) \in K\left[X_{1}, \ldots, X_{n}\right]$ have no common factors in $K\left[X_{1}, \ldots, X_{n}\right]$, they have none in $L\left[X_{1}, \ldots, X_{n}\right]$.
9.11. Let $A$ be a Noetherian ring and $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{\mathrm{r}}$ all the minimal prime ideals of $A$. Suppose that $A_{\boldsymbol{p}}$ is an integral domain for all $\mathfrak{p} \in \operatorname{Spec} A$. Then (i) Ass $A$ $=\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}\right\} ;$ (ii) $\mathfrak{p}_{1} \cap \cdots \cap \mathfrak{p}_{r}=\operatorname{nil}(A)=0$; (iii) $\mathfrak{p}_{i}+\bigcap_{j \neq i} \mathfrak{p}_{j}=A$ for all $i$. It follows that $A \simeq A / \mathfrak{p}_{1} \times \cdots \times A / \mathfrak{p}_{r}$.

## 4

## Valuation rings

From Hensel's theory of p-adic numbers onwards, valuation theory has been an important tool of number theory and the theory of function fields in one variable; the main object of study was however the multiplicative valuations which generalise the usual notion of absolute value of a number. In contrast, Krull defined and studied valuation rings from a more ringtheoretic point of view ([3], 1931). His theory was immediately applied to algebraic geometry by Zariski. In $\S 10$ we treat the elementary parts of their theory. Discrete valuation rings (DVRs) and Dedekind rings, the classical objects of study, are treated in the following §11, which also includes the Krull-Akizuki theorem, so that this section contains the theory of onedimensional Noetherian rings. In $\S 12$ we treat Krull rings, which should be thought of as a natural extension of Dedekind rings; we go as far as a recent theorem of J. Nishimura.

This book is mainly concerned with Noetherian rings, and general valuation rings and Krull rings are the most important rings outside this category. The present chapter is intended as complementary to the theory of Noetherian rings, and we have left out quite a lot on valuation theory. The reader should consult [B6,7], [ZS] or other textbooks for more information.

## 10 General valuations

An integral domain $R$ is a valuation ring if every element $x$ of its field of fractions $K$ satisfies

$$
x \notin R \Rightarrow x^{-1} \in R ;
$$

(if we write $R^{-1}$ for the set of inverses of non-zero elements of $R$ then this condition can be expressed as $R \cup R^{-1}=K$ ). We also say that $R$ is a valuation ring of $K$. The case $R=K$ is the trivial valuation ring.

If $R$ is a valuation ring then for any two ideals $I, J$ of $R$ either $I \subset J$ or $J \subset I$ must hold; indeed, if $x \in I$ and $x \notin J$ then for any $0 \neq y \in J$ we have $x / y \notin R$, so that $y / x \in R$ and $y=x(y / x) \in I$, therefore $J \subset I$. Thus the ideals of $R$ form a totally ordered set. In particular, since $R$ has only one
maximal ideal, $R$ is a local ring. We write m for the maximal ideal of $R$. Then as one sees easily, $K-R=\left\{x \in K^{*} \mid x^{-1} \in \mathfrak{m}\right\}$, where we write $K^{*}$ for the multiplicative group $K-\{0\}$. Thus $R$ is determined by $K$ and m .

If $R$ is a valuation ring of a field $K$ then any ring $R^{\prime}$ with $R \subset R^{\prime} \subset K$ is obviously also a valuation ring, and in fact we have the following stronger statement.

Theorem 10.1. Let $R \subset R^{\prime} \subset K$ be as above, let me be the maximal ideal of $R$ and $\mathfrak{p}$ that of $R^{\prime}$, and suppose that $R \neq R^{\prime}$. Then
(i) $\mathfrak{p} \subset \mathfrak{m} \subset R \subset R^{\prime}$ and $\mathfrak{p} \neq \mathrm{m}$.
(ii) $\mathfrak{p}$ is a prime ideal of $R$ and $R^{\prime}=R_{p}$.
(iii) $R / p$ is a valuation ring of the field $R^{\prime} / p$.
(iv) Given any valuation ring $\bar{S}$ of the field $R^{\prime} / \mathfrak{p}$, let $S$ be its inverse image in $R^{\prime}$. Then $S$ is a valuation ring having the same field of fractions $K$ as $R^{\prime}$. Proof. (i) If $x \in \mathfrak{p}$ then $x^{-1} \notin R^{\prime}$, so $x^{-1} \notin R$ and hence $x \in R$; $x$ is not a unit of $R$, so that $x \in \mathfrak{m}$. Also, since $R \neq R^{\prime}$ we have $p \neq \mathfrak{m}$.
(ii) We know that $\mathfrak{p} \subset R$, so that $\mathfrak{p}=\mathfrak{p} \cap R$, and this is a prime ideal of $R$. Since $R-\mathfrak{p} \subset R^{\prime}-\mathfrak{p}=\left\{\right.$ units of $\left.R^{\prime}\right\}$ we have $R_{\mathfrak{p}} \subset R^{\prime}$, and moreover by construction, the maximal ideal of $R_{\mathrm{p}}$ is contained in the maximal ideal $\mathfrak{p}$ of $R^{\prime}$. Thus by (i), $R_{\mathrm{p}}=R^{\prime}$.
(iii) Write $\varphi: R^{\prime} \longrightarrow R^{\prime} / \mathfrak{p}$ for the natural map; then for $x \in R^{\prime}-\mathfrak{p}$, if $x \in R$ we have $\varphi(x) \in R / \mathfrak{p}$, and if $x \notin R$ we have $\varphi(x)^{-1}=\varphi\left(x^{-1}\right) \in R / \mathfrak{p}$, and therefore $R / \mathfrak{p}$ is a valuation ring of $R^{\prime} / \mathfrak{p}$.
(iv) Note that $p \subset S$ and $S / p=\bar{S}$, so that if $x \in R^{\prime}$ and $x \notin S$ then $x$ is a unit of $R^{\prime}$, and $\varphi(x) \notin \bar{S}$. Thus $\varphi\left(x^{-1}\right)=\varphi(x)^{-1} \in \bar{S}$, and hence $x^{-1} \in S$. If on the other hand $x \in K-R^{\prime}$ then $x^{-1} \in \mathfrak{p} \subset S$, so that we have proved that $S \cup S^{-1}=K$.
The valuation ring $S$ in (iv) is called the composite of $R^{\prime}$ and $\bar{S}$. According to (iii), every valuation ring of $K$ contained in $R^{\prime}$ is obtained as the composite of $R^{\prime}$ and a valuation ring of $R^{\prime} / \mathbf{p}$.

Quite generally, we write $m_{R}$ for the maximal ideal of a local ring $R$. If $R$ and $S$ are local rings with $R \supset S$ and $m_{R} \cap S=m_{S}$ we say that $R$ dominates $S$, and write $R \geqslant S$. If $R \geqslant S$ and $R \neq S$, we write $R>S$.
Theorem 10.2. Let $K$ be a field, $A \subset K$ a subring, and $p$ a prime ideal of $A$. Then there exists a valuation ring $R$ of $K$ satisfying

$$
R \supset A \quad \text { and } \quad \mathfrak{m}_{\mathbb{R}} \cap A=\mathfrak{p} .
$$

Proof. Replacing $A$ by $A_{\mathfrak{p}}$ we can assume that $A$ is a local ring with $\mathfrak{p}=\mathfrak{m}_{A}$. Now write $\mathscr{F}$ for the set of all subrings $B$ of $K$ containing $A$ and such that $1 \notin \mathfrak{p} B$. Now $A \in \mathscr{F}$, and if $\mathscr{L} \subset \mathscr{F}$ is a subset totally ordered by inclusion then the union of all the elements of $\mathscr{L}$ is again an element of $\mathscr{F}$, so that, by

Zorn's lemma, $\mathscr{F}$ has an element $R$ which is maximal for inclusion. Since $\mathfrak{p} R \neq R$ there is a maximal ideal $m$ of $R$ containing $\mathfrak{p} R$. Then $R \subset R_{m} \in \mathscr{F}$, so that $R=R_{\mathrm{m}}$, and $R$ is local. Also $\mathfrak{p} \subset m$ and $p$ is a maximal ideal of $A$, so that $\mathfrak{m} \cap A=\mathfrak{p}$. Thus it only remains to prove that $R$ is a valuation ring of $K$. If $x \in K$ and $x \notin R$ then since $R[x] \notin \mathscr{F}$ we have $1 \in \mathfrak{p} R[x]$, and there exists a relation of the form

$$
1=a_{0}+a_{1} x+\cdots+a_{n} x^{n} \quad \text { with } \quad a_{i} \in p R .
$$

Since $1-a_{0}$ is unit of $R$ we can modify this to get a relation
(*) $1=b_{1} x+\cdots+b_{n} x^{n}$ with $b_{i} \in \mathrm{~m}$.
Among all such relations, choose one for which $n$ is as small as possible. Similarly, if $x^{-1} \notin R$ we can find a relation

$$
\left(^{* *}\right) \quad 1=c_{1} x^{-1}+\cdots+c_{m} x^{-m} \quad \text { with } \quad c_{i} \in \mathfrak{m},
$$

and choose one for which $m$ is as small as possible. If $n \geqslant m$ we multiply $\left(^{* *}\right)$ by $b_{n} x^{n}$ and subtract from ( ${ }^{*}$ ), and obtain a relation of the form $\left(^{*}\right)$ but with a strictly smaller degree $n$, which is a contradiction; if $n<m$ then we get the same contradiction on interchanging the roles of $x$ and $x^{-1}$. Thus if $x \notin R$ we must have $x^{-1} \in R$.

Theorem 10.3. A valuation ring is integrally closed.
Proof. Let $R$ be a valuation ring of a field $K$, and let $x \in K$ be integral over $R$, so that $x^{n}+a_{1} x^{n-1}+\cdots+a_{n}=0$ with $a_{i} \in R$. If $x \notin R$ then $x^{-1} \in \mathfrak{m}_{R}$, but then

$$
1+a_{1} x^{-1}+\cdots+a_{n} x^{-n}=0,
$$

and we get $1 \in \mathfrak{m}_{R}$, which is a contradiction. Hence $x \in R$.
Theorem 10.4. Let $K$ be a field, $A \subset K$ a subring, and let $B$ be the integral closure of $A$ in $K$. Then $B$ is the intersection of all the valuation rings of $K$ containing $A$.
Pronf. Write $B^{\prime}$ for the intersection of all valuation rings of $K$ containing $A$, so that by the previous theorem we have $B^{\prime} \supset B$. To prove the opposite inclusion it is enough to show that for any element $x \in K$ which is not integral over $\Lambda$ there is a valuation ring of $K$ containing $A$ but not $x$. Set $\boldsymbol{x}^{-1}=y$. The ideal $y A[y]$ of $A[y]$ does not contain 1 :for if $1=a_{1} y+$ $a_{2} y^{2}+\cdots+a_{n} y^{n}$ with $a_{i} \in A$ then $x$ would be integral over $A$, contradicting the assumption. Therefore there is a maximal ideal $p$ of $A[y]$ containing $y A[y]$, and by Theorem 2 there exists a valuation ring $R$ of $K$ such that $\boldsymbol{R} \supset A[y]$ and $\mathfrak{m}_{R} \cap A[y]=\mathfrak{p}$. Now $y=x^{-1} \in \mathfrak{m}_{R}$, so that $x \notin R$.
Let $K$ be a field and $A \subset K$ a subring. If a valuation ring $R$ of $K$ contains $A$ we say that $R$ has a centre in $A$, and the prime ideal $\mathrm{m}_{R} \cap A$ of $A$ is called the centre of $R$ in $A$. The set of valuation rings of $K$ having a centre in $A$ is called the Zariski space or the Zariski Riemann surface of $K$ over $A$, and written
$\operatorname{Zar}(K, A)$. We will treat $\operatorname{Zar}(K, A)$ as a topological space, introducing a topology as follows.

For $x_{1}, \ldots, x_{n} \in K$, set $U\left(x_{1}, \ldots, x_{n}\right)=\operatorname{Zar}\left(K, A\left[x_{1}, \ldots, x_{n}\right]\right)$. Then since

$$
U\left(x_{1}, \ldots, x_{n}\right) \cap U\left(y_{1}, \ldots, y_{m}\right)=U\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right),
$$

the collection $\mathscr{F}=\left\{U\left(x_{1}, \ldots, x_{n}\right) \mid n \geqslant 0\right.$ and $\left.x_{i} \in K\right\}$ is the basis for the open sets of a topology on $\operatorname{Zar}(K, A)$. That is, we take as open sets the subsets of $\operatorname{Zar}(K, A)$ which can be written as a union of elements of $\mathscr{F}$. As in the case of Spec, this topology is called the Zariski topology.
Theorem 10.5. $\operatorname{Zar}(K, A)$ is quasi-compact.
Proof. It is enough to prove that if $\mathscr{A}$ is a family of closed sets of $\operatorname{Zar}(K, A)$ having the finite intersection property (that is, the intersection of any finite number of elements of $\mathscr{A}$ is non-empty) then the intersection of all the elements of $\mathscr{A}$ is non-empty. By Zorn's lemma there exists a maximal family of closed sets $\mathscr{A}^{\prime}$ having the finite intersection property and containing $\mathscr{A}$. Since it is then enough to show that the intersection of all the elements of $\mathscr{A}{ }^{\prime}$ is non-empty, we can take $\mathscr{A}=\mathscr{A}^{\prime}$. Then it is easy to see that $\mathscr{A}$ has the following properties:
(人) $F_{1}, \ldots, F_{r} \in \mathscr{A} \Rightarrow F_{1} \cap \cdots \cap F_{r} \in \mathscr{A}$;
( $\beta$ ) $Z_{1}, \ldots, Z_{n}$ are closed sets and $Z_{1} \cup \cdots \cup Z_{n} \in \mathscr{A} \Rightarrow Z_{i} \in \mathscr{A}$ for some $i$;
$(\gamma)$ if a closed set $F$ contains an element of $\mathscr{A}$ then $F \in \mathscr{A}$.
For a subset $F \subset \operatorname{Zar}(K, A)$ we write $F^{\mathfrak{c}}$ to denote the complement of $F$. If $F \in \mathscr{A}$ and $F^{\mathfrak{c}}=\bigcup_{\lambda} U_{\lambda}$ then $F=\bigcap_{\lambda} U_{\lambda}^{c}$, and moreover if $U\left(x_{1}, \ldots, x_{n}\right)^{c}=$ $\bigcup_{i=1}^{n} U\left(x_{i}\right)^{c} \in \mathscr{A}$ then by $(\beta)$ above one of the $U\left(x_{i}\right)^{c}$ must belong to $\mathscr{A}$. Hence the intersection of all the elements of $\mathscr{A}$ is the same thing as the intersection of the sets of the form $U(x)^{\text {c }}$ belonging to $\mathscr{A}$. Set

$$
\Gamma=\left\{y \in K \mid U\left(y^{-1}\right)^{\mathrm{c}} \in \mathscr{A} .\right\} .
$$

Now since the condition for $R \in \operatorname{Zar}(K, A)$ to belong to $U\left(y^{-1}\right)^{\mathrm{c}}$ is that $y \in \mathfrak{m}_{R}$, the intersection of all the elements of $\mathscr{A}$ is equal to

$$
\left\{R \in \operatorname{Zar}(K, A) \mid \mathfrak{m}_{R} \supset \Gamma\right\} .
$$

Write $I$ for the ideal of $A[\Gamma]$ generated by $\Gamma$. If $1 \notin I$ then by Theorem 2 , the above set is non-empty, as required to prove. But if $1 \in I$ then there is a finite subset $\left\{y_{1}, \ldots, y_{r}\right\} \subset \Gamma$ such that $1 \in \sum y_{i} A\left[y_{1}, \ldots, y_{r}\right]$; but then $U\left(y_{1}^{-1}\right)^{\mathrm{c}} \cap \cdots \cap U\left(y_{r}^{-1}\right)^{\mathrm{c}}=\varnothing$, which contradicts the finite intersection property of $\mathscr{A}$.
When $K$ is an algebraic function field over an algebraically closed field $k$ of characteristic 0 (that is, $K$ is a finitely generated extension of $k$ ), Zariski gave a classification of valuation rings of $K$ containing $k$, and using this and the compactness result above, he succeeded in giving an algebraic proof in characteristic 0 of the resolution of singularities of algebraic varieties of dimension 2 and 3. However, Hironaka's general proof of resolution of
singularities in characteristic 0 in all dimensions was obtained by other methods, without the use of valuation theory.

As we saw at the beginning of this section, the ideals of $R$ form a totally ordered set under inclusion. This holds not just for ideals, but for all $R$ modules contained in $K$. In particular, if we set

$$
G=\{x R \mid x \in K \quad \text { and } \quad x \neq 0\},
$$

then $G$ is a totally ordered set under inclusion; we will, however, give $G$ the opposite order to that given by inclusion. That is, we define $\leqslant$ by

$$
x R \leqslant y R \Leftrightarrow x R \supset y R .
$$

Moreover, $G$ is an Abelian group with product $(x R) \cdot(y R)=x y R$. In general, an Abelian group $H$ written additively, together with a total order relation $\geqslant$ is called an ordered group if the axiom

$$
x \geqslant y, z \geqslant t \Rightarrow x+z \geqslant y+t
$$

holds. This axiom implies

$$
\text { (1) } x>0, \quad y \geqslant 0 \Rightarrow x+y>0, \text { and (2) } x \geqslant y \Rightarrow-y \geqslant-x .
$$

We make an ordered set $H \cup\{\infty\}$ by adding to $H$ an element $\infty$ bigger than all the elements of $H$, and fix the conventions $\infty+\alpha=\infty$ for $\alpha \in H$ and $\propto+\infty=\propto$. A map $v: K \longrightarrow H \cup\{\infty\}$ from a field $K$ to $H \cup\{\infty\}$ is called an additive valuation or just a valuation of $K$ if it satisfies the conditions
(1) $v(x y)=v(x)+v(y)$;
(2) $v(x+y) \geqslant \min \{v(x), v(y)\}$;
(3) $v(x)=\infty \Leftrightarrow x=0$.

If we write $K^{*}$ for the multiplicative group of $K$ then $v$ defines a homomorphism $K^{*}-, H$; the image is a subgroup of $H$, called the value groups of $v$. We also set

$$
R_{v}=\{x \in K \mid v(x) \geqslant 0\} \quad \text { and } \quad m_{v}=\{x \in K \mid v(x)>0\},
$$

obtaining a valuation ring $R_{v}$ of $K$ with $m_{v}$ as its maximal ideal, and call $R_{v}$ the valuation ring of $v$, and $m_{v}$ the valuation ideal of $v$. Conversely, if $R$ is a valuation ring of $K$, then the group $G=\left\{x R \mid x \in K^{*}\right\}$ described above is an ordered group, and we obtain an additive valuation of $K$ with value group O by defining $v: K \longrightarrow G \cup\{\infty\}$ by $v(0)=\infty$ and $v(x)=x R$ for $x \in K^{*}$ (there is no real significance in whether or not we rewrite the multiplication in $\mathbf{G}$ additively); the valuation ring of $v$ is $R$. The additive valuation corresponding to a valuation ring $R$ is not quite unique, but if $v$ and $v^{\prime}$ are two additive valuations of $K$ with value groups $H$ and $H^{\prime}$ and both having the valuation ring $R$ then there exists an order-isomorphism $\varphi: H \longrightarrow H^{\prime}$ such that $v^{\prime}=\varphi v$ (prove this!). Thus we can think of valuation rings and additive valuations as being two aspects of the same thing.

We now give some examples of ordered groups:
(1) the additive group of real numbers $\mathbb{R}$ (this is isomorphic to the multiplicative group of positive reals), or any subgroup of this;
(2) the group $\mathbb{Z}$ of rational integers;
(3) the direct product $\mathbb{Z}^{n}$ of $n$ copies of $\mathbb{Z}$, with lexicographical order, that is

$$
\left(a_{1}, \ldots, a_{n}\right)<\left(b_{1}, \ldots, b_{n}\right) \Leftrightarrow\left\{\begin{array}{l}
\text { the first non-zero element of } \\
b_{1}-a_{1}, \ldots, b_{n}-a_{n} \text { is positive. }
\end{array}\right.
$$

An ordered group $G$ is said to be Archimedean if it is order-isomorphic to a suitable subgroup of $\mathbb{R}$. The name is explained by the following theorem: the condition in it is known as the Archimedean axiom. (Note that our usage is completely unrelated to that in number theory, where nonArchimedean fields are $p$-adic fields, as opposed to subfields of $\mathbb{R}$ and $\mathbb{C}$ with the usual 'Archimedean' metrics.)
Theorem 10.6. Let $G$ be an ordered group; then $G$ is Archimedean if and only if the following condition holds:
if $a, b \in G$ with $a>0$, there exists a natural number $n$ such that $n a>b$. Proof. The condition is obviously necessary, and we prove sufficiency. If $G=\{0\}$ then we can certainly embed $G$ in $\mathbb{R}$. Suppose that $G \neq\{0\}$. Fix some $0<x \in G$. For any $y \in G$, there is a well-defined largest integer $n$ such that $n x \leqslant y$ (if $y \geqslant 0$ this is clear by assumption; if $y<0$, let $m$ be the smallest integer such that $-y \leqslant m x$, and set $n=-m$ ). Let this be $n_{0}$. Now set $y_{1}=y-n_{0} x$ and let $n_{1}$ be the largest integer $n$ such that $n x \leqslant 10 y_{1}$; we have $0 \leqslant n_{1}<10$. Set $y_{2}=10 y_{1}-n_{1} x$ and let $n_{2}$ be the largest integer $n$ such that $n x \leqslant 10 y_{2}$. Continuing in the same way, we find integers $n_{0}$, $n_{1}, n_{2}, \ldots$, and set $\varphi(y)=\alpha$, where $\alpha$ is the real number given by the decimal expression $n_{0}+0 . n_{1} n_{2} n_{3} \ldots$. Then it can easily be checked that $\varphi: G \longrightarrow \mathbb{R}$ is order-preserving, in the sense that $y<y^{\prime}$ implies $\varphi(y) \leqslant \varphi\left(y^{\prime}\right)$.

We also see that $\varphi$ is injective. For this, we only need to observe that if $y<y^{\prime}$ then there exists a natural number $r$ such that $x<10^{r}\left(y^{\prime}-y\right)$; the details are left to the reader.

Finally we show that $\varphi$ is a group homomorphism. For $y \in G$, we write $n / 10^{r}$ with $n \in \mathbb{Z}$ to denote the number obtained by taking the first $r$ decimal places of $\varphi(y)$; the numerator $n$ is determined by the property that $n x \leqslant 10^{r} y<(n+1) x$. For $y^{\prime} \in G$, if $n^{\prime} x \leqslant 10^{r} y^{\prime}<\left(n^{\prime}+1\right) x$ then we have

$$
\left(n+n^{\prime}\right) x \leqslant 10^{r}\left(y+y^{\prime}\right)<\left(n+n^{\prime}+2\right) x,
$$

and hence

$$
\varphi\left(y+y^{\prime}\right)-\left(n+n^{\prime}\right) \cdot 10^{-r}<2.10^{-r},
$$

so that

$$
\left|\varphi\left(y+y^{\prime}\right)-\varphi(y)-\varphi\left(y^{\prime}\right)\right|<4.10^{-r}
$$

and since $r$ is arbitrary, $\varphi\left(y+y^{\prime}\right)=\varphi(y)+\varphi\left(y^{\prime}\right)$.

A non-zero group $G$ order-isomorphic to a subgroup of $\mathbb{P}$ is said to have rank 1. The rational rank of an ordered group $G$ of rank 1 is the maximum number of elements of $G$ (viewed as a subgroup of $\mathbb{R}$ ) which are linearly independent over $\mathbb{Z}$. For example, the additive group $G=\mathbb{Z}+\mathbb{Z} \sqrt{ } 2 \subset \mathbb{R}$ is an ordered group of rank 1 and rational rank 2.

Theorem 10.7. Let $R$ be a valuation ring having value group $G$. Then $G$ has rank $1 \Leftrightarrow R$ has Krull dimension 1.
Proof. $(\Rightarrow)$ Since $G \neq 0, R$ is not a field. Suppose that $p$ is a prime ideal of $R$ distinct from $\mathfrak{m}_{R}$. Let $\xi \in \mathfrak{m}_{R}$ be such that $\xi \notin \mathfrak{p}$, and set $v(\xi)=x$, where $v$ is the additive valuation corresponding to $R$. Suppose that $0 \neq \eta \in \mathfrak{p}$, and set $y=$ $\nu(\eta)$; then $y \in G$ and $x>0$, so that $n x>y$ for some sufficiently large natural number $n$. This means that $\xi^{n} / \eta \in R$, so that $\xi^{n} \in \eta R \subset \mathfrak{p}$; then since $\mathfrak{p}$ is prime we have $\xi \in \mathfrak{p}$, which is a contradiction. Therefore $\mathfrak{p}=(0)$. The only prime ideals of $R$ are $\mathrm{m}_{R}$ and ( 0 ), which means $\operatorname{dim} R=1$.
$(\Leftrightarrow)$ If $0 \neq \eta \in \mathfrak{m}_{R}$ then $m_{R}$ is the unique prime ideal containing $\eta R$, and hence $\sqrt{ }(\eta R)=\mathfrak{m}_{R}$. Thus for any $\xi \in \mathfrak{m}_{R}$ there exists a natural number $n$ such that $\xi^{n} \in \eta R$. From this one sees easily that $G$ satisfies the Archimedean axiom.

Exercises to §10. Prove the following propositions.
10.1. In a valuation ring any finitely generated ideal is principal.
10.2. If $R$ is a valuation ring then an $R$-module $M$ is flat if and only if it is torsionfree (that is, $a \neq 0, x \neq 0 \Rightarrow a x \neq 0$ for $a \in R, x \in M$ ).
10.3. In Theorem 10.4, if $A$ is a local ring then $B$ is the intersection of the valuation rings of $K$ dominating $A$.
10.4. If $R$ is a valuation ring of Krull dimension $\geqslant 2$ then the formal power series ring $R[X \rrbracket$ is not integrally closed ([B5], Ex. 27, p. 76 and Seidenberg [1]).
10.5. If $R$ is a valuation ring of $K$ rull dimension 1 and $K$ its field of fractions then there do not exist any rings intermediate between $R$ and $K$. In other words $R$ is maximal among proper subrings of $K$. Conversely if a ring $R$, not a field, is a maximal proper subring of a field $K$ then $R$ is a valuation ring of Krull dimension 1.
10.6. If $v$ is an additive valuation of a field $K$, and if $\alpha, \beta \in K$ are such that $v(\alpha) \neq v(\beta)$ then $v(\alpha+\beta)=\min (v(\alpha), v(\beta))$.
10.7. If $v$ is an additive valuation of a field $K$ and $\alpha_{1}, \ldots, \alpha_{n} \in K$ are such that $\alpha_{1}+\cdots+\alpha_{n}=0$ then there exist two indices $i, j$ such that $i \neq j$ and $v\left(\alpha_{i}\right)=v\left(\alpha_{j}\right)$.
10.8. Let $K \subset L$ be algebraic field extension of degree $[L: K]=n$, and let $S$ be a valuation ring of $L$; set $R=S \cap K$. Write $k, k^{\prime}$ for the residue fields of $S$ and $R$, and set $\left[k: k^{\prime}\right]=f$. Now let $G$ be the value group of $S$, and let $G^{\prime}$ be
the image of $K^{*}$ under the valuation map $L^{*} \longrightarrow G$; set $\left|G: G^{\prime}\right|=e$. Then $e f \leqslant n$. (The numbers $f$ and $e$ are called the degree and the ramification index of the valuation ring extension $S / R$.)
10.9. Let $L, K, S$ and $R$ be as in the previous question, and let $S_{1} \neq S$ be a valuation ring of $L$ such that $S_{1} \cap K=R$. Then neither of $S$ or $S_{1}$ contains the other.
10.10 Let $A$ be an integral domain with field of fractions $K$, and let $H$ be an ordered group. If a map $v: A \longrightarrow H \cup\{\infty\}$ satisfies conditions (1), (2) and (3) of an additive valuation (on clements of $A$ ), then $v$ can be extended uniquely to an additive valuation $K \longrightarrow H \cup\{\infty\}$.
10.11 Let $k$ be a field, $X$ and $Y$ indeterminates, and suppose that $\alpha$ is a positive irrational number. Then the map $v: k[X, Y] \longrightarrow \mathbb{R} \cup\{\infty\}$ defined by taking $\sum c_{n, m} X^{n} Y^{m}$ (with $c_{n, m} \in k$ ) into $v\left(\sum c_{n, m} X^{n} Y^{m}\right)=\min \{n+$ $\left.m \alpha \mid c_{n, m} \neq 0\right\}$ determines a valuation of $k(X, Y)$ with value group $\mathbb{Z}+\mathbb{Z} \alpha$.

## 11 DVRs and Dedekind rings

A valuation ring whose value group is isomorphic to $\mathbb{Z}$ is called a discrete valuation ring (DVR). Discrete refers to the fact that the value group is a discrete subgroup of $\mathbb{R}$, and has nothing to do with the $\mathfrak{m}$-adic topology of the local ring being discretc.
Theorem 11.1. Let $R$ be a valuation ring. Then the following conditions are equivalent.
(1) $R$ is a DVR;
(2) $R$ is a principal ideal domain;
(3) $R$ is Noetherian.

Proof. Let $K$ be the field of fractions of $R$ and $m$ its maximal ideal.
$(1) \Rightarrow(2)$ Let $v_{R}$ the additive valuation of $R$ having value group $\mathbb{Z}$; this is called the normalised additive valuation corresponding to $R$. There exists $t \in \mathfrak{m}$ such that $v_{R}(t)=1$. For $0 \neq x \in \mathfrak{m}$, the valuation $v_{R}(x)$ is a positive integer, say $v_{R}(x)=n$; then $v_{R}\left(x / t^{n}\right)=0$, so that we can write $x=t^{n} u$ with $u$ a unit of $R$. In particular $m=t R$. Let $I \neq(0)$ be any ideal of $R$; then $\left\{v_{R}(a) \mid 0 \neq a \in I\right\}$ is a set of non-negative integers, and so has a smallest element, say $n$. If $n=0$ then $I$ contains a unit of $R$, so that $I=R$. If $n>0$ then there exists an $x \in I$ such that $v_{R}(x)=n$; then $I=x R=t^{n} R$. Therefore $R$ is a principal ideal domain, and moreover every non-zero ideal of $R$ is a power of $m=t R$.
$(2) \Rightarrow(3)$ is obvious.
$(3) \Rightarrow(2)$ In general, given any two ideals of a valuation ring, one contains the other, so that any finitely generated ideal $a_{1} R+\cdots+a_{r} R$ is equal to one of the $a_{i} R$, and therefore principal. Hence, if $R$ is Noetherian every ideal of $R$ is principal.
(2) $\Rightarrow$ (1) We can write $\mathrm{m}=x R$ for some $x$. Now if we set $I=\bigcap_{v=1}^{\infty} x^{\nu} R$ then this is also a principal ideal, so that we can write $I=y R$. If we set $y=x z$, then from $y \in x^{\nu} R$ we get $z \in x^{v-1} R$, and since this holds for every $v$, we have $z \in I$, hence we can write $z=y u$. Since $y=x z=x y u$, we have $y(1$ $-x u)=0$, but then since $x \in \mathbb{m}$ we must have $y=0$, and therefore $I=(0)$. Because of this, for every non-zero element $a \in R$, there is a well-defined integer $v \geqslant 0$ such that $a \in x^{\nu} R$ but $a \notin x^{v+1} R$; we then set $\tau(a)=v$. It is not difficult to see that if $a, b, c, d \in R-\{0\}$ satisfy $a / b=c / d$ then

$$
v(a)-v(b)=v(c)-v(d) ;
$$

therefore setting $v(\xi)=v(a)-v(b)$ for $\xi=a / b \in K^{*}$ gives a map $v: K^{*} \longrightarrow \mathbb{Z}$ which can easily be seen to be an additive valuation of $K$ whose valuation ring is $R$. The value group of $v$ is clearly $\mathbb{Z}$, so that $R$ is a DVR.
If $R$ is a DVR with maximal ideal $m$ then an element $t \in R$ such that $\mathrm{m}=t \mathrm{R}$ is called a uniformising element of $R$.

Remark. A valuation ring $S$ whose maximal ideal $\mathrm{m}_{\mathrm{s}}$ is principal does not have to be a DVR. To obtain a counter-example, let $K$ be a field, and $R$ a DVR of $K$; set $k=R / m_{R}$, and suppose that $\Re$ is a DVR of $k$. Now let $S$ be the composite of $R$ and $\mathfrak{R}$. Let $f$ be a uniformising element of $R$, and $g \in S$ be any element mapping to a uniformising element $\bar{g}$ of $\mathfrak{R}$. Then $\mathrm{m}_{R}=f R \subset \mathrm{~m}_{S} \subset S \subset R$, and $\mathrm{m}_{S} / \mathrm{m}_{R}=\bar{g} \mathfrak{R}=\bar{g}\left(S / \mathrm{m}_{R}\right)$, and so

$$
\mathrm{m}_{S}=\mathrm{m}_{R}+g S .
$$

On the other hand $g^{-1} \in R$, so that for any $h \in m_{R}$ we have $h / g \in \mathfrak{m}_{R} \subset S$, and hence $m_{R} \subset g S$, so that

$$
\mathfrak{m}_{s}=g S
$$

However, $\mathfrak{n t}_{R}=f R$ is not finitely generated as an ideal of $S$, being generated by $f, f g^{-1}, f g^{-2}, \ldots$. The value group of $S$ is $\mathbb{Z}^{2}$, with the valuation $v: K^{*} \longrightarrow \mathbb{Z}^{2}$ given by

$$
v(x)=(n, m), \quad \text { where } \quad n=v_{R}(x) \quad \text { and } \quad m=v_{\Re}\left(\varphi\left(x f^{-n}\right)\right),
$$

where $\varphi: R \longrightarrow R / \mathrm{m}_{R}=k$ is the natural homomorphism.
The previous theorem gives a characterisation of DVRs among valuation rings; now we consider characterisations among all rings.

Theorem 11.2. Let $R$ be a ring; then the following conditions are equivalent:
(1) $R$ is a DVR;
(2) $R$ is a local principal ideal domain, and not a field;
(3) $R$ is a Noetherian local ring, $\operatorname{dim} R>0$ and the maximal ideal $m_{R}$ is principal;
(4) $R$ is a one-dimensional normal Noetherian local ring.

Proof. We saw $(1) \Rightarrow(2)$ in the previous theorem; (2) $\Rightarrow(3)$ is obvious.
(3) $\Rightarrow$ (1) Let $x R$ be the maximal ideal of $R$. If $x$ were nilpotent then we would have $\operatorname{dim} R=0$, and hence $x^{v} \neq 0$ for all $v$. By the Krull intersection theorem (Theorem 8.10, (i)) we have $\bigcap_{v=1}^{\infty} x^{v} R=(0)$, so that for $0 \neq y \in R$ there is a well-determined $v$ such that $y \in x^{v} R$ and $y \notin x^{v+1} R$. If $y=x^{v} u$, then since $u \notin x R$ it must be a unit. Similarly, for $0 \neq z \in R$ we have $z=x^{u} v$, with $v$ a unit. Therefore $y z=x^{v+\mu} u v \neq 0$, and so $R$ is an integral domain. Finally, any element $t$ of the fraction field of $R$ can be written $t=x^{v} u$, with $u$ a unit of $R$ and $v \in \mathbb{Z}$, and it is easy to see that setting $v(t)=v$ defines an additive valuation of the field of fractions of $R$ whose valuation ring is $R$.
$(1) \Rightarrow(4)$ In a DVR the only ideals are (0) and the powers of the maximal ideal, so that the only prime ideals of $R$ are ( 0 ) and $\mathrm{m}_{R}$, and hence $\operatorname{dim} R=1$. By the previous theorem $R$ is Noetherian, and it is normal because it is a valuation ring.
(4) $\Rightarrow$ (3) By assumption $R$ is an integral domain. Write $K$ for the field of fractions and m for the maximal ideal of $R$. Then $\mathrm{m} \neq 0$, so that by Theorem $8.10, \mathfrak{m} \neq \mathfrak{m}^{2}$; choose some $x \in \mathfrak{m}-\mathfrak{m}^{2}$. Since $\operatorname{dim} R=1$ the only prime ideals of $R$ are ( 0 ) and $\mathfrak{m}$, so that $\mathfrak{m}$ must be a prime divisor of $x R$, and there exists $y \in R$ such that $x R: y=m$. Set $a=y x^{-1}$; then $a \notin R$, but $a \mathfrak{m} \subset R$. Now we set $\mathfrak{m}^{-1}=\{b \in K \mid b \mathfrak{m} \subset R\}$, so that $R \subset \mathfrak{m}^{-1}$, and $R \neq \mathfrak{m}^{-1}$ since $a \subset \mathfrak{m}^{-1}$. Consider the ideal $\mathfrak{m}^{-1} \mathfrak{m}$ of $R$; since $R \subset \mathfrak{m}^{-1}$ we have $\mathfrak{m} \subset \mathfrak{m}^{-1} \mathfrak{m}$. If we had $\mathfrak{m}=\mathrm{nt}^{-1} \mathrm{mt}$ then we would get $a \mathrm{mt} \subset \mathrm{m}$, and then $a$ would be integral over $R$ by Theorem 2.1, so that $a \in R$, which is a contradiction. Hence we must have $\mathrm{m}^{-1} \mathrm{~m}=R$. Moreover, $\mathrm{xm}^{-1} \subset R$ is an ideal, and if $x \mathrm{~m}^{-1} \subset \mathrm{~m}$ then we would have $x R=x \mathfrak{m}^{-1} \mathfrak{m} \subset \mathfrak{m}^{2}$, contradicting $x \notin \mathfrak{m}^{2}$. Therefore $x \mathrm{ml}^{-1}=R$, and hence $x R=x \mathrm{~m}^{-1} \mathfrak{m}=\mathfrak{m l}$, so that $\mathfrak{m}$ is principal.

Quite generally, if $R$ is an integral domain and $K$ its fields of fractions, we say that an $R$-submodule $I$ of $K$ is a fractional ideal of $R$ if $I \neq 0$, and there exists a non-zero element $\alpha \in R$ such that $\alpha I \subset R$ (see Ex. 3.4). As an $R$-module we have $I \simeq \alpha I$, so that if $R$ is a Noetherian integral domain then any fractional ideal is finitely generated. For $I$ a fractional ideal we set $I^{-1}=\{\alpha \in K \mid \alpha I \subset R\}$; we say that $I$ is invertible if $I^{-1} I=R$.

Theorem 11.3. Let $R$ be an integral domain and $I$ a fractional ideal of $R$. Then the following conditions are equivalent:
(1) $I$ is invertible;
(2) $I$ is a projective $R$-module;
(3) $I$ is finitely generated, and for every maximal ideal $P$ of $R$, the fractional ideal $I_{P}=I R_{P}$ of $R_{P}$ is principal.
Proof. (1) $\Rightarrow$ (2) If $I^{-1} I=R$ then there exist $a_{i} \in I$ and $b_{i} \in I^{-1}$ such that $\sum_{1}^{n} a_{i} b_{i}=1$. Then $a_{1}, \ldots, a_{n}$ generate $I$, since for any $x \in I$ we have $\sum\left(x b_{i}\right) a_{i}=$
$x$, and $x b_{i} \in R$. Let $F=R e_{1}+\cdots+R e_{n}$ be the free $R$-module with basis $e_{1}, \ldots, e_{n}$; we define the $R$-linear map $\varphi: F \longrightarrow I$ by $\varphi\left(e_{i}\right)=a_{i}$, so that $\varphi$ is surjective. Then we defined $\psi: I \longrightarrow F$ by writing $\psi_{i}: I \longrightarrow R$ for the map $\psi_{i}(x)=b_{i} x$, and setting $\psi(x)=\sum \psi_{i}(x) e_{i}$. We then have $\varphi \psi(x)=x$, so that $\varphi$ splits, and $I$ is isomorphic to a direct summand of the free module $F$, and therefore projective.
(2) $\Rightarrow$ (1) Every $R$-linear map from $I$ to $R$ is given by multiplication by some element of $K$ (prove this!). If we let $\varphi: F \longrightarrow I$ be a surjective map from a free module $F=\oplus R e_{i}$, by assumption there exists a splitting $\psi: I \longrightarrow F$ such that $\varphi \psi=1$. Write $\psi(x)=\sum \lambda_{i}(x) e_{i}$ for $x \in I$; then by what we have said, each $\lambda_{i}$ determines a $b_{i} \in K$ such that $\lambda_{i}(x)=b_{i} x$, and since for each $x$ that are only finitely many $i$ such that $\lambda_{i}(x) \neq 0$, we have $b_{i}=0$ for all but finitely many $i$. Letting $b_{1}, \ldots, b_{n}$ be the non-zero ones, we have $\sum a_{i} b_{i} x=x$ for all $x \in I$, where $a_{i}=\varphi\left(e_{i}\right)$. Thus $\sum_{1}^{n} a_{i} b_{i}=1$. Moreover, since $b_{i} I=\lambda_{i}(I) \subset R$ we have $b_{i} \in I^{-1}$, and therefore $I^{-1} I=R$.
$(1) \Rightarrow(3)$ As we have already seen, $I$ is finitely generated. Now if $\sum a_{i} b_{i}=1$ and $P$ is any prime ideal then at least one of $a_{i} b_{i}$ must be a unit of $R_{P}$, and $I_{P}=a_{i} R_{P}$. Hence $I_{P}$ is a principal fractional ideal.
(3) $\Rightarrow$ (1) If $I$ is finitely generated then $\left(I^{-1}\right)_{P}=\left(I_{P}\right)^{-1}$. Indeed, the inclusion $\subset$ holds for any ideal; for $\supset$, if $I=a_{1} R+\cdots+a_{n} R$ and $x \in\left(I_{P}\right)^{-1}$ then $x a_{i} \in R_{P}$, so there exist $c_{i} \in R-P$ such that $x a_{i} c_{i} \in R$, so that setting $c=c_{1} \ldots c_{n}$ we have ( $c x$ ) $a_{i} \in R$ for all $i$, which gives $c x \in I^{-1}$ and $x \in\left(I^{-1}\right)_{p}$. From the fact that $I_{P}$ is principal, we get $I_{P} \cdot\left(I_{P}\right)^{-1}=R_{P}$. Now if $I^{-1} \neq R$ then we can take a maximal ideal $P$ such that $H^{-1} \subset P$, and then $I_{P} \cdot\left(I_{P}\right)^{-1}=I_{P} \cdot\left(I^{-1}\right)_{P} \subset P R_{P}$, which is a contradiction. Thus we must have $I^{-1}=R$.

Theorem 11.4. Let $R$ be a Noetherian integral domain, and $P$ a non-zero prime ideal of $R$. If $P$ is invertible then ht $P=1$ and $R_{P}$ is a DVR.
Proof. If $P$ is invertible the maximal ideal $P R_{P}$ of $R_{P}$ is principal, and condition (3) of Theorem 2 is satisfied; thus $R_{P}$ is a DVR, and so $\operatorname{dim} R_{P}=1$.

Theorem 11.5. Let $R$ be a normal Noetherian domain. Then we have (i) all the prime divisors of a non-zero principal ideal have height 1 ; (ii) $R=\bigcap_{\mathrm{h} P=1} R_{P}$.

Proof. (i) Suppose $0 \neq a \in R$ and that $P$ is one of the prime divisors of $a R$; then there exists an element $b \in R$ such that $a R: b=P$. We set $P R_{P}=\mathrm{m}$, and then $a R_{P}: b=\mathfrak{m}$, so that $b a^{-1} \in \mathfrak{m}^{-1}$ and $b a^{-1} \notin R_{P}$. If $b a^{-1} \mathfrak{m} \subset \mathfrak{m}$ then by the determinant trick $b a^{-1}$ is integral over $R_{P}$, which contradicts the fact that $R_{P}$ is integrally closed. Thus $b a^{-1} \mathrm{~m}=R_{P}$, so that $\mathrm{m}^{-1} \mathfrak{m}=R_{P}$, and then by the previous theorem we get ht $\mathfrak{m}=\mathrm{ht} P=1$.
(ii) It is sufficient to prove that for $a, b \in R$ with $a \neq 0, b \in a R_{P}$ for every
height 1 prime $P \in \operatorname{Spec} R$ implies $b \in a R$. Let $P_{1}, \ldots, P_{n}$ be the prime divisors of $a R$, and let $a R=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{n}$ be a primary decomposition of $a R$, where $\mathfrak{q}_{i}$ is a $P_{i}$-primary ideal for each $i$. Then since ht $P_{i}=1$, we have $b \in a R_{P_{i}} \cap R=\mathfrak{q}_{i}$ for $i=1, \ldots, n$, and therefore $b \in \bigcap \mathfrak{q}_{i}=a R$.

Corollary. Let $R$ be a Noetherian domain. The following two conditions are necessary and sufficient for $R$ to be normal:
(a) for $P$ a height 1 prime ideal, $R_{P}$ is a DVR;
(b) all the prime divisors of a non-zero principal ideal of $R$ have height 1. Proof. We have already seen necessity. For sufficiency, note that the proof of (ii) above shows that (b) implies $R=\bigcap_{\mathrm{ht} P=1} R_{P}$. Then by (a) each $R_{P}$ is normal, so that $R$ is normal.

Definition. An integral domain for which every non-zero ideal is invertible is called a Dedekind ring (sometimes Dedekind domain).

Theorem 11.6. For an integral domain $R$ the following conditions are equivalent:
(1) $R$ is a Dedekind ring;
(2) $R$ is either a ficld or a one-dimensional Noctherian normal domain;
(3) every non-zero ideal of $R$ can be written as a product of a finite number of prime ideals.

Moreover, the factorisation into primes in (3) is unique.
Proof. (1) $\Rightarrow$ (2) Every non-zero ideal is invertible, and therefore finitely generated, so that $R$ is Noetherian. Let $P$ be a non-zero prime ideal of $R$; then by Theorem 4, the local ring $R_{P}$ is a DVR and ht $P=1$, and therefore either $R$ is a field or $\operatorname{dim} R=1$. Also, by Theorem 4.7 we know that $R$ is the intersection of the $R_{P}$ as $P$ runs through all the maximal ideals of $R$, but since each $R_{P}$ is a DVR it follows that $R$ is normal.
(2) $\Rightarrow$ (1) If $R$ is a field there is no problem. If $R$ is not a field then for every maximal ideal $P$ of $R$ the local ring $R_{P}$ is a one-dimensional Noetherian local ring and is normal, so that by Theorem 2 it is a principal ideal ring. Thus by Theorem $3, R$ is a Dedekind ring.
$(1) \Rightarrow(3)$ Let $I$ be a non-zero ideal. If $I=R$ then we can view it as the product of zero ideals; if $I$ is itself maximal then it is the product of just one prime ideal. We have already seen that $R$ is Noetherian, so that we can use descending induction on $I$, that is assume that $I \neq R$ and that every ideal strictly bigger than $J$ is a product of prime ideals. If $I \neq R$ then there is a maximal ideal $P$ containing $I$, and $I \subset I P^{-1} \subset R$. If $I P^{-1}=I$ then using $P^{-1} P=R$ we would have $I=I P$, and by NAK this would lead to a contradiction. Hence $I P^{-1} \neq I$, so that by induction we can write $I P^{-1}=$ $Q_{1} \ldots Q_{r}$, with $Q_{i} \in \operatorname{Spec} R$. Multiplying both sides by $P$ gives $I=Q_{1} \ldots Q_{r} P$.

The proof of $(3) \Rightarrow(1)$ is a little harder, and we break it up into four steps.

Step 1. In general, any non-zero principal ideal $a R$ of an integral domain $R$ is obviously invertible. Moreover, suppose that $I$ and $J$ are non-zero fractional ideals and $B=I J$; then obviously $I$ and $J$ invertible implies $B$ invertible, but the converse also holds. To see this, from $I^{-1} J^{-1} B \subset R$ we get $I^{-1} J^{-1} \subset B^{-1}$, and also from $B^{-1} I J \subset R$ we get $B^{-1} I \subset J^{-1}$ and $B^{-1} J \subset I^{-1}$; now if $B$ is invertible then multiplying the last two inclusions together we get $B^{-1}=B^{-1} B^{-1} I J \subset I^{-1} J^{-1}$, and hence $B^{-1}=I^{-1} J^{-1}$. Therefore

$$
R=B B^{-1}=I J I^{-1} J^{-1}=\left(I I^{-1}\right)\left(J J^{-1}\right),
$$

and we must have $I I^{-1}=J J^{-1}=R$.
Step 2. Let $P$ be a non-zero prime ideal. Let us prove that if $I$ is an ideal strictly bigger than $P$ then $I P=P$. For this it is sufficient to show that if $I=P+a R$ with $a \notin P$ then $P \subset I P$. Consider expressions of $I^{2}$ and $a^{2} R+P$ as product of prime ideals, $I^{2}=P_{1} \ldots P_{r}$ and $a^{2} R+P=Q_{1} \ldots Q_{s}$. Then $P_{i}$ and $Q_{j}$ are prime ideals containing $I$, and so are prime ideals strictly bigger than $P$. We now set $\bar{R}=R / P$, and write ${ }^{-}$to denote the image in $\bar{R}$ of elements or ideals of $R$. Then we have
$\left.{ }^{*}\right) \bar{P}_{1} \ldots \bar{P}_{r}=\bar{a}^{2} \bar{R}=\bar{Q}_{1} \ldots \bar{Q}_{s}$,
and applying Step 1 to the domain $\bar{R}$ we find that $\bar{P}_{i}$ and $\bar{Q}_{j}$ are all invertible, and are prime ideals of $\bar{R}$. We can suppose that $\bar{P}_{1}$ is a minimal element of the set $\left\{\bar{P}_{1}, \ldots, \bar{P}_{r}\right\}$. Moreover, at least one of $\bar{Q}_{1}, \ldots, \bar{Q}_{s}$ is contained in $\bar{P}_{1}$, so that we can assume that $\bar{Q}_{1} \sim \bar{P}_{1}$, and, on the other hand, since $\bar{Q}_{1}$ is also a prime ideal and $\bar{P}_{1} \ldots \bar{P}_{r} \subset \bar{Q}_{1}$ we must have $\bar{Q}_{1} \supset \bar{P}_{i}$ for some $i$. Then $\bar{P}_{i} \subset \bar{Q}_{1} \subset \bar{P}_{1}$, and by the minimality of $\bar{P}_{1}$ we have $\bar{P}_{i}=$ $\bar{P}_{1}=\bar{Q}_{1}$. Multiplying through both sides of ( ${ }^{*}$ ) by $\bar{P}_{1}^{-1}$ gives

$$
\bar{P}_{2} \ldots \bar{P}_{r}=\bar{Q}_{2} \ldots \bar{Q}_{s} .
$$

Proceeding in the same way, we see that $r=s$, and that after reordering the $\bar{Q}_{i}$ we can assume that $\bar{P}_{i}=\bar{Q}_{i}$ for $i=1, \ldots, r$. From this we get $P_{i}=Q_{i}$, and $a^{2} R+P=(P+a R)^{2}=P^{2}+a P+a^{2} R$. Thus any element $x \in P$ can be written

$$
x=y+a z+a^{2} t \quad \text { with } \quad y \in P^{2}, \quad z \in P \quad \text { and } \quad t \in R .
$$

Since $a \notin P$ we must have $t \in P$, and then as required we have $P \subset P^{2}+a P=(P+a R) P$.

Step 3. Let $b \in R$ be a non-zero element; then in the factorisation $b R=P_{1} \ldots P_{r}$, every $P_{i}$ is a maximal ideal of $R$. Indeed, if $I$ is any ideal strictly greater than $P_{i}$ then $I P_{i}=P_{i}$, and by Step $1 P_{i}$ is invertible, so that $I=R$.

Step 4. Let $P$ be a prime ideal of $R$, and $0 \neq a \in P$. If $a R=P_{1} \ldots P_{r}$ with $P_{i} \in S$ pec $R$ then $P$ must contain one of the $P_{i}$, but from Step 3 we know that $P_{i}$ is maximal, so that $P=P_{i}$. We deduce that $P$ is a maximal ideal and is
invertible. If every non-zero prime ideal is invertible then any non-zero ideal of $R$ is invertible, since it can be written as a product of primes. This completes the proof of (3) $\Rightarrow(1)$.

Finally, if (1), (2) and (3) hold, then as we have seen in Step 2 above, the uniqueness of factorisation into primes is a consequence of the fact that the prime ideals of $R$ are invertible.

Theorem 11.7 (the Krull-Akizuki theorem). Let $A$ be a one-dimensional Noetherian integral domain with field of fractions $K$, let $L$ be a finite algebraic extension field of $K$, and $B$ a ring with $A \subset B \subset L$; then $B$ is a Noetherian ring of dimension at most 1 , and if $J$ is a non-zero ideal of $B$ then $B / J$ is an $A$-module of finite length.
Proof. We follow the method of proof of Akizuki [1] in the linear algebra formulation of [B5]. First of all we prove the following lemma.

Lemma. Let $A$ and $K$ be as in the theorem, and let $M$ be a torsion-free $A$-module (see Ex. 10.2) of rank $r<\infty$. Then for $0 \neq a \in A$ we have

$$
l(M / a M) \leqslant r \cdot l(A / a A) .
$$

Remark. The rank of a module $M$ over an integral domain $A$ is the maximal number of elements of $M$ linearly independent over $A$; this is equal to the dimension of the $K$-vector space $M \otimes_{A} K$.
Proof of the lemma. First we assume that $M$ is finitely generated. Choose elements $\xi_{1}, \ldots, \xi_{r} \in M$ linearly independent over $A$ and set $E=\sum A \xi_{i}$; then for any $\eta \in M$ there exists $t \in A$ with $t \neq 0$ such that $t \eta \in E$. If we set $C=M / E$ then from the assumption on $M$ we see that $C$ is also finitely generated, so that $t C=0$ for suitable $0 \neq t \in A$. Applying Theorem 6.4 to $C$, we can find $C=C_{0} \supset C_{1} \supset \cdots \supset C_{m}=0$, such that $C_{i} / C_{i+1} \simeq A / \mathfrak{p}_{i}$ with $\mathfrak{p}_{i} \in \operatorname{Spec} A$. Now $t \in p_{i}$, and since $A$ is one-dimensional each $p_{i}$ is maximal, so that $l(C)=m<\infty$. If $0 \neq a \in A$ then the exact sequence

$$
E / a^{n} E \longrightarrow M / a^{n} M \longrightarrow C / a^{n} C \rightarrow 0
$$

gives
(*) $l\left(M / a^{n} M\right) \leqslant l\left(E / a^{n} E\right)+l(C)$ for all $n>0$.
Now $E$ and $M$ are both torsion-free $A$-modules, and one sees easily that $a^{i} M / a^{i+1} M \simeq M / a M$, and similarly for $E$. Hence $\left({ }^{*}\right)$ can be written $n \cdot l(M / a M) \leqslant n \cdot l(E / a E)+l(C)$ for all $n>0$, which gives $l(M / a M) \leqslant l(E / a E)$. Since $E \simeq A^{r}$ we have $l(E / a E)=r \cdot l(A / a A)$. This completes the proof in the case that $M$ is finitely generated. If $M$ is not finitely generated, take a finitely generated submodule $\bar{N}=A \bar{\omega}_{1}+\cdots+A \bar{\omega}_{s}$ of $\bar{M}=M / a M$. Then choosing an inverse image $\omega_{i}$ in $M$ for each $\bar{\omega}_{i}$, and setting $M_{1}=\sum A \omega_{i}$, we get

$$
l\left(\sum A \bar{\omega}_{i}\right)=l\left(M_{1} / M_{1} \cap a M\right) \leqslant l\left(M_{1} / a M_{1}\right) \leqslant r \cdot l(A / a A)
$$

The right-hand side is now independent of $\bar{N}$, so that $\bar{M}$ is in fact finitely generated, and $l(\bar{M}) \leqslant r \cdot l(A / a A)$.

We return to the proof of the theorem. We can replace $L$ by the field of fractions of $B$. Set $[L: K]=r$; then $B$ is a torsion-free $A$-module of rank $r$. Hence by the lemma, for any $0 \neq a \in A$ we have $l_{A}(B / a B)<\infty$. Now if $J \neq 0$ is an ideal of $B$ and $0 \neq b \in J$ then since $b$ is algebraic over $A$ it satisfies a relation

$$
a_{m} b^{m}+a_{m-1} b^{m-1}+\cdots+a_{1} b+a_{0}=0 \quad \text { with } \quad a_{i} \in A .
$$

$B$ is an integral domain, so that we can assume $a_{0} \neq 0$. Then $0 \neq a_{0} \in J \cap A$ and so

$$
l_{A}(B / J) \leqslant l_{A}\left(B / a_{0} B\right)<\infty .
$$

Moreover, one sees from $l_{B}\left(J / a_{0} B\right) \leqslant l_{A}\left(J / a_{0} B\right) \leqslant l_{A}\left(B / a_{0} B\right)<\infty$ that $J / a_{0} B$ is a finite $B$-module; hence, $J$ itself is a finite $B$-module, and therefore $B$ is Noetherian. If $P$ is a non-zero prime ideal of $B$ then $B / P$ is an $\operatorname{Artinian}$ ring and an integral domain, and therefore a field. Thus $P$ is maximal and $\operatorname{dim} B=1$.

Corollary. Let $A$ be a one-dimensional Noetherian integral domain, $K$ its field of fractions, and $L$ a finite algebraic extension field of $K$; write $B$ for the integral closure of $A$ in $L$. Then $B$ is a Dedekind ring, and for any maximal ideal $P$ of $A$ there are just a finite number of primes of $B$ lying over $P$. Proof. By the theorem $B$ is a one-dimensional Noetherian integral domain and is normal by construction; hence it is a Dedekind ring. It is easy to see that if we factorise $P B$ as a product $P B=Q_{1}^{\alpha_{1}} \ldots Q_{r}^{\alpha_{r}}$ of a finite number of prime ideals, then $Q_{1}, \ldots Q_{r}$ are all the prime ideals of $B$ lying over $P$.

Exercises to §11. Prove the following propositions.
11.1. Let $A$ be a DVR, $K$ its field of fractions, and $\bar{K}$ an algebraic closure of $K$; then any valuation ring of $\bar{K}$ dominating $A$ is a one-dimensional nondiscrete valuation ring.
11.2. Let $A$ be a DVR, $K$ its field of fractions, and $L$ a finite extension field of $K$; then a valuation ring of $I$ dominating $A$ is a DVR.
11.3. Let $A$ be a DVR and $\mathfrak{m}$ its maximal ideal; then the $m$-adic completion $\hat{A}$ of $A$ is again a DVR.
11.4. Let $v: K \longrightarrow \mathbb{R} \cup\{\infty\}$ be an Archimedean additive valuation of a field $K$, and let $c$ be a real number with $0<c<1$. For $\alpha, \beta \in K$, set $d(\alpha, \beta)=c^{p(\alpha-\beta)}$; then $d$ satisfies the axioms for a metric on $K$ (that is $d(\alpha, \beta) \geqslant 0, d(\alpha, \beta)$ $=0 \Leftrightarrow \alpha=\beta, d(\alpha, \beta)=d(\beta, \alpha)$ and $d(\alpha, \gamma) \leqslant d(\alpha, \beta)+d(\beta, \gamma))$, and the topology of $K$ defined by $d$ does not depend on the choice of $c$. Let $R$ be the valuation ring of $v$ and $m$ its valuation ideal; if $R$ is a DVR then the topology determined by $d$ restricts to the $\mathfrak{m}$-adic topology on $R$.
11.5. Any ideal in a Dedekind ring can be generated by at most two elements.
11.6. Let $A$ be the integral closure of $\mathbb{Z}$ in $\mathbb{D}(\sqrt{ } 10)$; then $A$ is a Dedekind ring but not a principal ideal ring.
11.7. If a Dedekind ring $A$ is semilocal then it is a principal ideal ring.
11.8. A module over a Dedekind ring is flat if and only if it is torsion-free.
11.9. Let $A$ be an integral domain (not necessarily Noetherian). The following two conditions are equivalent:
(1) $A_{P}$ is a valuation ring for every maximal ideal $P$ of $A$;
(2) an $A$-module is flat if and only if it is torsion-free. (An integral domain satisfying these conditions is called a Prüfer domain.)
11.10. A finite torsion-free module over a Dedekind ring is projective, and is isomorphic to a direct sum of ideals.

## 12 Krull rings

Let $A$ be an integral domain and $K$ its field of fractions. We write $K^{*}$ for the multiplicative group of $K$. We say that $A$ is a Krull ring if there is a family $\mathscr{F}=\left\{R_{\lambda}\right\}_{\lambda \in \Lambda}$ of DVRs of $K$ such that the following two conditions hold, where we write $v_{\lambda}$ for the normalised additive valuation corresponding to $R_{\lambda}$ :
(1) $A=\bigcap_{\lambda} R_{\lambda}$;
(2) for every $x \in K^{*}$ there are at most a finite number of $\lambda \in \Lambda$ such that $v_{\lambda}(x) \neq 0$.

The family $\mathscr{F}$ of DVRs is said to be a defining family of $A$. Since DVRs are completely integrally closed (see Ex. 9.5), so are Krull rings. If $A$ is a Krull ring then for any subfield $K^{\prime} \subset K$ the intersection $A \cap K^{\prime}$ is again Krull.

Theorem 12.1. If $A$ is a Krull ring and $S \subset A$ a multiplicative set, then $A_{S}$ is again Krull. If $\mathscr{F}=\left\{R_{\lambda}\right\}_{\lambda_{\in \Lambda}}$ is a defining family of $A$ then the subfamily $\left\{R_{\lambda}\right\}_{\lambda \in \Gamma}$, where $\Gamma=\left\{\lambda \in \Lambda \mid R_{\lambda} \supset A_{S}\right\}$ is a defining family of $A_{S}$. Proof. Setting $m_{\lambda}$ for the maximal ideal of $R_{\lambda}$ we have

$$
\lambda \in \Gamma \Leftrightarrow S \cap m_{\lambda}=\varnothing
$$

Let $0 \neq x \in \bigcap_{\lambda \in \Gamma} R_{\lambda}$; there are at most finitely many $\lambda \in \Lambda$ such that $v_{\lambda}(x)<0$; let $\Delta=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ be the set of these. If $\lambda \in \Delta$ then $\lambda \notin \Gamma$, hence we can find $t_{\lambda} \in \mathfrak{m}_{\lambda} \cap S$. Replacing $t_{\lambda}$ by a suitable power, we can assume that $v_{\lambda}\left(t_{\lambda} x\right) \geqslant 0$. We then set $t=\prod_{\lambda \in \Delta} t_{\lambda}$, so that for every $\lambda \in \Lambda$ we have $v_{\lambda}(t x) \geqslant 0$, and therefore $t x \in A$; but on the other hand $t \in S$ so that $x \in A_{S}$ and we have proved that $A_{S} \supset \bigcap_{\lambda \in \Gamma} R_{\lambda}$. The opposite inclusion is obvious. The finiteness condition (2) holds for $\Lambda$, so also for the subset $\Gamma$.

Krull rings defined by a finite number of DVRs have a simple structure.
Lemma 1 (Nagata). Let $K$ be a field and $R_{1}, \ldots, R_{n}$ valuation rings of $K$;
set $A=\bigcap R_{i}$. Then for any given $a \in K$ there exists a natural number $s \geqslant 2$ such that

$$
\left(1+a+\cdots+a^{s-1}\right)^{-1} \quad \text { and } \quad a \cdot\left(1+a+\cdots+a^{s-1}\right)^{-1}
$$

both belong to $A$.
Proof. We consider separately each $R_{i}$. Note first that $(1-a)(1+a+\cdots$ $\left.+a^{s-1}\right)=1-a^{s}$. If $a \notin R_{i}$ then $a^{-1} \in \mathfrak{m}_{i}$, and any $s \geqslant 2$ will do. If $a \in R_{i}$ then provided that there does not exist $t$ such that $1-a^{t} \in \mathfrak{m}_{i}$, any $s \geqslant 2$ will do. If $1-a \in \mathfrak{m}_{i}$ then any $s$ which is not a multiple of the characteristic of $R_{i} / \mathrm{m}_{i}$ will do. If on the other hand $1-a \notin \mathfrak{m}_{i}$ but $1-a^{t} \in \mathfrak{m}_{i}$ for some $t \geqslant 2$, letting $t_{0}$ be the smallest value of $t$ for which this happens, we see that $1-a^{s} \in \mathfrak{m}_{i}$ only for $s$ multiples of $t_{0}$, so that we only have to avoid these. Thus for each $i$ the bad values of $s$ (if any) are multiples of some number $d_{i}>1$, so that choosing $s$ not divisible by any of these $d_{i}$ we get the result.

Theorem 12.2. Let $K$ be a field and $R_{1}, \ldots, R_{n}$ valuation rings of $K$ such that $R_{i} \not \not \subset R_{j}$ for $i \neq j$; set $m_{i}=\operatorname{rad}\left(R_{i}\right)$. Then the intersection $A=\bigcap_{i=1}^{n} R_{i}$ is a semilocal ring, having $\mathfrak{p}_{i}=\mathfrak{m}_{i} \cap A$ for $i=1, \ldots, n$ as its only maximal ideals, moreover $A_{\mathrm{p}_{i}}=R_{i}$. If each $R_{i}$ is a DVR then $A$ is a principal ideal ring.
Proof. The inclusion $A_{\mathrm{p}_{i}} \subset R_{i}$ is obvious. For the opposite inclusion, let $a \in R_{i}$; choosing $s \geqslant 2$ as in the lemma, and setting $u=\left(1+a+\cdots+a^{s-1}\right)^{-1}$ we get $u \in A$ and $a u \in A$. Obviously $u$ is a unit of $R_{i}$, so that $u \in A-\mathfrak{p}_{i}$ and $a=(a u) / u \in A_{p_{i}}$. This proves that $A_{p_{i}}=R_{i}$. It follows from this that there are no inclusions among $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{n}$. If $I$ is an ideal of $A$ not contained in any $p_{i}$ then (by Ex. 1.6) there exists $x \in I$ not contained in $\bigcup_{i=1}^{n} p_{i}$; then $x$ is a unit in each $R_{i}$, and hence in $A$, so that $I=A$. Thus $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{n}$ are all the maximal ideals of $A$.

If each $R_{i}$ is a DVR then we have $\mathfrak{m}_{i} \neq \mathfrak{m}_{i}^{2}$, and hence $\mathfrak{p}_{i} \neq \mathfrak{p}_{i}^{(2)}$, (where $\mathfrak{p}^{(2)}$ denotes $\mathfrak{p}^{2} A_{\mathfrak{p}} \cap A$ ). Thus there exists $x_{i} \in \mathfrak{p}_{i}$ such that $x_{i} \notin \mathfrak{p}_{i}^{(2)}$, and $x_{i} \notin \mathfrak{p}_{j}$ for $\boldsymbol{i} \neq j$; then $\mathfrak{p}_{i}=x_{i} A$. If $I$ is any ideal of $A$ and $I R_{i}=x_{i}^{y_{i}} R_{i}$ for $i=1, \ldots, n$ then it is easy to see that $I=x_{1}^{\nu_{1}} \ldots x_{n}^{\nu_{n}} A$.

If a Krull ring $A$ is defined by an infinite number of DVRs then the defining family of DVRs is not necessarily unique, but the following theorem tells us that among them there is a minimal family.

Theorem 12.3. Let $A$ be a Krull ring, $K$ its field of fractions, and $p$ a height 1 prime ideal of $A$; then if $\mathscr{F}=\left\{R_{\lambda}\right\}_{\lambda \in \Lambda}$ is a family of DVRs of $K$ defining $A$, we must have $A_{\mathrm{p}} \in \mathscr{F}$. If we set $\mathscr{F}_{0}=\left\{A_{\mathrm{p}} \mid \mathfrak{p} \in \operatorname{Spec} A\right.$ and $\left.\mathrm{htp}=1\right\}$ then $\mathscr{F}_{0}$ is a defining family of $A$. Thus $\mathscr{F}_{0}$ is the minimal defining family of DVRs of $A$. Proof. By Theorem 1, $A_{p}$ is a Krull ring defined by the subfamily $\mathscr{F}_{1}=$ $\left\{R_{\lambda} \mid A_{\mathfrak{p}} \subset R_{\lambda}\right\} \subset \mathscr{F} ;$ if $A_{\mathfrak{p}} \subset R_{\lambda}$ then the elements of $A-\mathfrak{p}$ are units of $R_{\lambda}$
so that $\mathfrak{p} \supset \mathfrak{m}_{\lambda} \cap A$. If $\mathfrak{m}_{\lambda} \cap A=(0)$ then $R_{\lambda} \supset K$ which is a contradiction, hence $\mathrm{m}_{\lambda} \cap A \neq(0)$; since ht $p=1$, we must have $\mathfrak{p}=\mathrm{m}_{\lambda} \cap A$. Thus if we fix some $0 \neq x \in \mathfrak{p}$, then $v_{\lambda}(x)>0$ for all $R_{\lambda} \in \mathscr{F}_{1}$, and hence $\mathscr{F}_{1}$ is a finite set. Now by the previous theorem and Ex. 10.5 , the elements of $\mathscr{F}_{1}$ correspond bijectively with maximal ideals of $A_{\mathrm{p}}$, and $\mathscr{F}_{\mathrm{t}}$ has just one element $A_{\mathrm{p}}$. Thus $A_{p} \in \mathscr{F}$, in other words $\mathscr{F}_{0} \subset \mathscr{F}$.

To prove that $\mathscr{F}_{0}$ is a defining family of DVRs of $A$ it is enough to show that $A \supset \bigcap_{\mathrm{htp}-1} A_{\mathrm{p}}$. That is, it is enough to prove the implication

$$
\text { for a, } b \in A \text { with } a \neq 0, b \in a A_{\mathfrak{p}} \text { for all } A_{\mathfrak{p}} \in \mathscr{F}_{0} \Rightarrow b \in a A \text {. }
$$

As one sees easily, this is equivalent to saying that $a A$ can be written as the intersection of height 1 primary ideals. The set of $R \in \mathscr{F}$ such that $a R \neq R$ is finite, so we write $R_{1}, \ldots, R_{t}$ for this. If we set

$$
a R_{i} \cap A=\mathfrak{q}_{i} \quad \text { and } \quad \operatorname{rad}\left(R_{i}\right) \cap A=\mathfrak{p}_{i}
$$

then $\mathfrak{q}_{i}$ is a primary ideal belonging to $\mathfrak{p}_{i}$ for each $i$, and $a A=\mathfrak{q}_{1} \ldots \cap \mathfrak{q}_{r}$. Eliminating redundant terms from this expression, we get an irredundant expression, say $a A=\mathfrak{q}_{1} \cap \ldots \cap \mathfrak{q}_{r}$. It is enough to show that then ht $\mathfrak{p}_{i}=1$ for $1 \leqslant i \leqslant r$. By contradiction, suppose that ht $\mathfrak{p}_{1}>1$. By Theorem $1, A_{p_{1}}$ is a Krull ring with defining family $\mathscr{F}^{\prime}=\left\{R \in \mathscr{F} \mid A_{p}, \subset R\right\}$, but is not itself a DVR, and hence by Theorem $2, \mathscr{F}^{\prime}$ is infinitc. Thus there cxists $R^{\prime} \in \mathscr{F}^{\prime}$ such that $a R^{\prime}=R^{\prime}$; we set $p^{\prime}=\operatorname{rad}\left(R^{\prime}\right) \cap A$. We have $a \notin p^{\prime}$, and $A_{p_{1}} \subset R^{\prime}$ implies that $\mathfrak{p}^{\prime} \subset \mathfrak{p}_{1}$. Now by assumption $a A \neq \mathfrak{q}_{2} \cap \cdots \cap \mathfrak{q}_{r}$, and $R_{1}$ is a DVR, so that $\left(\operatorname{rad}\left(R_{1}\right)\right)^{v} \subset a R_{1}$ for some $v>0$, and hence $\mathfrak{p}_{1}^{v} \subset \mathfrak{q}_{1}$. Therefore there exists an $i \geqslant 0$ such that

$$
a A \not p \mathfrak{p}_{1}^{i} \cap \mathfrak{q}_{2} \cap \cdots \cap \mathfrak{q}_{r} \quad \text { and } a A \supset \mathfrak{p}_{1}^{i+1} \cap \mathfrak{q}_{2} \cap \cdots \cap \mathfrak{q}_{r}
$$

Hence there exist $b \in A$ such that $b \notin a A$ but $b p_{1} \subset a A$. In particular $b \mathfrak{p}^{\prime} \subset a A$, but since $a$ is a unit of $R^{\prime}$ we have

$$
(b / a) \mathfrak{p}^{\prime} \subset A \cap \operatorname{rad}\left(R^{\prime}\right)=\mathfrak{p}^{\prime} .
$$

Taking $0 \neq c \in \mathfrak{p}^{\prime}$ then for every $n>0$ we have $(b / a)^{n} c \in \mathfrak{p}^{\prime} \subset A$, and since $A$ is completely integrally closed, $b / a \in A$. This is a contradiction, and it proves that ht $p_{i}=1$ for $1 \leqslant i \leqslant r$.
Corollary. Let $A$ be a Krull ring and $\mathscr{P}$ the set of height 1 prime ideals of $A$. For $0 \neq a \in A$ set $v_{\mathrm{p}}(a)=n_{\mathrm{p}}$; then

$$
a A=\bigcap_{p \in P} p^{\left(n_{p}\right)}
$$

where $\mathfrak{p}^{(n)}$ denotes the symbolic $n$th power $\mathfrak{p}^{n} A_{\mathfrak{p}} \cap A$.
Proof. According to the theorem we have $a A=\bigcap_{p \in \mathscr{P}}\left(a A_{p} \cap A\right)$, but $a A_{\mathfrak{p}}=\mathfrak{p}^{n_{p}} A_{\mathfrak{p}}$, so that $a A_{\mathfrak{p}} \cap A=\mathfrak{p}^{\left(n_{\mathfrak{p}}\right)}$.
Theorem 12.4. (i) A Noetherian normal domain is a Krull ring.
(ii) Let $A$ be an integral domain, $K$ its field of fractions, and $L$ an extension field of $K$. If $\left\{A_{i}\right\}_{i \in I}$ is a family of Krull rings contained in $L$ satisfying
the two conditions (1) $A=\bigcap A_{i}$ and (2) given any $0 \neq a \in A$ we have $a A_{i}=A_{i}$ for all but finitely many $i$, then $A$ is a Krull ring.
(iii) If $A$ is a Krull ring then so is $A[X]$ and $A \llbracket X \rrbracket$.

Proof. (i) This follows from Theorem 11.5 and the fact that for any nonzero $a \in A$ there are only finitely many height 1 prime ideals containing $a A$ (because these are the prime divisors of $a A$ ).
(ii) is easy, and we leave it to the reader.
(iii) $K[X]$ is a principal ideal ring and therefore a Krull ring. Moreover, if we let $\mathscr{P}$ be the set of height 1 prime ideals of $A$ then for $p \in \mathscr{P}$ the ideal $\mathfrak{p}[X]$ is prime in $A[X]$, and by Theorem 11.2, (3), the local ring $A[X]_{\mathrm{p}[X]}$ is a DVR of $K(X)$. (If we write $v$ for the additive valuation of $K$ corresponding to the valuation ring $A_{p}$, we can extend $v$ to an additive valuation of $K(X)$ by setting $v(F(X))=\min \left\{v\left(a_{i}\right)\right\}$ for a polynomial

$$
F(X)=a_{0}+a_{1} X+\cdots+a_{\mathrm{r}} X^{r}\left(\text { with } a_{i} \in K\right),
$$

and $v(F / G)=v(F)-v(G)$ for a rational function $F(X) / G(X)$; then the valuation ring of $v$ in $K(X)$ is $A[X]_{p[X]}$.) Now we have $K[X] \cap$ $A[X]_{p[X]}=A_{\mathrm{p}}[X]$ (prove this!), and so

$$
A[X]=K[X] \cap\left(\bigcap_{p \in \mathscr{P}} A[X]_{p[X]}\right) ;
$$

by (ii) this is a Krull ring.
Now for $A \llbracket X \rrbracket$, let $\left\{R_{\lambda}\right\}_{\lambda \in \Lambda}$ be a family of DVRs of $K$ defining $A$; then inside $K \llbracket X \rrbracket$ we have $A \llbracket X \rrbracket=\bigcap_{\lambda} R_{\lambda} \llbracket X \rrbracket$, also by Ex. $9.5, R_{\lambda}\|X\|$ is an integrally closed Noetherian ring, and is therefore a Krull ring by (i). However, we cannot use (ii) as it stands, since $X$ is a non-unit of all the rings $R_{\lambda} \llbracket X \rrbracket$, so we set $R_{\lambda} \llbracket X \rrbracket\left[X^{-1}\right]=B_{\lambda}$, and note that $A \llbracket X \rrbracket=K \llbracket X \rrbracket \cap$ ( $\bigcap_{\lambda} B_{\lambda}$ ); now the hypothesis in (ii) is easily verified. Indeed,

$$
\varphi(X)=a_{r} X^{r}+a_{r+1} X^{r+1}+\cdots \in A \llbracket X \rrbracket \text { with } a_{r} \neq 0
$$

is a non-unit of $B_{\lambda}$ if and only if $a_{r}$ is a non-unit of $R_{\lambda}$, and there are only finitely many such $\hat{\lambda}$. Therefore $A \llbracket X \rrbracket$ is a Krull ring.

Remark 1. Note that the field of fractions of $A \llbracket X]$ is in general smaller than the field of fractions of $K \llbracket X \rrbracket$.

Remark 2. The $B_{\lambda}$ occurring above are Euclidean rings ([B7], §1, Ex. 9).
Theorem 12.5. The notions of Dedekind ring and one-dimensional Krull ring coincide.
Proof. A Dedekind ring is a normal Noetherian domain, and therefore a
Krull ring. Conversely, if $A$ is a one-dimensional Krull ring, let us prove that
$A$ is Noetherian. Let $I$ he a non-zero ideal of $A$, and let $0 \neq a \in I$. If we can prove that $A / a A$ is Noetherian then $I / a A$ is finitely generated, and thus so is
I. By the corollary of Theorem 3 we can write $a A=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{r}$, where $\mathfrak{q}_{i}$ are symbolic powers of prime ideals $\mathfrak{p}_{i}$ and $\mathfrak{p}_{i} \neq \mathfrak{p}_{j}$ if $i \neq j$; now since $\operatorname{dim} A=1$ each $p_{i}$ is maximal and we have

$$
A / a A=A / \mathfrak{q}_{1} \times \cdots \times A / \mathfrak{q}_{r}
$$

by Theorem 1.3 and Theorem 1.4. But $A / \mathfrak{q}_{i}$ is a local ring with maximal ideal $\mathfrak{p}_{i} / \mathfrak{q}_{i}$, and hence $A / \mathfrak{q}_{i} \simeq A_{\mathrm{p} i} / \mathfrak{q}_{i} A_{\mathrm{p}_{i}} ;$ now since each $A_{\mathrm{p}_{i}}$ is a DVR, $A / a A$ is Noetherian (in fact even Artinian). Hence $A$ is one-dimensional Noetherian integral domain, and is normal, and is therefore a Dedekind ring.

Theorem 12.6. Let $A$ be a Krull ring, $K$ its field of fractions, and write $\mathscr{P}$ for the set of height 1 prime ideals of $A$. Suppose given any $p_{1}, \ldots p_{r} \in \mathscr{P}$ and $e_{1}, \ldots, e_{r} \in \mathbb{Z}$. Then there exists $x \in K$ satisfying

$$
v_{i}(x)=e_{i} \quad \text { for } \quad 1 \leqslant i \leqslant r
$$

and

$$
v_{p}(x) \geqslant 0 \text { for all } p \in \mathscr{P}-\left\{p_{1}, \ldots, p_{r}\right\} .
$$

Here $v_{i}$ and $v_{\mathrm{p}}$ stand for the normalised additive valuations of $K$ corresponding to $p_{i}$ and $p$.
Proof. If $y_{1} \in A$ is chosen so that $y_{1} \in \mathfrak{p}_{1}$ but $y_{1} \notin \mathfrak{p}_{1}^{(2)} \cup \mathfrak{p}_{2} \cup \cdots \cup \mathfrak{p}_{r}$, then $v_{i}\left(y_{1}\right)=\delta_{1 i}$ for $1 \leqslant i \leqslant r$. Similarly we choose $y_{2}, \ldots, y_{r} \in A$ such that $v_{i}\left(y_{j}\right)=\delta_{i j}$. Then we set

$$
y=\prod_{i=1}^{r} y_{i}^{e_{t}} ;
$$

let $\mathfrak{p}_{1}^{\prime}, \ldots, \mathfrak{p}_{s}^{\prime}$ be all the primes $\mathfrak{p} \in \mathscr{P}-\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}\right\}$ for which $v_{p}(y)<0$. Then choosing for each $j=1, \ldots, s$ an element $t_{j} \in \mathfrak{p}_{j}^{\prime}$ not belonging to $\mathfrak{p}_{1} \cup \cdots \cup \mathfrak{p}_{r}$, and taking $v$ to be sufficiently large, we see that

$$
x=y\left(t_{1} \ldots t_{s}\right)^{v}
$$

satisfies the requirements of the theorem.
Theorem 12.7 (Y. Mori and J. Nishimura). Let $A$ and $\mathscr{P}$ be as in the previous theorem. If $A / \mathfrak{p}$ is Noetherian for every $\mathfrak{p} \in \mathscr{P}$ then $A$ is Noetherian.
Proof (J. Nishimura). As in the proof of Theorem 5, it is enough to show that $A / \mathfrak{p}^{(n)}$ is Noetherian for $\mathfrak{p} \in \mathscr{P}$ and any $n>0$. If $n=1$ this holds by hypothesis. For $n>1$ we proceed as follows. Applying the previous theorem with $r=1$ and $e=-1$ we can find an element $x$ in the field of fractions of $A$ such that $v_{p}(x)=1$ and $v_{q}(x) \leqslant 0$ for every other $q \in \mathscr{P}$. Set $B=A[x]$. If $y \in p$ then $y / x \in A$ so that $y \in x B$, and conversely $B \subset A_{p}$ and $x B \subset \mathfrak{p} A_{\mathrm{p}}$, so that $\mathfrak{p}=x B \cap A$. Moreover, $B=A+x B$ and so

$$
B / x B \simeq A / \mathfrak{p} .
$$

Now $x^{i} B / x^{i+1} B \simeq B / x B$ for each $i$, so that by induction on $i$ we see that $B / x^{i} B$ is a Noetherian $B$-module for each $i$, and hence a Noetherian ring. Now we have

$$
x^{n} B \cap A \subset x^{n} A_{\mathfrak{p}} \cap A=\mathfrak{p}^{(n)},
$$

and $B / x^{n} B$ is a finite $A /\left(x^{n} B \cap A\right)$-module, being generated by the images of $1, x, \ldots, x^{n-1}$, so that by the Eakin-Nagata theorem (Theorem 3.7), $A /\left(x^{n} B \cap A\right)$ is Noetherian ring; therefore its quotient $A / p^{(n)}$ is also Noetherian.

Remark. If $A$ is a Noetherian integral domain and $K$ its field of fractions, then the integral closure of $A$ in $K$ is a possibly non-Noetherian Krull ring ([N1], (33.10)). This was proved by Y. Mori (1952) in the local case, and in the general case by M. Nagata (1955). Theorem 12.7 was proved by Mori [1] in 1955 as a theorem on the integral closure of Noetherian rings. His proof was correct (in spite of a number of easily rectifiable inaccuracies), and was an extremely interesting piece of work, but due to its difficulty, and the fact that it appeared in an inaccessible journal, the result was practically forgotten. After Marot [1], (1973) applied it successfully, Mori's work attracted attention once more, and J. Nishimura [1], (1975) reformulated the result as above as a theorem on Krull rings and gave an elegant proof.

More results on Krull rings can be found in [N1], [B7], [F], among others.

Exercises to §12. Prove the following propositions.
12.1. Let $K \subset L$ be a finite extension of fields, and $R$ a valuation ring of $K$. Then there are a finite number of valuation rings of $L$ dominating $R$, and if $L$ is a normal extension of $K$ then these are all conjugate to one another under elements of the Galois group $\mathrm{Aut}_{\mathrm{K}}(L)$.
12.2. Let $R$ be a valuation ring of a field $K$, and let $K \subset L$ be a (possibly infinite) algebraic extension; write $\bar{R}$ for the integral closure of $R$ in $L$. Then the localisation of $\bar{R}$ at a maximal ideal is a valuation ring dominating $R$, and conversely every valuation ring of $L$ dominating $R$ is obtained in this way.
12.3. Let $A$ be a Krull ring, $K$ its field of fractions, and $K \subset L$ a finite extension field; if $B$ is the integral closure of $A$ in $L$, then $B$ is also a Krull ring.
12.4. Let $A$ be an integral domain and $K$ its field of fractions. For $I$ a fractional ideal, write $\tilde{I}=\left(I^{-1}\right)^{-1}$. If $I=\tilde{I}$ we say that $I$ is divisorial. If $A$ is a Krull ring, then an ideal of $A$ is divisorial if and only if it can be expressed as the intersection of a finite number of height 1 primary ideals.

## 5

## Dimension theory

The dimension theory of Noetherian rings is probably the greatest of Krull's many achievements; with his principal ideal theorem (Theorem 13.5) the theory of Noetherian rings gained in mathematical profundity. Then the theory of multiplicities was first treated rigorously and in considerable generality by Chevalley, and was simplified by Samuel's definition of multiplicity in terms of the Samuel function.

Here we follow the method of EGA, proving Theorem 13.4 via the Samuel function, and deducing the principal ideal theorem as a corollary. The Samuel function is of importance as a measure of singularity in Hironaka's resolution of singularities, but in this book we can only cover its basic properties. In $\S 15$ we exploit the notion of systems of parameters to discuss among other things the dimension of the fibres of a ring homomorphism and the dimension formula for finitely generated extension rings.

## 13 Graded rings, the Hilbert function and the Samuel function

Let $G$ be an Abelian semigroup with identity element 0 ; (that is, $G$ is a set with an addition law + satisfying associativity $(x+y)+z=x+$ $(y+z)$, commutativity $x+y=y+x$, and such that $0+x=x)$. A graded (or $G$-graded) ring is a ring $R$ together with a direct sum decomposition of $R$ as an additive group $R=\bigoplus_{i \in G} R_{i}$ satisfying $R_{i} R_{j} \subset R_{i+j}$. Similarly, a graded $R$-module is an $R$-module $M$ together with a direct sum decomposition $M=$ $\bigoplus_{i \in G} M_{i}$ satisfying $R_{i} M_{j} \subset M_{i+j}$. An element $x \in M$ is homogeneous if $x \in M_{i}$ for some $i \in G$, and $i$ is then called the degree of $x$. A general element $x \in M$ can be written uniquely in the form $x=\sum_{i \in G} x_{i}$ with $x_{i} \in M_{i}$ and only finitely many $x_{i} \neq 0 ; x_{i}$ is called the homogeneous term of $x$ of degree $i$.

A submodule $N \subset M$ is called a homogeneous submodule (or graded submodule) if it can be generated by homogeneous elements. This condition is equivalent to either of the following two:
(1) For $x \in M$, if $x \in N$ then each homogeneous term of $x$ is in $N$;
(2) $N=\sum_{i \epsilon G}\left(N \cap M_{i}\right)$.

For a homogeneous submodule $N \subset M$ we set $N_{i}=M_{i} \cap N$; then $M / N=\bigoplus_{i \in G} M_{i} / N_{i}$ is again a graded $R$-module.

One sees from the definition that $R_{0} \subset R$ is a subring, and that each graded piece $M_{i}$ of a graded $R$-module $M$ is an $R_{0}$-module.

The notion of graded ring is most frequently used when $G$ is the semigroup $\{0,1,2, \ldots\}$ of non-negative integers, which we denote by $\mathbb{N}$. In this case, we set $R^{+}=\sum_{n>0} R_{n}$; then $R^{+}$is an ideal of $R$, with $R / R^{+} \simeq R_{0}$.

The polynomial ring $R=R_{0}\left[X_{1}, \ldots, X_{n}\right]$ over a ring $R_{0}$ is usually made into an $\mathbb{N}$-graded ring by defining the degree of a monomial $X_{1}^{\alpha_{1}} \ldots X_{n}^{\alpha_{n}}$ as the total degree $\alpha_{1}+\cdots+\alpha_{n}$; however, $R$ has other useful gradings. For example, $R$ has an $\mathbb{N}^{n}$-grading in which $X_{1}^{\alpha_{1}} \cdots X_{n}^{\alpha_{n}}$ has degree ( $\alpha_{1}, \ldots, \alpha_{n}$ ); the value of systematically using this grading can be seen in GotoWatanabe [1]. Alternatively, giving each of the $X_{i}$ some suitable weight $d_{i}$ and letting the monomial $X_{1}^{\alpha_{1}} \ldots X_{n}^{\alpha_{n}}$ have weight $\sum \alpha_{i} d_{i}$ defines an $\mathbb{N}$-grading of $R$. For example, the ring $R_{0}[X, Y, Z] /(f)$, where $f=a_{i} X^{\alpha}+$ $a_{2} Y^{\beta}+a_{3} Z^{\gamma}$ can be graded by giving the images of $X, Y, Z$ the weights $\beta \gamma, \alpha \gamma$ and $\alpha \beta$, respectively.

A filtration of a ring $A$ is a descending chain $A=J_{0} \supset J_{1} \supset \cdots$ of ideals such that $J_{n} J_{m} \subset J_{n+m}$; the associated graded ring $\operatorname{gr}(A)$ is defined as follows. First of all as a module we set $\operatorname{gr}_{n}(A)=J_{n} / J_{n+1}$ for $n \geqslant 0$, and $\operatorname{gr}(A)=\oplus_{n \in \mathbb{N}} \operatorname{gr}_{n}(A)$; then we define the product by

$$
\left(x+J_{n+1}\right) \cdot\left(y+J_{m+1}\right)=x y+J_{n+m+1} \quad \text { for } \quad x \in J_{n} \quad \text { and } \quad y \in J_{m} .
$$

It is easy to see that $\operatorname{gr}(A)$ becomes a graded ring. The filtration $J_{1} \supset J_{2} \subset \cdots$ defines a linear topology on $A$ (see $\S 8$ ), and the completion $\hat{A}$ of $A$ in this topology has a filtration $J_{1}^{*} \supset J_{2}^{*} \supset \cdots$ such that $\hat{A} / J_{n}^{*} \simeq A / J_{n}$ for all $n$, hence $J_{n}^{*} / J_{n+1}^{*} \simeq J_{n}{ }^{n+1}$, and

$$
\operatorname{gr}(A)=\operatorname{gr}(\hat{A})
$$

Let $A$ be a ring, $I$ an ideal, and let $B=\bigoplus_{n \geqslant 0} I^{n} / I^{n+1}$ be the graded ring associated with the filtration $I \supset I^{2} \supset \cdots$ of $A$ by powers of $I$; the various notations $\operatorname{gr}_{I}(A), \operatorname{gr}^{I}(A)$ and $G_{A}(I)$ are used to denote $B$ in the current literature. An element of $B_{n}=I^{n} / I^{n+1}$ can be expressed as a linear combination of products of $n$ elements of $B_{1}=I / I^{2}$, so that $B$ is generated over the subring $B_{0}=A / I$ by elements of $B_{1}$. If $I=A x_{1}+\cdots+A x_{r}$ and $\xi_{i}$ denotes the image of $x_{i}$ in $B_{1}=I / I^{2}$ then

$$
B=\operatorname{gr}_{I}(A)=(A / I)\left[\xi_{1}, \ldots, \xi_{r}\right],
$$

and $B$ is a quotient of the polynomial ring $(A / I)\left[X_{1}, \ldots, X_{r}\right]$ as a graded ring.

Theorem 13.1. An $\mathbb{N}$-graded ring $R=\oplus_{n \geqslant 0} R_{n}$ is Noetherian if and only if $\boldsymbol{R}_{0}$ is Noetherian and $R$ is finitely generated as a ring over $R_{0}$.

Proof. The 'if' is obvious, and we prove the 'only if': suppose that $R$ is Noetherian. Then since $R_{0} \simeq R / R^{+}, R_{0}$ is Noetherian. $R^{+}$is a homogeneous ideal, and is finitely generated, so that we can suppose that it is generated by homogeneous elements $x_{1}, \ldots, x_{r}$. Then it is easy to see that $R=R_{0}\left[x_{1}, \ldots, x_{r}\right]$; in fact it is enough to show that $R_{n} \subset R_{0}\left[x_{1}, \ldots, x_{r}\right]$ for every $n$. Now writing $d_{i}$ for the degree of $x_{i}$ we have

$$
\begin{equation*}
R_{n}=x_{1} R_{n-d_{1}}+x_{2} R_{n-d_{2}}+\cdots+x_{r} R_{n-d_{r}} . \tag{}
\end{equation*}
$$

Indeed, for $y \in R_{n}$, write $y=\sum x_{i} f_{i}$ with $f_{i} \in R$; then setting $g_{i}$ for the homogeneous term of degree $n-d_{i}$ of $f_{i}$ (with $g_{i}=0$ if $n-d_{i}<0$ ), we also have $y=\sum x_{i} g_{i}$. From $\left(^{*}\right.$ ) it follows by induction that $R_{n} \subset R_{0}\left[x_{1}, \ldots, x_{r}\right]$.

Let $R=\oplus_{n \geqslant 0} R_{n}$ be a Noetherian graded ring; then if $M=\oplus_{n \geqslant 0} M_{n}$ is a finitely generated graded $R$-module, each $M_{n}$ is finitely generated as $R_{0}$-module. In fact when $M=R$ this is clear from (*) above. In the general case $M$ can be generated by a finite number of homogeneous elements $\omega_{i}: M$ $=R \omega_{1}+\cdots+R \omega_{s}$. Now letting $e_{i}$ be the degree of $\omega_{i}$, we have as above that

$$
M_{n}=R_{n-e_{1}} \omega_{1}+\cdots+R_{n-e_{s}} \omega_{s} \quad\left(\text { where } R_{i}=0 \quad \text { for } \quad i<0\right),
$$

and hence $M_{n}$ is a finite $R_{0}$-module. In particular if $R_{0}$ is an Artinian ring, then $l\left(M_{n}\right)<\infty$, where $l$ denotes the length of an $R_{0}$-module. In this case we define the Hilbert series $P(M, t)$ of $M$ by the formula:

$$
P(M, t)=\sum_{n=0}^{\infty} l\left(M_{n}\right) t^{n} \in \mathbb{Z} \llbracket t \rrbracket .
$$

[In combinatorics it is a standard procedure to associate with a sequence of numbers $a_{0}, a_{1}, a_{2}, \ldots$ the generating function $\sum a_{i} i^{i}$.]

Theorem 13.2. Let $R=\bigoplus_{n \geqslant 0} R_{n}$ be a Noetherian graded ring with $R_{0}$ Artinian, and let $M$ be a finitely generated graded $R$-modulc. Suppose that $R=R_{0}\left[x_{1}, \ldots, x_{r}\right]$ with $x_{i}$ of degree $d_{i}$, and that $P(M, t)$ is as above. Then $P(M, t)$ is a rational function of $t$, and can be written

$$
P(M, t)=f(t) / \prod_{i=1}^{r}\left(1-t^{d_{i}}\right),
$$

where $f(t)$ is a polynomial with coefficients in $\mathbb{Z}$.
Proof. By induction on $r$, the number of generators of $R$. When $r=0$, we have $R=R_{0}$, so that for $n$ sufficiently large, $M_{n}=0$, and the power series $P(M, t)$ is a polynomial. When $r>0$, multiplication by $x_{r}$ defines an $R_{0^{-}}$ linear map $M_{n} \longrightarrow M_{n+d_{r}}$; writing $K_{n}$ and $L_{n+d_{r}}$ for the kernel and cokernel, we get an exact sequence

$$
0 \rightarrow K_{n} \longrightarrow M_{n} \xrightarrow{x_{r}} M_{n+d_{r}} \longrightarrow L_{n+d_{r}} \rightarrow 0 .
$$

Set $K=\oplus K_{n}$ and $L=\oplus L_{n}$. Then $K$ is a submodule of $M$, and $L=M / x_{r} M$, so that $K$ and $L$ are finite $R$-modules; moreover $x_{r} K=x_{r} L=0$ so that $K$
and $L$ can be viewed as $R / x_{r} R$-modules, and hence we can apply the induction hypothesis to $P(K, t)$ and $P(L, t)$. Now from the above exact sequence we get

$$
l\left(K_{n}\right)-l\left(M_{n}\right)+l\left(M_{n+d_{r}}\right)-l\left(L_{n+d_{r}}\right)=0 .
$$

If we multiply this by $t^{n+d_{r}}$ and sum over $n$ this gives

$$
t^{d_{r}} P(K, t)-t^{d_{r}} P(M, t)+P(M, t)-P(L, t)=g(t),
$$

where $g(t) \in \mathbb{Z}[t]$. The theorem follows at once from this.
A lot of information on the values of $l\left(M_{n}\right)$ can be obtained from the above theorem. Especially simple is the case $d_{1}=\cdots=d_{r}=1$, so that $R$ is generated over $R_{0}$ by elements of degree 1 . In this case $P(M, t)=f(t)$ $(1-t)^{-r}$; if $f(t)$ has $(1-t)$ as a factor we can cancel to get $P$ in the form

$$
\begin{aligned}
& P(M, t)=f(t)(1-t)^{-d} \text { with } f \in \mathbb{Z}[t], \quad d \geqslant 0 \text {, } \\
& \text { and if } d>0 \text { then } f(1) \neq 0 .
\end{aligned}
$$

If this holds, we will write $d=d(M)$. Since $(1-t)^{-1}=1+t+t^{2}+\cdots$, we can repeatedly differentiate both sides to get

$$
(1-t)^{-d}=\sum_{n=0}^{\infty}\binom{d+n-1}{d-1} t^{n} .
$$

(This can of course be proved in other ways, for example by induction on $d$.) If $f(t)=a_{0}+a_{1} t+\cdots+a_{s} t^{s}$ then

$$
\begin{equation*}
l\left(M_{n}\right)=a_{0}\binom{d+n-1}{d-1}+a_{1}\binom{d+n-2}{d-1}+\cdots+a_{s}\binom{d+n-s-1}{d-1} ; \tag{*}
\end{equation*}
$$

here we set $\binom{m}{d-1}=0$ for $m<d-1$. The right-hand side of $\left({ }^{*}\right)$ can be formally rearranged as a polynomial in $n$ with rational coefficients, say $\varphi(n)$; then

$$
\varphi(X)=\frac{f(1)}{(d-1)!} X^{d}{ }^{1}+(\text { terms of lower degree }) .
$$

Since $\binom{m}{d-1}$ coincides with the polynomial $m(m-1) \ldots(m-d+2) /$ ( $d-1$ )! for $m \geqslant 0$, this implies the following result.

Corollary. If $d_{1}=\cdots=d_{r}=1$ in Theorem 2, and $d=d(M)$ is defined as above, then there is a polynomial $\varphi_{M}(X)$ of degree $d-1$ with rational coefficients such that for $n \geqslant s+1-d$ we have $l\left(M_{n}\right)=\varphi_{M}(n)$. Here $s$ is the degree of the polynomial $(1-t)^{d} P(M, t)$.

The polynomial $\varphi_{M}$ appearing here is called the Hilbert polynomial of the graded module $M$. The numerical function $l\left(M_{n}\right)$ itself is called the Hilbert
function of $M$; by the degree of a Hilbert function we mean the degree of the corresponding Hilbert polynomial.

Remark. For general $d_{1}, \ldots, d_{r}$, it is no longer necessarily the case that $l\left(M_{n}\right)$ can be represented by one polynomial.

Example 1. When $R=R_{0}\left[X_{0}, X_{1}, \ldots, X_{r}\right]$, the number of monomials of degree $n$ is $\binom{n+r}{r}$, so that

$$
l\left(R_{n}\right)=l\left(R_{0}\right) \cdot\binom{n+r}{r}
$$

holds for every $n \geqslant 0$, and the right-hand side is $\varphi_{R}(n)$. Thus $\varphi_{R}(X)=$ $\left(l\left(R_{0}\right) / r!\right)(X+r)(X+r-1) \cdots(X+1)$.

Example 2. Let $k$ be a field, and $F\left(X_{0}, \ldots, X_{r}\right)$ a homogeneous polynomial of degree $s$; set $R=k\left[X_{0}, \ldots, X_{r}\right] /(F(X))$. Then for $n \geqslant s$,

$$
l\left(R_{n}\right)=\binom{n+r}{r}-\binom{n-s+r}{r}
$$

and hence, setting $\binom{n+r}{r}=(1 / r!) n^{r}+a_{1} n^{r-1}+\cdots$, we have

$$
\begin{aligned}
\varphi_{R}(X) & =\frac{1}{r!}\left[X^{r}-(X-s)^{r}\right]+a_{1}\left[X^{r-1}-(X-s)^{r-1}\right]+\cdots \\
& =\frac{s}{(r-1)!} X^{r-1}+(\text { terms of lower degree }) .
\end{aligned}
$$

Example 3. Let $k$ be a field, and $R=k\left[X_{1}, \ldots, X_{r}\right] / P=k\left[\xi_{1}, \ldots, \xi_{r}\right]$, where $P$ is a homogeneous prime ideal. Let $t$ be the transcendence degree of $R$ over $k$, and suppose that $\xi_{1}, \ldots, \xi_{t}$ are algebraically independent over $k$; then there are $\binom{n+t-1}{t-1}$ monomials of degree $n$ in the $\xi_{1}, \ldots, \xi_{t}$, and these are linearly independent over $k$, so that $l\left(R_{n}\right) \geqslant\binom{ n+t-1}{t-1}$, from which it follows that $d \geqslant t$. In fact we will prove later (Theorem 8) that $d=t$.

A homogeneous ideal of the polynomial ring $k\left[X_{0}, \ldots, X_{r}\right]$ over a field $k$ defines an algebraic variety in $r$-dimensional projective space $\mathbb{P}^{r}$, and the Hilbert polynomial plays an important role in algebraic geometry. For example, note that the numerator of the leading term of $\varphi_{R}$ in Example 2 is equal to the degree of $F$. This holds in more generality, but we must leave details of this to textbooks on algebraic geometry [Ha].

The idea of using the construction of $\mathrm{gr}_{\mathrm{m}}(A)$ to relate the study of a
general Noetherian local ring $(A, \mathfrak{m})$ to the theory of ideals in a polynomial ring over a field was one of the crucial ideas introduced by Krull in his article 'Dimension theory of local rings' [6], a work of monumental significance for the theory of Noetherian rings. If $m$ is generated by $r$ elements then $\mathrm{gr}_{\mathrm{m}}(A)$ is of the form $k\left[X_{1}, \ldots, X_{r}\right] / I$, where $k=A / \mathrm{m}$ and $I$ is a homogeneous ideal. However, the Hilbert function of this graded ring was first used in the study of the multiplicity of $A$ by $P$. Samuel (1951).

## Samuel functions

In a little more generality, let $A$ be a Noetherian semilocal ring, and $m$ the Jacobson radical of $A$. If $I$ is an ideal of $A$ such that for some $v>0$ we have $\mathrm{m}^{v} \subset I \subset \mathfrak{m}$, we call $I$ an ideal of definition; the $I$-adic and $m$-adic topologies then coincide, so that 'ideal of definition' means 'ideal defining the m -adic topology'. Let $M$ be a finite $A$-module. If we set

$$
\operatorname{gr}_{I}(M)=\bigoplus_{n \geqslant 0} I^{n} M / I^{n+1} M
$$

then $\operatorname{gr}_{I}(M)$ is in a natural way a graded module over $\operatorname{gr}_{f}(A)=\oplus I^{n} / I^{n+1}$. For brevity write $\mathrm{gr}_{I}(A)=A^{\prime}$ and $\mathrm{gr}_{I}(M)=M^{\prime}$. Then the ring $A_{0}^{\prime}=A / I$ is Artinian, and if $I=\sum_{1}^{r} x_{i} A$, and $\xi_{i}$ is the image of $x_{i}$ in $I / I^{2}$, then $A^{\prime}=A_{0}^{\prime}\left[\xi_{1}, \ldots, \xi_{r}\right]$. If also $M=\sum_{1}^{s} A \omega_{i}$ then $M^{\prime}=\sum A^{\prime} \bar{\omega}_{i}$ (where $\bar{\omega}_{i}$ is the image of $\omega_{i}$ in $M_{0}^{\prime}=M / I M$ ), so that we can apply Theorem 2 and its corollary to $M^{\prime}$. Noting that $l\left(M_{n}^{\prime}\right)=l\left(I^{n} M / I^{n+1} M\right)$ (where on the left-hand side $l$ is the length as an $A_{0}^{\prime}$-module, on the right-hand side as an $A$-module), we have

$$
\sum_{i=0}^{n} l\left(M_{i}^{\prime}\right)=l\left(M / I^{n+1} M\right) .
$$

We now set $\chi_{M}^{I}(n)=l\left(M / I^{n+1} M\right)$. In particular we abbreviate $\chi_{M}^{m}(n)$ to $\chi_{M}(n)$, and call it the Samuel function of the $A$-module $M$.

Repeatedly using the well-known formula $\binom{m}{n}=\binom{m-1}{n-1}+\binom{m-1}{n}$ we get

$$
\sum_{v=0}^{n}\binom{d+v-1}{d-1}=\binom{d+n}{d}
$$

so that from formula (*) on p. 95 we get

$$
\chi_{M}^{I}(n)=a_{0}\binom{d+n}{d}+a_{1}\binom{d+n-1}{d}+\cdots+a_{s}\binom{d+n-s}{d},
$$

with $a_{i} \in \mathbb{Z}$. When $n \geqslant s$ this is a polynomial in $n$ of degree $d$. This degree $d$ is determined by $M$, and does not depend on $I$; to see this, if $I$ and $J$ are both ideals of definition of $A$ then there exist natural numbers $a$ and $b$
such that $I^{a} \subset J, J^{b} \subset I$, so that

$$
\chi_{M}^{I}(a n+a-1) \geqslant \chi_{M}^{J}(n) \quad \text { and } \quad \chi_{M}^{J}(b n+b-1) \geqslant \chi_{M}^{I}(n) .
$$

We thus write $d=d(M)$. It is natural to think of $d(M)$ as a measure of the size of $M$.

Theorem 13.3. Let $A$ be a semilocal Noetherian ring, and $0 \rightarrow M^{\prime} \longrightarrow$ $M \longrightarrow M^{\prime \prime} \rightarrow 0$ an exact sequence of finite $A$-modules; then

$$
d(M)=\max \left(d\left(M^{\prime}\right), \quad d\left(M^{\prime \prime}\right)\right)
$$

If $I$ is any ideal of definition of $A$, then $\chi_{M}^{I}-\chi_{M^{*}}^{I}$ and $\chi_{M^{\prime}}^{I}$, have the same leading coefficient.
Proof. We can assume $M^{\prime \prime}=M / M^{\prime}$. Then since $M^{\prime \prime} / I^{n} M^{\prime \prime}=M /\left(M^{\prime}+I^{\prime \prime} M\right)$ we have

$$
\begin{aligned}
l\left(M / I^{n} M\right) & =l\left(M / M^{\prime}+I^{n} M\right)+l\left(M^{\prime}+I^{n} M / I^{n} M\right) \\
& =l\left(M^{\prime \prime} I^{n} M^{\prime \prime}\right)+l\left(M^{\prime} / M^{\prime} \cap I^{n} M\right) .
\end{aligned}
$$

Thus setting $\varphi(n)=l\left(M^{\prime} / M^{\prime} \cap I^{n+1} M\right)$, we have $\chi_{M}^{I}=\chi_{M^{\prime \prime}}^{I}+\varphi$. Since moreover both $\chi_{M^{\prime}}^{I}$ and $\rho$ take on only positive values, $d(M)$ coincides with whichever is the greater of $d\left(M^{\prime \prime}\right)$ and $\operatorname{deg} \varphi$. However, by the Artin-Rees lemma, there is a $c>0$ such that

$$
n>c \Rightarrow I^{n+1} M^{\prime} \subset M^{\prime} \cap I^{n+1} M \subset I^{n-c+1} M^{\prime},
$$

and hence

$$
\chi_{M^{\prime}}^{I}(n) \geqslant \varphi(n) \geqslant \chi_{M^{\prime}}^{I}(n-c) ;
$$

therefore $\varphi$ and $\chi_{M^{\prime}}^{I}$ have the same leading coefficient.
We now define a further measure $\delta(M)$ of the size of $M$ : let $\delta(M)$ be the smallest value of $n$ such that there exist $x_{1}, \ldots, x_{n} \in m$ for which $l\left(M / x_{1} M+\right.$ $\left.\cdots+x_{n} M\right)<\infty$. When $l(M)<\infty$ we interpret this as $\delta(M)=0$. If $I$ is any ideal of definition of $A$ then $l(M / I M)<\infty$, so that $\delta(M) \leqslant$ number of generators of $I$. Conversely, in the case that $A$ is a local ring and $M=A$, then $l(A / I)<\infty$ implies that $I$ is an m-primary ideal. Therefore in this case $\delta(A)$ is the minimum of the number of generators of m-primary ideals.
We have now arrived at the fundamental theorem of dimension theory.
Theorem 13.4. Let $A$ be a semilocal Noetherian ring and $M$ a finite $A$-module; then we have

$$
\operatorname{dim} M=d(M)=\delta(M) .
$$

## Proof.

Step 1. Each of $d(M)$ and $\delta(M)$ are finite, but the finiteness of $\operatorname{dim} M$ has not yet been established. First of all, let us prove that $d(A) \geqslant \operatorname{dim} A$ for the case $M=A$, by induction on $d(A)$. Set $\mathrm{mt}=\operatorname{rad}(A)$. If $d(A)=0$ then $\ell\left(A / m^{n}\right)$ is constant for $n \gg 0$, so that for some $n$ we have $m^{n}=m^{n+1}$ and by NAK, $m^{n}=0$. Hence any prime ideal of $A$ is maximal and $\operatorname{dim} A=0$.

Next suppose that $d(A)>0$; if $\operatorname{dim} A=0$ then we're done. If $\operatorname{dim} A>0$, consider a strictly increasing sequence $\mathfrak{p}_{0} \subset \mathfrak{p}_{1} \subset \cdots \subset \mathfrak{p}_{e}$ of prime ideals of $A$, choose some element $x \in \mathfrak{p}_{1}-\mathfrak{p}_{0}$ and set $B=A /\left(\mathfrak{p}_{0}+x A\right)$; then by the previous theorem applied to the exact sequence

$$
0 \rightarrow A / \mathfrak{p}_{0} \xrightarrow{x} A / \mathfrak{p}_{0} \longrightarrow B \rightarrow 0,
$$

we have $d(B)<d(A)$, and so by induction

$$
\operatorname{dim} B \leqslant d(B) \leqslant d(A)-1
$$

(The values of $d(B)$ and $\operatorname{dim} B$ are independent of whether we consider $B$ as an $A$-module or as a $B$-module, as is clear from the definitions.) In $B$, the image of $\mathfrak{p}_{1} \subset \cdots \subset \mathfrak{p}_{e}$ provides a chain of prime ideals of length $e-1$, so that

$$
e-1 \leqslant \operatorname{dim} B \leqslant d(A)-1 ;
$$

hence $e \leqslant d(A)$. Since this holds for any chain of prime ideals of $A$, this proves $\operatorname{dim} A \leqslant d(A)$. For general $M$, by Theorem 6.4, there are submodules $M_{i}$ such that $0=M_{0} \subset M_{1} \subset \cdots \subset M_{q}=M$ with

$$
M_{i} / M_{i-1} \simeq A / \mathfrak{p}_{i} \quad \text { and } \quad \mathfrak{p}_{i} \in \operatorname{Spec} A
$$

Since for an exact sequence $0 \rightarrow M^{\prime} \longrightarrow M \longrightarrow M^{\prime \prime} \rightarrow 0$ of finite $A$ modules we have

$$
\operatorname{Supp}(M)=\operatorname{Supp}\left(M^{\prime}\right) \cup \operatorname{Supp}\left(M^{\prime \prime}\right)
$$

and

$$
\operatorname{dim} M=\max \left(\operatorname{dim} M^{\prime}, \operatorname{dim} M^{\prime \prime}\right),
$$

it is easy to see that

$$
d(M)=\max \left\{d\left(A / \mathfrak{p}_{i}\right)\right\} \geqslant \max \left\{\operatorname{dim}\left(A / \mathfrak{p}_{i}\right)\right\}=\operatorname{dim} M .
$$

Step 2. We show that $\delta(M) \geqslant d(M)$. If $\delta(M)=0$ then $l(M)<\infty$ so that $\chi_{M}(n)$ is bounded, hence $d(M)=0$. Next suppose that $\delta(M)=s>0$, choose $x_{1}, \ldots, x_{s} \in \mathfrak{m}$ such that $l\left(M / x_{1} M+\cdots+x_{s} M\right)<\infty$, and set $M_{i}=M / x_{1} M+$ $\cdots+x_{i} M$; then clearly $\delta\left(M_{i}\right)=\delta(M)-i$. On the other hand,

$$
\begin{aligned}
l\left(M_{1} / \mathfrak{m}^{n} M_{1}\right) & =l\left(M / x_{1} M+\mathfrak{m}^{n} M\right) \\
& =l\left(M / \mathfrak{m}^{n} M\right)-l\left(x_{1} M / x_{1} M \cap \mathfrak{m}^{n} M\right) \\
& =l\left(M / \mathfrak{m}^{n} M\right)-l\left(M /\left(\mathfrak{m}^{n} M: x_{1}\right)\right) \\
& \geqslant l\left(M / \mathfrak{m}^{n} M\right)-l\left(M / \mathfrak{m}^{n-1} M\right),
\end{aligned}
$$

so that $d\left(M_{1}\right) \geqslant d(M)-1$. Repeating this, we get $d\left(M_{s}\right) \geqslant d(M)-s$, but since $\delta\left(M_{s}\right)=0$ we have $d\left(M_{s}\right)=0$, so that $s \geqslant d(M)$.

Step 3. We show that $\operatorname{dim} M \geqslant \delta(M)$, by induction on $\operatorname{dim} M$. If $\operatorname{dim} M=0$ then $\operatorname{Supp}(M) \subset \mathrm{m}-\operatorname{Spec} A=V(\mathrm{~m})$ so that for large enough $n$ we have $\mathbf{m}^{n} \subset$ ann $M$, and $l(M)<\infty$, therefore $\delta(M)=0$. Next suppose that $\operatorname{dim} M>0$, and let $\mathfrak{p}_{i}$ for $1 \leqslant i \leqslant t$ be the minimal prime divisors of ann $(M)$
with coht $\mathfrak{p}_{i}=\operatorname{dim} M$; then the $\mathfrak{p}_{i}$ are not maximal ideals, so do not contain $\mathfrak{m}$. Hence we can choose $x_{1} \in \mathfrak{m}$ not contained in any $\mathfrak{p}_{i}$. Setting $M_{1}=M / x_{1} M$ we get $\operatorname{dim} M_{1}<\operatorname{dim} M$. Therefore by the inductive hypothesis $\delta\left(M_{1}\right) \leqslant \operatorname{dim} M_{1}$; but obviously $\delta(M) \leqslant \delta\left(M_{1}\right)+1$, so that $\delta(M) \leqslant$ $\operatorname{dim} M_{1}+1 \leqslant \operatorname{dim} M$.

Theorem 13.5. Let $A$ be a Noetherian ring, and $I=\left(a_{1}, \ldots, a_{r}\right)$ an ideal generated by $r$ elements; then if $\mathfrak{p}$ is a minimal prime divisor of $I$ we have ht $\mathfrak{p} \leqslant r$. Hence the height of a proper ideal of $A$ is always finite.
Proof. The ideal $I A_{\mathrm{p}} \subset A_{\mathrm{p}}$ is a primary ideal belonging to the maximal ideal, so that ht $\mathfrak{p}=\operatorname{dim} A_{\mathfrak{p}}=\delta\left(A_{\mathfrak{p}}\right) \leqslant r$.

Remark. Krull proved this theorem by induction on $r$; the case $r=1$ is then the hardest part of the proof. Krull called the $r=1$ case the principal ideal theorem (Hauptidealsatz), and the whole of Theorem 5 is sometimes known by this name. Here Theorem 5 is merely a corollary of Theorem 4, but one can also deduce the statement $\operatorname{dim} M=\delta(M)$ of Theorem 4 from it. As far as proving Theorem 5 is concerned, Krull's proof, which does not use the Samuel function, is easier. For this proof, see [N1] or [K]. More elementary proofs of the principal ideal theorem can be found in Rees [3] and Caruth 「1].

The definition of height is abstract, and even when one can find a lower bound, one cannot expect an upper bound just from the definition, so that this theorem is extremely important. The principal ideal theorem corresponds to the familiar and obvious-looking proposition of geometrical and physical intuition (which is strictly speaking not always true) that 'adding one equation can decrease the dimension of the space of solutions by at most one'.

Theorem 13.6. Let $P$ be a prime ideal of height $r$ in a Noetherian ring $A$. Then
(i) $P$ is a minimal prime divisor of some ideal $\left(a_{1}, \ldots, a_{r}\right)$ generated by $r$ elements;
(ii) if $b_{1}, \ldots, b_{s} \in P$ we have ht $P /\left(b_{1}, \ldots, b_{s}\right) \geqslant r-s$;
(iii) if $a_{1}, \ldots, a_{r}$ are as in (i) we have
ht $P /\left(a_{1}, \ldots, a_{i}\right)=r-i$ for $1 \leqslant i \leqslant r$.
Proof. (i) $A_{P}$ is an $r$-dimensional local ring, so that by Theorem 4 we can choose $r$ elements $a_{1}, \ldots, a_{r} \in P A_{P}$ such that $\left(a_{1}, \ldots, a_{r}\right) A_{P}$ is $P A_{P}$-primary. Each $a_{i}$ is of the form an element of $P$ times a unit of $A_{P}$, so that without loss of generality we can assume that $a_{i} \in P$. Then $P$ is a minimal prime divisor of $\left(a_{1}, \ldots, a_{r}\right) A$.
(ii) Set $\bar{A}=A /\left(b_{1}, \ldots, b_{s}\right), \bar{P}=P /\left(b_{1}, \ldots, b_{s}\right)$ and ht $\bar{P}=t$. Then by (i),
there exist $c_{1}, \ldots, c_{t} \in P$ such that $\bar{P}$ is a minimal prime divisor of $\left(\bar{c}_{1}, \ldots, \bar{c}_{t}\right) \bar{A}$. Then $P$ is a minimal prime divisor of $\left(b_{1}, \ldots, b_{s}, c_{1}, \ldots, c_{t}\right)$, and hence $r \leqslant s+t$ by Theorem 5 .
(iii) The ideal $P /\left(a_{1}, \ldots, a_{i}\right)$ is a minimal prime divisor of $\left(\bar{a}_{i+1}, \ldots, \bar{a}_{r}\right)$ in $A /\left(a_{1}, \ldots, a_{i}\right)$, hence ht $P /\left(a_{1}, \ldots, a_{i}\right) \leqslant r-i$. The opposite inequality was proved in (ii).
Theorem 13.7. Let $A=\oplus_{n \geqslant 0} A_{n}$ be a Noetherian graded ring.
(i) If $I$ is a homogeneous ideal and $P$ is a prime divisor of $I$ then $P$ is also homogeneous.
(ii) If $P$ is a homogeneous prime ideal of height $r$ then there exists a sequence $P=P_{0} \supset P_{1} \supset \cdots \supset P_{r}$ of length $r$ consisting of homogeneous prime ideals.
Proof. (i) $P$ can be expressed in the form $P=$ ann $(x)$ for a suitable element $\boldsymbol{x}$ of the graded $A$-module $A / I$. Let $a \in P$, and let $x=x_{0}+x_{1}+\cdots+x_{r}$ and $a=a_{p}+a_{p+1}+\cdots+a_{q}$ be decompositions into homogeneous terms. Then since $a x=0$,

$$
a_{p} x_{0}=0, \quad a_{p} x_{1}+a_{p+1} x_{0}=0, \quad a_{p} x_{2}+a_{p+1} x_{1}+a_{p+2} x_{0}=0, \ldots,
$$

from which we get $a_{p}^{2} x_{1}=0, a_{p}^{3} x_{2}=0, \ldots$, and finally $a_{p}^{r+1} x=0$. It follows that $a_{p}^{r+1} \in P$, but since $P$ is prime, $a_{p} \in P$. Thus $a_{p+1}+\cdots+a_{q} \in P$, so that in turn $a_{p+1} \in P$. Proceeding in the same way, we see that all the homogeneous terms of $a$ are in $P$, so that $P$ is a homogeneous ideal.
(ii) First of all note that we can assume that $A$ is an integral domain. To see this, if we take a chain $P=\mathfrak{p}_{0} \supset \cdots \supset \mathfrak{p}_{r}$ of prime ideals of length $r$ then $\mathfrak{p}_{r}$ is a minimal prime divisor of (0), and so by (i) is a homogeneous ideal; so we can replace $A$ by $A / \mathfrak{p}_{r}$. Now choose a homogeneous element $0 \neq b_{1} \in P$; then by Theorem 6 , $\operatorname{ht}\left(P / b_{1} A\right)=r-1$, and so there is a minimal prime divisor $Q$ of $b_{1} A$ such that $\mathrm{ht}(P / Q)=r-1$; since $Q \neq(0)$, it is a height 1 homogeneous prime ideal. By the inductive hypothesis on $r$ applied to $P / Q$ there exists a chain $P=P_{0} \supset P_{1} \supset \cdots \supset P_{r-1}=Q$ of homogeneous prime ideals of length $r-1$, and adding on (0) we get a chain of length $r$.

Let us investigate more closely the relation between local rings and graded rings.
Theorem 13.8. Let $k$ be a field, and $R=k\left[\xi_{1}, \ldots, \xi_{r}\right]$ a graded ring generated by elements $\xi_{1}, \ldots, \xi_{r}$ of degree 1 ; set $M=\sum \xi_{i} R, A=R_{M}$ and $\mathrm{m}=\boldsymbol{M}$.
(i) Let $\chi$ be the Samuel function of the local ring $A$, and $\varphi$ the Hilbert function of the graded ring $R$; then $\varphi(n)=\chi(n)-\chi(n-1)$;
(ii) $\operatorname{dim} R=$ ht $M=\operatorname{dim} A=\operatorname{deg} \varphi+1$;
(iii) $\mathrm{gr}_{\mathrm{m}}(A) \simeq R$ as graded rings.

Proof. $M$ is a maximal ideal of $R$ so that

$$
\mathfrak{m}^{n} / \mathrm{m}^{n+1} \simeq M^{n} / M^{n+1} \simeq R_{n} ;
$$

hence $\chi(n)-\chi(n-1)=l\left(m^{n} / \mathrm{m}^{n+1}\right)=l\left(R_{n}\right)=\varphi(n)$, and so $\operatorname{dim} A=\operatorname{deg} \chi=1+$ $\operatorname{deg} \varphi$. Then since $A=R_{M}$, we have $\operatorname{dim} A=$ ht $M$. After this it is enough to prove that $\operatorname{dim} R=$ ht $M$. First of all, assume that $R$ is an integral domain, so that by Example 3 in the section on Hilbert functions and by Theorem 5.6, we have

$$
1+\operatorname{deg} \varphi \geqslant \operatorname{tr} \cdot \operatorname{deg}_{k} R=\operatorname{dim} R \geqslant \mathrm{ht} M ;
$$

putting this together with ht $M=\operatorname{dim} A=1+\operatorname{deg} \varphi$, we get $\operatorname{dim} R=$ ht $M$. Next for general $R$, let $P_{1}, \ldots, P_{\mathrm{t}}$ be the minimal prime ideals of $R$; then by Theorem 7, these are all homogeneous ideals, and each $R / P_{i}$ is a graded ring. Choosing $P_{1}$ such that $\operatorname{dim} R=\operatorname{dim} R / P_{1}$ and using the above result, we get

$$
\operatorname{dim} R=\operatorname{dim} R / P_{1}=\text { ht } M / P_{1} \leqslant \text { ht } M \leqslant \operatorname{dim} R,
$$

so that $\operatorname{dim} R=$ ht $M$ as required. We have $R_{n} \subset M^{n} \subset \mathfrak{m}^{n}$ with $\mathrm{m}^{n} / \mathrm{m}^{n+1} \simeq$ $R_{n}$, and so taking an element $x$ of $R_{n}$ into its image in $\mathrm{m}^{n} / \mathrm{m}^{n+1}$ we obtain a canonical one-to-one map $R \xrightarrow{\sim} \mathrm{gr}_{\mathrm{m}} A$, and it is clear from the definition that this is a ring isomorphism.

Theorem 13.9. Let ( $A, \mathrm{~m}, k$ ) be a Noetherian local ring, and set $G=\mathrm{gr}_{\mathrm{m}} A$; then $\operatorname{dim} A=\operatorname{dim} G$.
Proof. Letting $\varphi$ be the Hilbert polynomial of $G$, we have $\operatorname{dim} A=$ $1+\operatorname{deg} \varphi$ (by Theorem 4), and by the previous theorem this is equal to $\operatorname{dim} G$.

In fact the following more general theorem holds: for $I$ a proper ideal in a Noetherian local ring $A$, set $G=\operatorname{gr}_{I}(A)$; then $\operatorname{dim} A=\operatorname{dim} G$. This will be proved a little later (Theorem 15.7).

Exercises to §13. Prove the following propositions.
13.1. Let $R=R_{0}+R_{1}+\cdots$ be a graded ring, and $u$ a unit of $R_{0}$. Then the map $T_{u}$ defined by $T_{u}\left(x_{0}+x_{1}+\cdots+x_{n}\right)=x_{0}+x_{1} u+\cdots+x_{n} u^{n}\left(\right.$ where $\left.x_{i} \in R_{i}\right)$ is an automorphism of $R$. If $R_{0}$ contains an infinite field $k$, then an ideal $I$ of $R$ is homogeneous if and only if $T_{\alpha}(1)=I$ for every $\alpha \in k$.
13.2. Let $R=R_{0}+R_{1}+\cdots$ be a graded ring, $I$ an ideal of $R$ and $t$ an indeterminate over $R$. Set $R^{\prime}=R\left[t, t^{-1}\right]$ and consider $R^{\prime}$ as a graded ring where $t$ has degree 0 (that is, $R_{n}^{\prime}=R_{n}\left[t, t^{1}\right]$ ). Then an ideal $I$ of $R$ is homogeneous if and only if $T_{t}\left(I R^{\prime}\right)=I R^{\prime}$.
13.3. Let $A$ be a Noetherian ring having an embedded associated prime. If $a \in A$ is a non-zero divisor satisfying $\bigcap_{n=1}^{\infty} a^{\prime \prime} A=(0)$, then $A /(a)$ also has an embedded associated prime.
13.4. Let $R=\oplus_{n \in \mathbb{Z}} R_{n}$ be a $\mathbb{Z}$-graded ring. For an ideal $I$ of $R$, let $I^{*}$ denote the
greatest homogeneous ideal of $R$ contained in $I$, that is the ideal of $R$ generated by all the homogeneous elements of $I$.
(i) If $P$ is prime so is $P^{*}$.
(ii) If $P$ is a homogeneous prime ideal and $Q$ is a $P$-primary ideal then $Q^{*}$ is again $P$-primary.
13.5. Let $R$ be a $\mathbb{Z}$-graded integral domain; write $S$ for the multiplicative set consisting of all non-zero homogeneous elements of $R$. Then $R_{S}$ is a graded ring, and its component of degree 0 is a field $\left(R_{S}\right)_{0}=K$; if $R \neq R_{0}$ then $R_{S}$ $\simeq K\left[X, X^{-1}\right]$, where the degrec of $X$ is the greatest common divisor of the degrees of elements of $S$.
13.6. Let $R$ be a $\mathbb{Z}$-graded ring and $P$ an inhomogeneous prime ideal of $R$; then there are no prime ideals contained between $P^{*}$ and $P$. If ht $P<\infty$ then ht $P=$ ht $P^{*}+1$ (Matijevic-Roberts [1]).

## Appendix to §13. Determinantal ideals (after Eagon-Northcott [1])

Let $M=\left(a_{i j}\right)$ be an $r \times s$ matrix $(r \leqslant s)$ with elements $a_{i j}$ in a Noetherian ring $A$, and let $I_{t}$ be the ideal of $A$ generated by the $t \times t$ minors (that is subdeterminants) of $M$. When $t=r$ and $A$ is a polynomial ring $k\left[X_{1}, \ldots, X_{n}\right]$ over a field $k$, Macaulay proved that all the prime divisors of $I_{t}$ have height $\leqslant s-r+1$ ([Mac], p. 54). In his Ph.D. thesis, Eagon generalised this result as follows: for an arbitrary Noetherian ring $A$, every minimal prime divisor of $I_{t}$ has height $\leqslant(r-t+1)(s-t+1)$. The following ingeneous proof is taken from Eagon-Northcott [1]. We begin with some preliminary observations.

The following operations on a matrix $M$ with elements in a ring $A$ are called elementary row operations: (1) permutation of the rows; (2) replacing $C_{i}$ by $u C_{i}+v C_{j}$, where $C_{i}$ and $C_{j}(i \neq j)$ are two distinct rows of $M, u$ is a unit of $A$ and $v$ is an element of $A$; elementary column operations are defined similarly. The ideal $I_{t}$ does not change under these operations. Now, if an element of $M$ is a unit in $A$, we can transform $M$ by a finite number of elementary row and column operations to the following form:

$$
\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
0 & & & \\
\vdots & & N & \\
0 & & &
\end{array}\right)
$$

and $I_{t}$ is equal to the ideal of $A$ generated by the $(t-1) \times(t-1)$ minors of $N$.
Lemma. Let $(A, P)$ be a Noetherian local ring and set $B=A[X]$. Let $J$ be a P-primary ideal of $A$ and $J^{\prime}$ an ideal of $B$ such that $J^{\prime} \subset P B$ and $\boldsymbol{J}^{\prime}+X B=J B+X B$. Then $P B$ is a minimal prime divisor of $J^{\prime}$.

Proof. $P B+X B$ is a maximal ideal of $B$, and is the radical of $J B+X B=$ $J^{\prime}+X B$. Thus, in the ring $B / J^{\prime}$ we have that $(P B+X B) / J^{\prime}$ is a minimal prime divisor of the principal ideal $\left(J^{\prime}+X B\right) / J^{\prime}$. Hence ht $((P B+X B) /$ $\left.J^{\prime}\right)=1$. Since $P B / J^{\prime}$ is a prime ideal in $B / J^{\prime}$, we have $\operatorname{ht}\left(P B / J^{\prime}\right)=0$.

Theorem 13.10 (Eagon). Let $A$ be a Noctherian ring and $M$ be an $r \times s$ matrix ( $r \leqslant s$ ) of elements of $A$. Let $I_{t}$ be the ideal of $A$ generated by the $t \times t$ minors of $M$. If $P$ is a minimal prime divisor of $I_{t}$ then we have

$$
\text { ht } P \leqslant(r-t+1)(s-t+1) \text {. }
$$

Proof. Induction on $r$. When $r=1$ we have $t=1$, and so $(r-t+1)(s-t+$ $1)=s$. The ideal $I_{1}$ is generated by $s$ elements, so that the assertion is just the principal ideal theorem (Theorem 5) in this case. Next assume that $r>1$. Localising at $P$ we may assume that $A$ is a local ring with maximal ideal $P$, and that $I_{t}$ is $P$-primary.

If $t=1$, then $I_{t}$ is generated by $r s$ elements and $(r-t+1)(s-t+1)=r s$, so our assertion holds also for this case. Therefore we assume $t>1$. If at least one of the elements of $M$ is a unit of $A$, then by what we said above, $I_{t}$ is generated by $(t-1) \times(t-1)$ minors of a $(r-1) \times(s-1)$ matrix, and again we are done. Therefore we assume that all the elements of $M$ are in $P$. Now comes the brilliant idea. Let $M^{\prime}$ be the matrix with elements in $B=A[X]$ obtained from $M$ by replacing $a_{11}$ by $a_{11}+X$, and let $I^{\prime}$ be the ideal of $B$ generated by the $t \times t$ minors of $M^{\prime}$. Since $t>1$ and $a_{i j} \in P$ for all $i$ and $j$ we have $I^{\prime} \subset P B$. We also have $I^{\prime}+X B=I_{t} B+X B$ since both sides have the same image in $B / X B=A$. Therefore $P B$ is a minimal prime divisor of $I^{\prime}$ by the lemma. Since the element $a_{11}+X$ of $M^{\prime}$ is not in $P B$, we have ht $P B \leqslant(r-t+1)(s-t+1)$ by our previous argument. Since ht $P B=$ ht $P$, as we can see by Theorems 4 and 5, we are done.

## 14 Systems of parameters and multiplicity

Let $(A, \mathfrak{m})$ be an $r$-dimensional Noetherian local ring; by Theorem 13.4, there exists an $\mathfrak{m}$-primary ideal generated by $r$ elements, but none generated by fewer. If $a_{1}, \ldots, a_{r} \in \mathfrak{m}$ generate an $\mathfrak{m}$-primary ideal, $\left\{a_{1}, \ldots, a_{r}\right\}$ is said to be a system of parameters of $A$ (sometimes abbreviated to s.o.p.). If $M$ is a finite $A$-module with $\operatorname{dim} M=s$, there exist $y_{1}, \ldots, y_{s} \in m$ such that $l\left(M /\left(y_{1}, \ldots, y_{s}\right) M\right)<\infty$, and then $\left\{y_{1}, \ldots, y_{s}\right\}$ is said to be a system of parameters of $M$.

If we set $A / \mathfrak{m}=k$, the smallest number of elements needed to generate $\mathfrak{m}$ itself is equal to $\operatorname{rank}_{k} \mathfrak{m} / \mathfrak{m}^{2}$; (here $\operatorname{rank}_{k}$ is the rank of a free module over $k$, that is the dimension of $\mathfrak{m} / \mathfrak{m}^{2}$ as $k$-vector space). This number is called the embedding dimension of $A$, and is written $\operatorname{emb} \operatorname{dim} A$. In general $\operatorname{dim} A \leqslant \mathrm{emb} \operatorname{dim} A$,
and equality holds when $m$ can be generated by $r$ elements; in this case $A$ is said to be a regular local ring, and a system of parameters generating $\mathfrak{m}$ is called a regular system of parameters.

Theorem 14.1. Let $(A, m)$ be a Noetherian local ring, and $x_{1}, \ldots, x_{r}$ a system of parameters. Then
(i) $\operatorname{dim} A /\left(x_{1}, \ldots, x_{i}\right)=r-i$ for $1 \leqslant i \leqslant r$.
(ii) although it is not true that ht $\left(x_{1}, \ldots, x_{i}\right)=i$ for all $i$ for an arbitrary system of parameters, there exists a choice of $x_{1}, \ldots, x_{r}$ such that every subset $F \subset\left\{x_{1}, \ldots, x_{r}\right\}$ generates an ideal of $A$ of height equal to the number of elements of $F$.
Proof. (i) is contained in Theorem 13.6. We now prove the second half of (ii). If $r \leqslant 1$ the assertion is obvious; suppose that $r>1$. Let $\mathfrak{p}_{0 j}$ (for $1 \leqslant$ $j \leqslant e_{0}$ ) be the prime ideals of $A$ of height 0 . Choosing $x_{1} \in \mathfrak{m}$ not contained in any $\mathfrak{p}_{0 j}$, we have $\mathrm{ht}\left(x_{1}\right)=1$. Next letting $\mathfrak{p}_{1 j}$ (for $1 \leqslant j \leqslant e_{1}$ ) be the minimal prime divisors of $\left(x_{1}\right)$, so that ht $\mathfrak{p}_{1 j}=1$, and choosing $x_{2} \in \mathfrak{m}$ not contained in any $\mathfrak{p}_{0 j}$ or any $\mathfrak{p}_{1 j}$, we have ht $\left(x_{2}\right)=1$, ht $\left(x_{1}, x_{2}\right)=2$; if $r=2$ we're done. If $r>2$ we choose $x_{3} \in \mathfrak{m}$ not contained in any minimal prime divisor of $(0),\left(x_{1}\right),\left(x_{2}\right),\left(x_{1}, x_{2}\right)$, and proceed in the same way to obtain the result.
We now give an example where ht $\left(x_{1}, \ldots, x_{i}\right)<i$. Let $k$ be a field and set $R=k \llbracket X, Y, Z \rrbracket$; let $I=(X) \cap(Y, Z)$, and write $A=R / I$, and $x, y, z$ for the images in $A$ of $X, Y, Z$. The minimal prime ideals of $A$ are $(x)$ and $(y, z)$; now $A /(x) \simeq R /(X) \simeq k \llbracket Y, Z \rrbracket$ is two-dimensional and $A /(y, z) \simeq$ $R /(Y, Z) \simeq k \llbracket X \rrbracket$ is one-dimensional, so that $\operatorname{dim} A=2 .\{y, x+z\}$ is a system of parameters of $A$; in fact $x y=x z=0$ so that $x^{2}=x(x+z) \in$ $(y, x+z)$ and $z^{2}=z(x+z) \in(y, x+z)$. However, $y$ is contained in the minimal prime ideal $(y, z)$ of $A$, and hence $\operatorname{ht}(y)=0$.

Theorem 14.2. Let ( $R, m$ ) be an $n$-dimensional regular local ring, and $x_{1}, \ldots, x_{i}$ elements of $m$. Then the following conditions are equivalent:
(1) $x_{1}, \ldots, x_{i}$ is a subset of a regular system of parameters of $R$;
(2) the images in $\mathfrak{m} / \mathrm{m}^{2}$ of $x_{1}, \ldots, x_{i}$ are linearly independent over $R / \mathrm{m}$;
(3) $R /\left(x_{1}, \ldots, x_{i}\right)$ is an ( $n-i$ )-dimensional regular local ring.

Proof. (1) $\Rightarrow$ (2) If $x_{1}, \ldots, x_{i}, x_{i+1}, \ldots, x_{n}$ is a regular system of parameters then their images generate $\mathrm{m} / \mathrm{m}^{2}$ over $k=R / \mathfrak{m}$, and since $\operatorname{rank}_{k} \mathfrak{m} / \mathrm{m}^{2}=n$ they must be linearly independent over $k$.
(1) $\Rightarrow$ (3) We know that $\operatorname{dim} R /\left(x_{1}, \ldots, x_{i}\right)=n-i$, and the images of $x_{i+1}, \ldots, x_{n}$ generate the maximal ideal of $R /\left(x_{1}, \ldots, x_{i}\right)$.
(3) $\Rightarrow$ (1) If the maximal ideal $\mathrm{m} /\left(x_{1}, \ldots, x_{i}\right)$ of $R /\left(x_{1}, \ldots, x_{i}\right)$ is generated by the images of $y_{1}, \ldots, y_{n-i} \in \mathbb{m}$ then $\mathfrak{m}$ is generated by $x_{1}, \ldots, x_{i}$, $y_{1}, \ldots, y_{n-i}$.

Remark. The hypothesis that $R$ is regular is not needed for (3) $\Rightarrow(1)$.
(2) $\Rightarrow$ (1) Using $\operatorname{rank}_{k} \mathfrak{m} / \mathfrak{m}^{2}=n$, if we choose $x_{i+1}, \ldots, x_{n} \in \mathfrak{m}$ such that the images of $x_{1}, \ldots, x_{n}$ in $\mathfrak{m} / \mathrm{m}^{2}$ form a basis then $x_{1}, \ldots, x_{n}$ generate $m$ and so forms a regular system of parameters.

Theorem 14.3. A regular local ring is an integral domain.
Proof. Let ( $R, \mathfrak{m}$ ) be an $n$-dimensional regular local ring; we proceed by induction on $n$. If $n=0$ then $\mathfrak{m}$ is an ideal generated by 0 elements, so that $\mathfrak{m}=(0)$. This in turn means that $R$ is a field. Thus a zero-dimensional regular local ring is just a field by another name.

When $n=1$, the maximal ideal $\mathrm{m}=x R$ is principal and $\mathrm{ht} \mathrm{m}=1$, so that there exists a prime ideal $\mathfrak{p} \neq \mathfrak{m}$ with $\mathfrak{m} \supset \mathfrak{p}$. If $y \in \mathfrak{p}$ we can write $y=x a$ with $a \in R$, and since $x \notin \mathfrak{p}$ we have $a \in \mathfrak{p}$; hence $\mathfrak{p}=x \mathfrak{p}$, and by NAK, $\mathfrak{p}=(0)$. This proves that $R$ is an integral domain. (There is a slightly different proof in the course of the proof of Theorem 11.2; as proved there, a one-dimensional regular local ring is just a DVR by another name.)
When $n>1$, let $p_{1}, \ldots, p_{r}$ be the minimal prime ideals of $R$; then since $\mathfrak{m} \not \subset \mathfrak{m}^{2}$ and $\mathfrak{m} \not \subset \mathfrak{p}_{i}$ for all $i$, there exists an element $x \in \mathfrak{m}$ not contained in any of $\mathfrak{m}^{2}, \mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}$ (see Ex. 1.6). Then the image of $x$ in $\mathrm{m} / \mathrm{m}^{2}$ is non-zero, so that by the previous theorem $R / x R$ is an ( $n-1$ )-dimensional regular local ring. By the induction hypothesis, $R / x R$ is an integral domain, in other words, $x R$ is a prime ideal of $R$. If $p_{1}$ is one of the minimal prime ideals contained in $x R$ then since $x \not \mathfrak{p}_{1}$, the same argument as in the $n=1$ case shows that $\mathfrak{p}_{1}=x \mathfrak{p}_{1}$, and hence $\mathfrak{p}_{1}=(0)$.

Theorem 14.4. Let ( $A, \mathfrak{m}, k$ ) be a $d$-dimensional regular local ring; then

$$
\operatorname{gr}_{m}(A) \simeq k\left[X_{1}, \ldots, X_{d}\right],
$$

and if $\chi(n)$ is the Samuel function of $A$ then

$$
\chi(n)=\binom{n+d}{d} \text { for all } n \geqslant 0 .
$$

Proof. Since $m$ is generated by $d$ elements, $\operatorname{gr}_{\mathrm{m}}(A)$ is of the form $k\left[X_{1}, \ldots, X_{d}\right] / I$, where $I$ is a homogeneous ideal. Now if $I \neq(0)$, let $f \in I$ be a non-zero homogeneous element of degree $r$; then for $n>r$ the homogeneous piece of $k[X] / I$ of degree $n$ has length at most $\binom{n+d-1}{d-1}$ -$\binom{n-r+d-1}{d-1}$, which is a polynomial of degree $d-2$ in $n$. This implies that the Samuel function of $A$ is of degree at most $d-1$, and contradicts $\operatorname{dim} A=d$. Hence $I=(0)$; the second assertion follows from the first.

Let $(A, \mathfrak{m})$ be a Noetherian local ring. Elements $y_{1}, \ldots, y_{r} \in \mathfrak{m}$ are said to be analytically independent if they have the following property; for every
homogeneous form $F\left(Y_{1}, \ldots, Y_{r}\right)$ with coefficients in $A$, $F\left(y_{1}, \ldots, y_{r}\right)=0 \Rightarrow$ the coefficients of $F$ are in $m$.
If $y_{1}, \ldots, y_{r}$ are analytically independent and $A$ contains a field $k$, then $F(y) \neq 0$ for any non-zero homogeneous form $F(Y) \in k\left[Y_{1} \ldots, Y_{r}\right]$.

Theorem 14.5. Let $(A, \mathfrak{m})$ be a $d$-dimensional Noetherian local ring and $x_{1}, \ldots, x_{d}$ a system of parameters of $A$; then $x_{1}, \ldots, x_{d}$ are analytically independent.
Proof. Set $\mathfrak{q}=\sum x_{i} A$. Since $\mathfrak{q}$ is an ideal of definition of $A$, by Theorem 13.4, $\chi_{A}^{q}(n)=l\left(A / q^{n}\right)$ is a polynomial of degree $d$ in $n$ for $n \gg 0$. Set $A / \mathfrak{m}=k$; we say that a homogeneous form $f(X) \in k\left[X_{1}, \ldots, X_{d}\right]$ of degree $n$ is a null-form of $\mathfrak{q}$ if $F\left(x_{1} \ldots x_{d}\right) \in \mathfrak{q}^{n} \mathfrak{m}$ for any homogeneous form $F(X) \in A\left[X_{1}, \ldots, X_{d}\right]$ which reduces to $f(X)$ modulo $\mathfrak{m}$. Write $\mathfrak{n}$ for the ideal of $k\left[X_{1}, \ldots, X_{d}\right]$ generated by the null-forms of $\mathfrak{q}$. Then

$$
k[X] / \mathfrak{n} \simeq \oplus q^{n} / \mathfrak{q}^{n} \mathfrak{m},
$$

and writing $\varphi$ for the Hilbert polynomial of $k[X] / n$, we have $\varphi(n)$ $=l\left(q^{n} / q^{n} m\right)$ for $n \gg 0$. The right-hand side is just the number of elements in a minimal basis of $\mathfrak{q}^{n}$, so that $\varphi(n) \cdot l(A / \mathfrak{q}) \geqslant l\left(q^{n} / q^{n+1}\right)$. Now

$$
l\left(\mathrm{q}^{n} / \mathrm{q}^{n+1}\right)=\chi_{A}^{q}(n)-\chi_{A}^{\mathrm{q}}(n-1)
$$

is a polynomial in $n$ of degree $d-1$, so that $\operatorname{deg} \varphi \geqslant d-1$, but if $n \neq(0)$ this is impossible. Thus $n=(0)$, and the statement in the theorem follows at once.

## Multiplicity

Let $(A, \mathrm{~m})$ be a $d$-dimensional Noetherian local ring, $M$ a finite $A$-module, and $\mathfrak{q}$ an ideal of definition of $A$ (that is, an m-primary ideal). As we saw in $\S 13$, the Samuel function $l\left(M / \mathfrak{q}^{n+1} M\right)=\chi_{M}^{q}(n)$ can be expressed for $n \gg 0$ as a polynomial in $n$ with rational coefficients, and degree equal to $\operatorname{dim} M$, and therefore at most $d$. In addition, this polynomial can only take integer values for $n \gg 0$, so it is easy to see by induction on $d$ (using the fact that $\chi(n+1)-\chi(n)$ has the same property) that

$$
\chi_{M}^{q}(n)=\frac{e}{d!} n^{d}+(\text { terms of lower order })
$$

with $e \in \mathbb{Z}$. This integer will be written $e(q, M)$. By definition we have the following property.
Formula 14.1. $e(\mathfrak{q}, M)=\lim _{n \rightarrow \infty} \frac{d!}{n^{d}} l\left(M / \mathfrak{q}^{n} M\right)$, and in particular, if $d=0$ then $e(q, M)=l(M)$.

From this we see easily the following:
Formula 14.2. $e(\mathfrak{q}, M)>0$ if $\operatorname{dim} M=d$, and $e(q, M)=0$ if $\operatorname{dim} M<d$;
Formula 14.3. $e\left(\boldsymbol{q}^{r}, M\right)=e(\mathrm{q}, M) r^{d}$;

Formula 14.4. If $\mathfrak{q}$ and $\mathfrak{q}^{\prime}$ are both m-primary ideals and $\mathfrak{q} \supset \mathfrak{q}^{\prime}$ then $e(\mathfrak{q}, M) \leqslant e\left(\mathfrak{q}^{\prime}, M\right)$.

We set $e(q, A)=e(q)$, and define this to be the multiplicity of $q$. In addition, we will refer to the multiplicity $e(\mathrm{~m})$ of the maximal ideal as the multiplicity of the local ring $A$, and sometimes write $e(A)$ for it. For example, if $A$ is a regular local ring then by Theorem 4 , we can see that $e(A)=1$.
Theorem 14.6. Let $0 \rightarrow M^{\prime} \longrightarrow M \longrightarrow M^{\prime \prime} \rightarrow 0$ be an exact sequence of finite $A$-modules. Then

$$
e(\mathfrak{q}, M)=e\left(\mathfrak{q}, M^{\prime}\right)+e\left(\mathfrak{q}, M^{\prime \prime}\right) .
$$

Proof. We view $M^{\prime}$ as a submodule of $M$. Then

$$
l\left(M / q^{n} M\right)=l\left(M^{\prime \prime} / \mathrm{q}^{n} M^{\prime \prime}\right)+l\left(M^{\prime} / M^{\prime} \cap q^{n} M\right),
$$

and obviously $\mathfrak{q}^{n} M^{\prime} \subset M^{\prime} \cap \mathfrak{q}^{n} M$. On the other hand by Artin-Rees, there exists $c>0$ such that

$$
M^{\prime} \cap q^{n} M \subset q^{n-c} M^{\prime} \text { for all } n>c
$$

Hence

$$
l\left(M^{\prime} / \mathfrak{q}^{n-c} M^{\prime}\right) \leqslant l\left(M^{\prime} / M^{\prime} \cap q^{n} M\right) \leqslant l\left(M^{\prime} / \mathfrak{q}^{n} M^{\prime}\right) .
$$

From this and Formula 14.1 it follows easily that

$$
e(\mathfrak{q}, M)-e\left(\mathfrak{q}, M^{\prime \prime}\right)=\lim _{n \rightarrow \infty} \frac{d!}{n^{d}} l\left(M^{\prime} / M^{\prime} \cap \mathfrak{q}^{n} M\right)=e\left(\mathfrak{q}, M^{\prime}\right) .
$$

Theorem 14.7. Let $\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}\right\}$ be all the minimal prime ideals of $A$ such that $\operatorname{dim} A / \mathfrak{p}=d$; then

$$
e(\mathfrak{q}, M)=\sum_{i=1}^{t} e\left(\bar{q}_{i}, A / \mathfrak{p}_{i}\right) /\left(M_{\mathrm{p},}\right),
$$

where $\overline{\mathfrak{q}}_{i}$ denotes the image of $\mathfrak{q}$ in $A / \mathfrak{p}_{i}$ and $l\left(M_{\mathfrak{p}}\right)$ stands for the length of $M_{\mathrm{p}}$ as $A_{\mathrm{p}}$-module.
Proof (taken from Nagata [N1]). We write $\sigma=\sum_{i} l\left(M_{\mathrm{p}}\right)$ and proceed by induction on $\sigma$. If $\sigma=0$ then $\operatorname{dim} M<d$, so that the left-hand side is 0 , and the right-hand side is obviously 0 ; now suppose $\sigma>0$. Now there is some $\mathfrak{p} \in\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}\right\}$ for which $M_{\mathfrak{p}} \neq 0$; then $\mathfrak{p}$ is a minimal element of $\operatorname{Supp}(M)$. Hence $p \in \operatorname{Ass}(M)$, that is $M$ contains a submodule $N$ isomorphic to $A / \mathfrak{p}$. Then

$$
e(\mathfrak{q}, M)=e(\mathfrak{q}, N)+e(\mathfrak{q}, M / N) .
$$

On the other hand, $N_{\mathfrak{p}} \simeq A_{\mathrm{p}} / \mathfrak{p} A_{\mathfrak{p}}$ and $N_{\mathrm{p}_{i}}=0$ for $\mathfrak{p}_{i} \neq \mathfrak{p}$, so that $l\left(N_{\mathrm{p}}\right)=1$, and the value of $\sigma$ for $M / N$ has decreased by one, so that the theorem holds for $M / N$. However, from the definition

$$
c(\mathfrak{q}, N)=c(\mathfrak{q}, A / \mathfrak{p})=c(\bar{q}, A / \mathfrak{p}), \quad \text { where } \quad \overline{\mathfrak{q}}=(\mathfrak{q}+\mathfrak{p}) / \mathfrak{p}
$$

Putting this together, we see that the theorem also holds for $M$.
Theorem 7 allows us to reduce the study of $e(\mathrm{q}, M)$ to the case that $A$ is an
integral domain and $M=A$. In particular, if $A$ is an integral domain then $l\left(M_{(0)}\right)$ is just the rank of $M$, so that we obtain the following theorem.
Theorem 14.8. Let $A$ be a Noetherian local integral domain, $\mathfrak{q}$ an ideal of definition of $A$ and $M$ a finite $A$-module; then

$$
e(\mathfrak{q}, M)=e(\mathfrak{q}) \cdot s, \quad \text { where } \quad s=\operatorname{rank} M .
$$

Theorem 14.9. Let $(A, m)$ be a Noetherian local ring, $q$ an ideal of definition of $A$, and $x_{1}, \ldots, x_{d}$ a system of parameters of $A$ contained in $\mathfrak{q}$. Suppose that $\mathbf{x}_{i} \in \mathcal{q}^{\boldsymbol{v}_{i}}$ for $1 \leqslant i \leqslant d$. Then for a finite $A$-module $M$ and $s=1, \ldots, d$ we have

$$
e\left(\mathfrak{q} /\left(x_{1}, \ldots, x_{s}\right), M /\left(x_{1}, \ldots, x_{s}\right) M\right) \geqslant v_{1} v_{2} \ldots v_{s} e(\mathfrak{q}, M) .
$$

In particular if $s=d$, we have

$$
l\left(M /\left(x_{1}, \ldots, x_{d}\right) M\right) \geqslant v_{1} v_{2} \ldots v_{d} e(\mathfrak{q}, M) .
$$

Proof. It is enough to prove the case $s=1$. We set $A^{\prime}=A / x_{1} A, \mathfrak{q}^{\prime}=\mathfrak{q} / x_{1} A$, $\boldsymbol{M}^{\prime}=M / x_{1} M$ and $v=v_{1}$. By Theorem 1, we have $\operatorname{dim} A^{\prime}=d-1$. On the other hand,

$$
\begin{aligned}
l\left(M^{\prime} / \mathfrak{q}^{\prime n} M^{\prime}\right) & =l\left(M / x_{1} M+\mathfrak{q}^{n} M\right) \\
& =l\left(M / \mathbf{q}^{n} M\right)-l\left(x_{1} M+q^{n} M / \mathfrak{q}^{n} M\right) .
\end{aligned}
$$

In addition, in view of $\left(x_{1} M+q^{n} M\right) / q^{n} M \simeq x_{1} M / x_{1} M \cap q^{n} M \simeq M /$ ( $q^{n} M: x_{1}$ ) and $\mathfrak{q}^{n-v} M \subset q^{n} M: x_{1}$, we have

$$
-l\left(x_{1} M+\mathfrak{q}^{n} M / q^{n} M\right) \geqslant-l\left(M / q^{n-v} M\right),
$$

and therefore

$$
l\left(M^{\prime} / \mathfrak{q}^{\prime n} M^{\prime}\right) \geqslant l\left(M / \mathfrak{q}^{n} M\right)-l\left(M / \mathfrak{q}^{n-v} M\right) .
$$

When $n \gg 0$ the right-hand side is of the form

$$
\begin{aligned}
& \frac{e(q, M)}{d!}\left[n^{d}-(n-v)^{d}\right]+(\text { polynomial of degree } d-2 \text { in } n) \\
& \quad=\frac{e(\mathfrak{q}, M)}{(d-1)!} v \cdot n^{d-1}+(\text { polynomial of degree } d-2 \text { in } n),
\end{aligned}
$$

## so that the assertion is clear.

A case of the above theorem which is particularly simple, but important, is the following.

Theorem 14.10. Let $(A, \mathfrak{m})$ be a $d$-dimensional Noetherian local ring, let $\mathbf{x}_{1}, \ldots, x_{d}$ be a system of parameters of $A$, and set $\mathfrak{q}=\left(x_{1}, \ldots, x_{d}\right)$; then

$$
l(A / q) \geqslant e(q)
$$

and if in addition $x_{i} \in \mathbf{m}^{v}$ for all $i$ then $l(A / \mathfrak{q}) \geqslant v^{d} e(\mathfrak{m})$.

Theorem 14.11. Let $A, \mathfrak{m}, x_{i}$ and $\mathfrak{q}$ be as above. Let $M$ be a finite $A$-module, and set $A^{\prime}=A / x_{1} A, M^{\prime}=M / x_{1} M$ and $\mathfrak{q}^{\prime}=\mathfrak{q} / x_{1} A=\sum{ }_{2}^{d} x_{i} A^{\prime}$. Then if $x_{1}$ is a
non-zero-divisor of $M$, we have the following equality

$$
e(q, M)=e\left(q^{\prime}, M^{\prime}\right)
$$

Proof. Since $l\left(M^{\prime} / q^{\prime n+1} M^{\prime}\right)=l\left(M / x_{1} M+q^{n / 1} M\right)$ we have

$$
\begin{aligned}
& l\left(M / \mathfrak{q}^{n+1} M\right)-l\left(M^{\prime} / \mathfrak{q}^{n+1} M^{\prime}\right)=l\left(x_{1} M+\mathfrak{q}^{n+1} M / \mathfrak{q}^{n+1} M\right) \\
& \quad=l\left(x_{1} M / x_{1} M \cap \mathfrak{q}^{n+1} M\right)=l\left(M /\left(\mathfrak{q}^{n+1} M: x_{1}\right)\right) \\
& \quad=l\left(M / \mathfrak{q}^{n} M\right)-l\left(\left(\mathfrak{q}^{n+1} M: x_{1}\right) / q^{n} M\right) .
\end{aligned}
$$

On the other hand, setting $\mathfrak{a}=\sum_{2}^{d} x_{i} A$ we have $\mathfrak{q}=x_{1} A+\mathfrak{a}$ and $\mathfrak{q}^{n+1}=$ $x_{1} q^{n}+\mathfrak{a}^{n+1}$, and therefore

$$
\mathfrak{q}^{n+1} M: x_{1}=\mathfrak{q}^{n} M+\left(\mathfrak{a}^{n+1} M: x_{1}\right) .
$$

Moreover, by Artin-Rees, there is a $c>0$ such that for $n>c$ we have $\mathfrak{a}^{n+1} M \cap x_{1} M=\mathfrak{a}^{n-c}\left(\mathfrak{a}^{c+1} M \cap x_{1} M\right)$, and therefore $\mathfrak{a}^{n+1} M: x_{1} \subset \mathfrak{a}^{n-c} M$. Thus

$$
\begin{aligned}
\left(\mathfrak{q}^{n+1} M: x_{1}\right) / \mathfrak{q}^{n} M & =\left(\mathfrak{q}^{n} M+\left(\mathfrak{a}^{n+1} M: x_{1}\right)\right) / \mathfrak{q}^{n} M \\
& \subset\left(\mathfrak{q}^{n} M+\mathfrak{a}^{n-c} M\right) / \mathfrak{q}^{n} M \\
& \simeq \mathfrak{a}^{n-c} M / \mathfrak{a}^{n-c} M \cap \mathfrak{q}^{n} M .
\end{aligned}
$$

Now $\mathfrak{a}^{n-c} M / \mathfrak{a}^{n-c} M \cap \mathfrak{q}^{n} M$ is a module over $A / \mathfrak{q}^{c}$, and since $\mathfrak{a}$ is generated by $d-1$ elements, $a^{n-c}$ is generated by $\binom{n-c \mid d-2}{d-2}$ elements. Thus for $n>c$ we have

$$
l\left(\mathfrak{a}^{n-c} M / \mathfrak{a}^{n-c} M \cap q^{n} M\right) \leqslant\binom{ n-c+d-2}{d-2} \cdot l\left(A / q^{c}\right) m,
$$

where $m$ is the number of generators of $M$. The right-hand side is a polynomial of degree $d-2$ in $n$, so that

$$
\begin{aligned}
e\left(\mathfrak{q}^{\prime}, M^{\prime}\right) & =(d-1)!\lim _{n \rightarrow \infty} l\left(M^{\prime} / \mathfrak{q}^{\prime+1} M^{\prime}\right) / n^{d-1} \\
& =(d-1)!\lim _{n \rightarrow \infty}\left[l\left(M / \mathfrak{q}^{n+1} M\right)-l\left(M / \mathfrak{q}^{n} M\right)\right] / n^{d-1} \\
& =e(\mathfrak{q}, M) .
\end{aligned}
$$

Theorem 14.12 (Lech's lemma). Let $A$ be a $d$-dimensional Noetherian local ring, and $x_{1}, \ldots, x_{d}$ a system of parameters of $A$; set $\mathfrak{q}=\left(x_{1}, \ldots, x_{d}\right)$, and suppose that $M$ is a finite $A$-module. Then

$$
e(\mathfrak{q}, M)=\lim _{\min \left(v_{i}\right) \rightarrow \infty} \frac{l\left(M /\left(x_{1}^{v_{1}}, \ldots, x_{d}^{v_{d}}\right) M\right)}{v_{1} \ldots v_{d}} .
$$

Proof. If $d=0$ then both sides are equal to $l(M)$. If $d=1$ then the right-hand side is exactly Formula 14.1 which defines $e(q, M)$. For $d>1$ we use induction on $d$.

Setting $N_{j}=\left\{m \in M \mid x_{1}^{j} m=0\right\}$ we have $N_{1} \subset N_{2} \subset \cdots$ so that there is a $c>0$ such that $N_{c}=N_{c+1}=\cdots$. If we set $M^{\prime}=x_{1}^{c} M$ then $x_{1}$ is a non-zerodivisor for $M^{\prime}$, and there is an exact sequence $0 \rightarrow N_{c} \longrightarrow M \longrightarrow M^{\prime} \rightarrow 0$. Since $N_{c}$ is a module over $A / x_{1}^{c} A$ we have $\operatorname{dim} N_{c}<d$, and therefore
$e(\mathfrak{q}, M)=e\left(\mathfrak{q}, M^{\prime}\right)$. On the other hand,

$$
\begin{aligned}
& l\left(M /\left(x_{1}^{v_{1}}, \ldots, x_{d}^{v_{d}}\right) M\right)-l\left(M^{\prime} /\left(x_{1}^{v_{1}}, \ldots, x_{d}^{v_{d}}\right) M^{\prime}\right) \\
& \quad=l\left(N_{c}+\left(x_{1}^{v_{1}}, \ldots, x_{d}^{v_{d}}\right) M /\left(\left(x_{1}^{v_{1}}, \ldots, x_{d}^{v_{d} d}\right) M\right)\right. \\
& \quad=l\left(N_{c} / N_{c} \cap\left(x_{1}^{v_{1}}, \ldots, x_{d}^{v_{d}}\right) M\right) \\
& \quad \leqslant l\left(N_{c} /\left(x_{1}^{v_{1}}, \ldots, x_{d}^{v_{d}}\right) N_{c}\right) .
\end{aligned}
$$

If $v_{1}>c$ then $x_{1}^{\nu_{1}} N_{c}=0$, and $N_{c}$ is a module over the ( $d-1$ )-dimensional local ring $A / x_{1}^{c} A$, so that by induction there is a constant $C$ such that as $\min \left(v_{i}\right) \rightarrow \infty$ we have

$$
l\left(N_{c} /\left(\left(x_{1}^{v_{1}}, \ldots, x_{d}^{v_{d}}\right) N_{c}\right)=l\left(N_{c} /\left(x_{2}^{v_{2}}, \ldots, x_{d}^{v_{d}}\right) N_{c}\right)<C \cdot v_{2} \ldots v_{d} .\right.
$$

Therefore,

$$
\lim \left[l\left(M /\left(x_{1}^{v_{1}}, \ldots, x_{d}^{v_{d}}\right) M\right)-l\left(M^{\prime} /\left(x_{1}^{v_{1}}, \ldots, x_{d}^{v_{d} d}\right) M^{\prime}\right)\right] / v_{1} \ldots v_{d}=0
$$

This means that we can replace $M$ by $M^{\prime}$ in the theorem, and so we can assume that $x_{1}$ is a non-zero-divisor in $M$. Then by the previous theorem we have $e(\mathfrak{q}, M)=e(\overline{\mathfrak{q}}, \bar{M})$, with $\overline{\mathfrak{q}}=\mathbf{q} / x_{1} A$ and $\bar{M}=M / x_{1} M$. If we furthermore set

$$
E=\left(x_{2}^{v_{2}}, \ldots, x_{d}^{v_{d}}\right) M \quad \text { and } \quad F=M / E
$$

then by Theorem 9, we have

$$
\begin{aligned}
e(q, M) \cdot v_{1} \ldots v_{d} & \leqslant l\left(M /\left(x_{1}^{\nu_{1}}, \ldots, x_{d}^{v_{d}}\right) M\right)=l\left(F / x_{1}^{\nu_{1}} F\right) \\
& =\sum_{i=1}^{v_{2}} l\left(x_{1}^{i-1} F / x_{1}^{i} F\right) \leqslant v_{1} l\left(F / x_{1} F\right)=v_{1} l\left(M / x_{1} M+E\right) \\
& =v_{1} l\left(\bar{M} /\left(x_{2}^{v_{2}}, \ldots, x_{d}^{v_{d}}\right) \bar{M}\right) .
\end{aligned}
$$

Then by induction on $d$ we have

$$
\begin{aligned}
\lim l\left(M /\left(x_{1}^{v_{1}}, \ldots, x_{d}^{v_{d}}\right) M\right) / v_{1} \ldots v_{d} & =\lim l\left(\bar{M} /\left(x_{2}^{v_{2}}, \ldots, x_{d}^{v_{d}}\right) \bar{M}\right) / v_{2} \ldots v_{d} \\
& =e(\mathrm{q}, M) .
\end{aligned}
$$

Although we will not use it in this book, we state here without proof a remarkable result of Serre which shows that multiplicity can be expressed as the Euler characteristic of the homology groups of the Koszul complex (discussed in §16).

Theorem. Let $A$ be a $d$-dimensional Noetherian local ring, and $x_{1}, \ldots, x_{d}$ a system of parameters of $A$; set $\mathfrak{q}=\left(x_{1}, \ldots, x_{d}\right)$ and let $M$ be a finite $A$ module. Then

$$
e(\mathbf{q}, M)=\sum(-1)^{i} l\left(H_{i}(x, M)\right) .
$$

For a proof, see for example Auslander and Buchsbaum [2].
As we have seen in several of the above theorems, the multiplicity of ideals generated by systems of parameters enjoy various nice properties. We are now going to see that in a certain sense the general case can be reduced to this one. We follow the method of Northcott and Rees [1].

Quite generally, let $A$ be a ring and $\mathfrak{a}$ an ideal. We say that an ideal $\mathfrak{b}$ is a
reduction of $a$ if it satisfies the following condition:

$$
\mathfrak{b} \subset \mathfrak{a}, \quad \text { and for some } \quad r>0 \text { we have } \mathfrak{a}^{r+1}=\mathfrak{b} \mathfrak{a}^{r} .
$$

If $\mathfrak{b}$ is a reduction of $\mathfrak{a}$ and $\mathfrak{a}^{r+1}=\mathfrak{b} \mathfrak{a}^{r}$ then for any $n>0$ we have $\mathfrak{a}^{r+n}=\mathfrak{b}^{n} \mathbf{a}^{r}$.
Theorem 14.13. Let $(A, \mathfrak{m})$ be a Noetherian local ring, $\mathfrak{q}$ an $\mathfrak{m}$-primary ideal and b a reduction of q ; then b is also m -primary, and for any finite $A$-module $M$ we have

$$
e(\mathfrak{q}, M)=e(\mathbf{b}, M) .
$$

Proof. If $\mathfrak{q}^{r+1}=\mathfrak{b} \mathfrak{q}^{r}$ then $\mathfrak{q}^{r+1} \subset \mathfrak{b} \subset \mathfrak{q}$, hence $\mathfrak{b}$ is also m-primary. Moreover,

$$
l\left(M / b^{n+r} M\right) \geqslant l\left(M / \mathbf{q}^{n+r} M\right)=l\left(M / b^{n} q^{r}\right) \geqslant l\left(M / b^{n} M\right),
$$

so that $e(\mathfrak{q}, M)=e(\mathbf{b}, M)$ follows easily.
Theorem 14.14. Let $(A, \mathfrak{m})$ be a $d$-dimensional Noetherian local ring, and suppose that $A / \mathrm{mt}$ is an infinite field; let $\mathfrak{q}=\left(u_{1}, \ldots, u_{s}\right)$ be an m -primary ideal. Then if $y_{i}=\sum a_{i j} u_{j}$ for $1 \leqslant i \leqslant d$ are $d$ 'sufficiently general' linear combinations of $u_{1}, \ldots, u_{s}$, the ideal $\mathfrak{b}=\left(y_{1}, \ldots, y_{d}\right)$ is a reduction of $\mathfrak{q}$ and $\left\{y_{1}, \ldots, y_{d}\right\}$ is a system of parameters of $A$.
Proof. If $d=0$ then $\mathfrak{q}^{r}=(0)$ for some $r>0$, hence ( 0 ) is a reduction of $\mathfrak{q}$ so that the result holds. We suppose below that $d>0$.

Step 1. Set $A / \mathrm{m}=k$ and consider the polynomial ring $k\left[X_{1}, \ldots, X_{s}\right]$ (or $k[X]$ for short $)$. For a homogeneous form $\varphi(X)=\varphi\left(X_{1}, \ldots, X_{s}\right) \in A[X]$ of degree $n$, we write $\bar{\varphi}(X) \in k[X]$ for the polynomial obtained by reducing the coefficients of $\varphi$ modulo m . As in the proof of Theorem 5 we say that $\bar{\varphi}(X) \in k[X]$ is a null-form of $\mathfrak{q}$ if $\varphi\left(u_{1}, \ldots, u_{s}\right) \in \mathfrak{q}^{n} \mathfrak{m}$; this notion depends not just on $\mathfrak{q}$, but also on $u_{1}, \ldots, u_{s}$. However, for fixed $\bar{\varphi}$ it does not depend on the choice of $\varphi$. We write $Q$ for the ideal of $k[X]$ generated by all the null-forms of $\mathfrak{q}$, and call $Q$ the ideal of null-forms of $\mathfrak{q}$. One sees easily that all the homogeneous elements of $Q$ are null-forms of $\mathfrak{q}$, and that the graded ring $k[X] / Q$ has graded component of degree $n$ isomorphic to $\mathfrak{q}^{n} / \mathfrak{q}^{n} \mathfrak{m}$, so that we have

$$
k[X] / Q \simeq \bigoplus_{n \geqslant 0} \mathfrak{q}^{n} / \mathfrak{q}^{n} \mathfrak{m}=\operatorname{gr}_{\mathrm{a}}(A) \otimes_{A / q} k .
$$

Write $\varphi(n)$ for the Hilbert function of $k[X] / Q$; then

$$
\varphi(n)=l\left(q^{n} / q^{n} m\right) \leqslant l\left(q^{n} / q^{n+1}\right) \leqslant \varphi(n) \cdot l(A / q)
$$

(see the proof of Theorem 5). We know that for $n \gg 0$, the function $l\left(\mathrm{q}^{n} / \mathrm{q}^{n+1}\right)$ is a polynomial in $n$ of degree $d-1$ (where $d=\operatorname{dim} A$ ). Thus from the above inequality, $\varphi$ is also a polynomial of degree $d-1$, so that by Theorem 13.8, (ii), we have $\operatorname{dim} k[X] / Q=d$.
Now set $V=\sum_{1}^{s} k X_{i}$, and let $P_{1}, \ldots, P_{t}$ be the minimal prime divisors of
Q. By the assumption that $d>0$, we have $P_{i} \not \supset V$, so that $P_{i} \cap V$ is a proper vector subspace of $V$. Since $k$ is an infinite field,

$$
V \neq \bigcup_{i=1}^{t}\left(V \cap P_{i}\right) .
$$

Hence we can take a linear form $l_{1}(X) \in V$ not belonging to any $P_{i}$. If $d>1$ then similarly we can take $l_{2}(X) \in V$ such that $l_{2}(X)$ is not contained in any minimal prime divisor of $\left(Q, l_{1}(X)\right)$, and, proceeding in the same way, we get $l_{1}(X), \ldots, l_{d}(X) \in V$ such that $\left(Q, l_{1}, \ldots, l_{d}\right)$ is a primary ideal belonging to ( $X_{1}, \ldots, X_{s}$ ).

Step 2. We let $\mathfrak{b}$ be the ideal of $A$ generated by $t$ linear combinations $L_{i}(u)=\sum a_{i j} u_{j}($ for $1 \leqslant i \leqslant t)$ of $u_{1}, \ldots, u_{s}$ with coefficients in $A$. Then if we set $l_{i}(X)=\bar{L}_{i}(X)-\sum \bar{a}_{i j} X_{j}$, a necessary and sufficient condition for $\mathfrak{b}$ to be a reduction of $\mathfrak{q}$ is that the ideal $\left(Q, l_{1}, \ldots, l_{t}\right)$ of $k[X]$ is $\left(X_{1}, \ldots, X_{s}\right)$ primary.
Proof of necessity. Suppose that $\mathfrak{b q}^{r}=\mathbf{q}^{r+1}$. Then if $M=M(X)$ is a monomial of degree $r+1$ in $X_{1}, \ldots, X_{s}$, we can write

$$
M(u)=\sum_{1}^{t} L_{i}(u) F_{i}(u),
$$

where the $F_{i}(X)$ are homogeneous forms of degrees $r$ with coefficients in A. Thus

$$
\bar{M}(X)-\sum l_{i}(X) \bar{F}_{i}(X) \in Q
$$

Hence

$$
\left(X_{1}, \ldots, X_{s}\right)^{r+1} \subset\left(Q, l_{1}, \ldots, l_{t}\right)
$$

Proof of sufficiency. We go through the same argument in reverse: if $\bar{M}-\sum l_{i} \bar{F}_{i} \in Q$ then

$$
M(u)-\sum L_{i}(u) F_{i}(u) \in \mathbf{q}^{r+1} \mathfrak{m}
$$

so that $q^{r+1} \subset b q^{r}+q^{r+1} m$; thus by NAK, $q^{r+1}=b q^{r}$.
Step 3. Putting together Steps 1 and 2 we see that $\mathfrak{q}$ has a reduction $\mathbf{b}=\left(y_{1}, \ldots, y_{d}\right)$ generated by $d$ elements. Both $\mathfrak{q}$ and its reduction $\mathfrak{b}$ are m-primary ideals, so that $y_{1}, \ldots, y_{d}$ is a system of parameters of $A$. We are going to prove that there exists a finite number of polynomials $D_{\alpha}\left(Z_{i j}\right)$ for $1 \leqslant \alpha \leqslant v$ in $s d$ indeterminates $Z_{i j}$ (for $1 \leqslant i \leqslant d$ and $1 \leqslant j \leqslant s$ ) such that $d$ linear combinations $y_{i}=\sum a_{i j} u_{j}$ (for $1 \leqslant i \leqslant d$ ) generate a reduction ideal of $\mathfrak{q}$ if and only if at least one of $D_{\alpha}\left(\bar{a}_{i j}\right) \neq 0$. (The expression ' $d$ sufficiently general linear combinations' in the statement of the theorem is quite vague, but in the present case it has a precise interpretation as above.)
Let $G_{1}(X), \ldots, G_{m}(X)$ be a set of generators of $Q$, with $G_{j}$ homogeneous of degree $e_{j}$. For any $s d$ elements $\alpha_{i j}$ of $k$ (for $1 \leqslant i \leqslant d$ and $1 \leqslant j \leqslant s$ ), set $l_{i}(X)=\sum \alpha_{i j} X_{j}$. We write $I_{n}$ for the homogeneous component of degree $n$
of a homogeneous ideal $I \subset k\left[X_{1}, \ldots, X_{s}\right]$, and in particular we write $\left(X_{1}, \ldots, X_{s}\right)_{n}=V_{n}$, so that

$$
\left(X_{1}, \ldots, X_{s}\right)^{n} \subset\left(Q, l_{1}, \ldots, l_{d}\right) \Leftrightarrow V_{n}=\left(Q, l_{1}, \ldots, l_{d}\right)_{n} .
$$

Set $c_{n}=\operatorname{dim}_{k} V_{n}$. We have

$$
\left(Q, l_{1}, \ldots, l_{d}\right)_{n}=\left\{\sum l_{i} F_{i}+\sum G_{j} H_{j} \mid F_{i} \in V_{n-1} \quad \text { and } \quad H_{j} \in V_{n-e_{j}}\right\} .
$$

Let $K_{1}, \ldots, K_{w}$ be the elements obtained as $\sum l_{i} F_{i}+\sum G_{j} H_{j}$ as the $F_{i}$ run through a basis of $V_{n-1}$ and the $H_{j}$ run independently through a basis of $V_{n-e_{j}}$; it is clear that they span $\left(Q, l_{1}, \ldots, l_{d}\right)_{n}$. Each of $K_{1}, \ldots, K_{w}$ is a linear combination of the $c_{n}$ monomials of degree $n$ in the $X_{i}$, with linear functions in the $\alpha_{i j}$ as coefficients; we write out these coefficients in a $c_{n} \times w$ matrix. If $\varphi_{n v}\left(\alpha_{i j}\right)$ for $1 \leqslant v \leqslant p_{n}$ are the $c_{n} \times c_{n}$ minors of this matrix then the necessary and sufficient condition for $\left(X_{1}, \ldots, X_{s}\right)^{n} \subset\left(Q, l_{1}, \ldots, l_{d}\right)$ to hold is that at least one of the $\varphi_{n}\left(\alpha_{i j}\right)$ is non-zero. Therefore the ideal $\left(Q, l_{1}, \ldots, l_{d}\right)$ will fail to be ( $X_{1}, \ldots, X_{\mathrm{s}}$ )-primary if and only if the quantities $\alpha_{i j}$ satisfy $\varphi_{n v}\left(\alpha_{i j}\right)=0$ for all $n$ and all $v$. However, the ring $k\left[Z_{i j}\right]$ is Noetherian, so that the ideal of $k\left[Z_{i j}\right]$ generated by all of the $\varphi_{n v}\left(Z_{i j}\right)$ is generated by finitely many elements $D_{\alpha}\left(Z_{i j}\right)$ for $1 \leqslant \alpha \leqslant v$. These $D_{\alpha}$ clearly meet our requirements.

Remark. The polynomials $D_{\alpha}\left(Z_{i j}\right)$ obtained above are in fact the necessary and sufficient conditions on the coefficients $\alpha_{i j}$ for the system of homogeneous equations $l_{1}(X)=\cdots=l_{d}(X)=G_{1}(X)=\cdots=G_{m}(X)=0$ to have a non-trivial solution, and as such they are known as a system of resultants. Here we have avoided appealing to the classical theory of resultants by following a method given in Shafarevich [Sh].

If $k=A / \mathrm{m}$ is a finite field then Theorem 14 cannot to be used as it stands, but we can use the following trick. Let $x$ be an indeterminate over $A$, and set $S=A[x]-\mathfrak{m}[x]$; then $S$ consists of polynomials having a unit of $A$ among their coefficients, and so the composite of the canonical maps $A \longrightarrow A[x] \longrightarrow A[x]_{S}$ is injective. (In fact $S$ does not contain any zerodivisors of $A[x]$, so that $A \subset A[x] \subset A[x]_{s}$; for this see [AM], Chap. 1 , Ex. 2.) Following Nagata [N1] we write $A(x)$ for $A[x]_{s}$. This is a Noetherian local ring containing $A$, with maximal ideal $m A(x)$, and the residue class field $A(x) / \mathfrak{m} A(x)$ is the field of fractions of $A[x] / \mathfrak{m}[x]=k[x]$, that is, the field $k(x)$ of rational functions over $k$; this is an infinite field. If $\mathfrak{q}$ is an $\mathfrak{m}$-primary ideal of $A$ then $\mathfrak{q} A(x)$ is a primary ideal belonging to $\mathfrak{m} A(x)$. Moreover, since $A(x)$ is flat over $A$, we see that quite generally if $I \supset I^{\prime}$ are ideals of $A$ such that $I / I^{\prime} \simeq k$, then

$$
I A(x) / I^{\prime} A(x) \simeq\left(I / I^{\prime}\right) \otimes_{A} A(x) \simeq k \otimes A(x)=A(x) / \mathfrak{m} A(x) .
$$

This gives $l_{A}\left(A / q^{n}\right)=l_{A(x)}\left(A(x) / q^{n} A(x)\right)$, so that

$$
\operatorname{dim} A=\operatorname{dim} A(x) \quad \text { and } \quad e(\mathfrak{q})=e(\mathfrak{q} A(x)) .
$$

Thus there are many instances when we can discuss properties of $e(\mathfrak{q})$ in terms of $A(x)$, to which Theorem 14 applies.

Exercises to §14. Prove the following propositions.
14.1. Let $(A, \mathfrak{m})$ be a Noetherian local ring and set $G=\operatorname{gr}_{\mathrm{m}}(A)$.
(i) If $G$ is an integral domain then so is $A$ (hence Theorem 3 also follows from Theorem 4).
(ii) Let $k$ be a field, and $A=k \llbracket X, Y \rrbracket /\left(Y^{2}-X^{3}\right)$; then $A$ is an integral domain, but $G$ has nilpotents.
14.2. Let $(A, \mathfrak{m})$ and $G$ be as above. For $a \in A$, suppose that $a \in \mathfrak{m}^{i}$ but $a \notin \mathfrak{m}^{i+1}$, and write $a^{*}$ for the image of $a$ in $\mathrm{m}^{i} / \mathrm{m}^{i+1}$, viewed as an element of $G$; define $a^{*}$ to be the leading term of $a$. Set $0^{*}=0$. Then
(i) if $a^{*} b^{*} \neq 0$ then $(a b)^{*}=a^{*} b^{*}$;
(ii) if $a^{*}$ and $b^{*}$ have the same degree and $a^{*}+b^{*} \neq 0$ then $(a+b)^{*}=$ $a^{*}+b^{*}$;
(iii) let $I \subset \mathfrak{m}$ be an ideal of $A$. Write $I^{*}$ for the ideal of $G$ generated by all the leading terms of elements of $I$; then setting $B=A / I$ and $\mathfrak{n}=\mathfrak{m} / I$, we have $\mathrm{gr}_{n}(B)=G / I^{*}$.
14.3. In the above notation, if $G$ is an integral domain and $I=a A$ then $I^{*}=a^{*} G$. If $I=\left(a_{1}, \ldots, a_{r}\right)$ with $r>1$ then it can happen that $I^{*} \neq\left(a_{1}^{*}, \ldots, a_{r}^{*}\right)$. Construct an example.
14.4. Let $(A, \mathfrak{m})$ be a regular local ring, and $K$ its field of fractions.
(i) For $0 \neq a \in A$, set $v(a)=i$ if $a \in \mathfrak{m}^{i}$ but $a \not \equiv \mathrm{~m}^{i+1}$; then $v$ extends to an additive valuation of $K$.
(ii) Let $R$ be the valuation ring of $v$; then $R$ is a DVR of $K$ dominating $A$. Let $x_{1}, \ldots, x_{d}$ be a regular system of parameters of $A$, and set $B=A\left[x_{2} / x_{1}, \ldots, x_{d} / x_{1}\right]$ and $P=x_{1} B$; then $P$ is a prime ideal of $B$ and $R=B_{P}$.
14.5. In the above notation, if $0 \neq f \in \mathrm{~m}$ then $v(f)$ is equal to the multiplicity of $A /(f)$.
14.6. (Associativity formula for multiplicities.) Let $A$ be a $d$-dimensional Noetherian local ring, $x_{1}, \ldots, x_{d}$ a system of parameters of $A, \mathfrak{q}=\left(x_{1}, \ldots, x_{d}\right)$, and for $s \leqslant d$ let $\mathfrak{a}=\left(x_{1}, \ldots, x_{s}\right)$. Write $\Gamma$ for the set of all prime divisors of $\mathfrak{a}$ satisfying ht $\mathfrak{p}=s$, coht $\mathfrak{p}=d-s$. Let $M$ be a finite $A$-module. Use Lech's lemma to prove the following formula:

$$
e(\mathfrak{q}, M)=\sum_{\mathfrak{p} \in \Gamma} e(\mathfrak{q}+\mathfrak{p} / \mathfrak{p}) \cdot e\left(\mathfrak{a} A_{\mathfrak{p}}, M_{\mathfrak{p}}\right) ;
$$

(in particular, it follows that $\Gamma \neq \varnothing$ ).
Remark. The name of the formula comes from its connection with the associativity of intersection product in algebraic geometry. For details, see [S3], pp. 84-5.
14.7. Let $(A, \mathrm{~m})$ be an $n$-dimensional Noetherian local integral domain, with $n>1$. If $0 \neq f \in \mathfrak{m}$ then $A_{f}$ is a Jacobson ring (see p. 34).

## 15 The dimension of extension rings

## 1. Fibres

Let $\varphi: A \longrightarrow B$ be a ring homomorphism, and for $\mathfrak{p} \in \operatorname{Spec} A$, write $\kappa(\mathfrak{p})=$ $A_{\mathrm{p}} / \mathfrak{p} A_{\mathrm{p}}$; then $\operatorname{Spec}(B \otimes \kappa(\mathfrak{p}))$ is called the fibre of $\varphi$ over $\mathfrak{p}$. As we saw in $\S 7$, it can be identified with the inverse image in $\operatorname{Spec} A$ of $p$ under the map $^{a} \varphi: \operatorname{Spec} B \longrightarrow \operatorname{Spec} A$ induces by $\varphi$. The ring $B \otimes \kappa(\mathfrak{p})$ will be called the fibre ring over $\mathfrak{p}$. When $(A, \mathfrak{m})$ is a local ring, $\mathfrak{m}$ is the unique closed point of Spec $A$, and so the spectrum of $B \otimes \kappa(\mathrm{~m})=B / \mathrm{m} B$ is called the closed fibre of $\varphi$. If $A$ is an integral domain and $K$ its field of fractions then the spectrum of $B \otimes_{A} K=B \otimes_{A} \kappa(0)$ is called the generic fibre of $\varphi$.

Theorem 15.1. Let $\varphi: A \longrightarrow B$ be a homomorphism of Noetherian rings, and $P$ a prime ideal of $B$; then setting $\mathfrak{p}=P \cap A$, we have
(i) ht $P \leqslant \operatorname{htp}+\operatorname{dim} B_{P} / \mathfrak{p} B_{P}$;
(ii) if $\varphi$ is flat, or more generally if the going-down theorem holds between $A$ and $B$, then equality holds in (i).
Proof. We can replace $A$ and $B$ by $A_{\mathfrak{p}}$ and $B_{P}$, and assume that $(A, \mathrm{~m})$ and ( $B, \mathrm{n}$ ) are local rings, with $\mathfrak{m B} \subset \mathfrak{n}$. Rewriting (i) in the form

$$
\operatorname{dim} B \leqslant \operatorname{dim} A+\operatorname{dim} B / m B
$$

makes clear the geometrical content. To prove this, take a system of parameters $x_{1}, \ldots, x_{r}$ of $A$, and choose $y_{1}, \ldots, y_{s} \in B$ such that their images in $B / \mathrm{m} B$ form a system of parameters of $B / \mathrm{m} B$. Then for $v, \mu$ large enough we have $n^{\nu} \subset m B+\sum y_{i} B$ and $\mathrm{m}^{\mu} \subset \sum x_{j} A$, giving $n^{\nu \mu} \subset \sum y_{i} B+\sum x_{j} B$. Hence $\operatorname{dim} B \leqslant r+s$.
(ii) Let $\operatorname{dim} B / \mathrm{m} B=\mathrm{s}$, and let $\mathrm{n}=P_{0} \supset P_{1} \supset \cdots \supset P_{s}$ be a strictly decreasing chain of prime ideals of $B$ between $\mathfrak{n}$ and $m B$. Obviously we have $P_{i} \cap A=\mathfrak{m}$ for $0 \leqslant i \leqslant s$. Now set $\operatorname{dim} A=r$ and let $\mathfrak{m}=\mathfrak{p}_{0} \supset \mathfrak{p}_{1} \supset \cdots \supset \mathfrak{p}_{r}$ be a strictly decreasing chain of prime ideals of $A$; by the going-down theorem, we can construct a strictly decreasing chain of prime ideals of $B$

$$
P_{s} \supset P_{s+1} \supset \cdots \supset P_{s+r} \text { such that } P_{s+i} \cap A=\mathfrak{p}_{i}
$$

Thus $\operatorname{dim} B \geqslant r+s$, and putting this together with (i) gives equality.
Theorem 15.2. Let $\varphi: A \longrightarrow B$ be a homomorphism of Noetherian rings, and suppose that the going-up theorem holds between $A$ and $B$. Then if $\mathfrak{p}$ and $\mathfrak{q}$ are prime ideals of $A$ such that $\mathfrak{p} \supset \mathfrak{q}$, we have

$$
\operatorname{dim} B \otimes \kappa(\mathfrak{p}) \geqslant \operatorname{dim} B \otimes \kappa(\mathfrak{q}) .
$$

Proof. Set $r=\operatorname{dim} B \otimes \kappa(\mathfrak{q})$ and $s=h t(p / q)$. We choose a strictly
increasing chain $Q_{0} \subset Q_{1} \subset \cdots \subset Q_{r}$ of prime ideals of $B$ lying over $q$ and a strictly increasing chain $\mathfrak{q}=\mathfrak{p}_{0} \subset \mathfrak{p}_{1} \subset \cdots \subset \mathfrak{p}_{s}=\mathfrak{p}$ of prime ideals of $A$. By the going-up theorem there exists a chain $Q_{r} \subset Q_{r+1} \subset \cdots \subset Q_{r+s}$ of prime ideals of $B$ such that $Q_{r+i} \cap A=\mathfrak{p}_{i}$. We set $P=Q_{r+s}$; then

$$
h t(P / q B) \geqslant r+s \quad \text { and } \quad P \cap A=p .
$$

Thus applying the previous theorem to the homomorphism $A / q \longrightarrow B / q B$ induced by $\varphi$ we get $r+s \leqslant h t(P / q B) \leqslant s+\operatorname{dim} B_{P} / \mathfrak{p} B_{P}$, and therefore

$$
r \leqslant \operatorname{dim} B_{P} / \mathfrak{p} B_{P} \leqslant \operatorname{dim} B \otimes \kappa(\mathfrak{p}) .
$$

Theorem 15.3. Let $\varphi: A \rightarrow B$ be a homomorphism of Noetherian rings, and suppose that the going-down theorem holds between $A$ and $B$. If $\mathfrak{p}$ and $\mathfrak{q}$ are prime ideals of $A$ with $\mathfrak{p} \supset \mathfrak{q}$ then

$$
\operatorname{dim} B \otimes \kappa(p) \leqslant \operatorname{dim} B \otimes \kappa(q) .
$$

Proof. We may assume that $h t(p / q)=1$, and it is enough to prove that, given a chain $P_{0} \subset P_{1} \subset \ldots \subset P_{r}$ of prime ideals of $B$ lying over $\mathfrak{p}$ such that $\mathrm{ht}\left(P_{i} / P_{i-1}\right)=1$ we can construct a chain of prime ideals $Q_{0} \subset Q_{1} \subset \ldots \subset Q_{r}$ of $B$ lying over $q$ such that

$$
Q_{i} \subset P_{i}(0 \leqslant i \leqslant r) \text { and } \mathrm{ht}\left(Q_{i} / Q_{i-1}\right)=1(0<i \leqslant r) .
$$

We can find $Q_{0}$ by going down. If $r \geqslant 1$ then take $x \in p-q$ and let $T_{1}, \ldots, T_{s}$ be the minimal prime divisors of $Q_{0}+x B$. Then $\operatorname{ht}\left(T_{i} / Q_{0}\right)=1$, while $h t\left(P_{1} / Q_{0}\right) \geqslant 2$, hence we can choose

$$
y \in P_{1}-\left(\bigcup_{i} T_{i}\right) .
$$

Let $Q_{1}$ be a minimal prime divisor of $Q_{0}+y B$ contained in $P_{1}$. Then $\mathrm{ht}\left(Q_{1} / Q_{0}\right)=1$, and $Q_{1} \neq T_{i}$ for all $i$, hence $\varphi(x) \notin Q_{1}$.
Therefore $Q_{1} \cap A \neq \mathfrak{p}$, and since $h t(p / q)=1$ we must have $Q_{1} \cap A=\mathfrak{q}$. By the same method we can successively construct $Q_{1}, Q_{2}, \ldots, Q_{r}$.

## 2. Polynomial and formal power series rings

Theorem 15.4. Let $A$ be a Noetherian ring, and $X_{1}, \ldots, X_{n}$ indeterminates over $A$. Then
$\operatorname{dim} A\left[X_{1}, \ldots, X_{n}\right]=\operatorname{dim} A \llbracket X_{1}, \ldots, X_{n} \rrbracket=\operatorname{dim} A+n$.
Proof. It is enough to consider the case $n=1$. For any $\mathfrak{p} \in \operatorname{Spec} A$, the ring $A[X] \otimes_{A} \kappa(p)=\kappa(\mathfrak{p})[X]$ is a principal ideal ring, and therefore one-
dimensional; also $A[X]$ is a free $A$-module, hence faithfully flat, so by Theorem 1, (ii), $\operatorname{dim} A[X]=\operatorname{dim} A+1$.

For $A \llbracket X \rrbracket$ it is not true in general that $A \llbracket X \rrbracket \otimes_{A} \kappa(\mathfrak{p})$ and $\kappa(\mathfrak{p}) \llbracket X \rrbracket$ coincide; however, if $\mathfrak{m}$ is a maximal ideal of $A$ we have

$$
A \llbracket X \rrbracket \otimes \kappa(\mathrm{~m})=A \llbracket X \rrbracket \otimes(A / \mathrm{m})=(A / \mathrm{m}) \llbracket X \rrbracket,
$$

and this fibre ring is one-dimensional. Also, as we saw on p. 4, every maximal ideal $\mathfrak{M}$ of $A \llbracket X \rrbracket$ is of the form $\mathfrak{M}=(\mathfrak{m}, X)$, where $\mathfrak{m}=\mathfrak{M} \cap A$ is a maximal ideal of $A$. Thus for a maximal ideal $\mathfrak{M}$ of $A \llbracket X \rrbracket$ we have

$$
\mathrm{ht} \mathfrak{M}=\mathrm{ht}(\mathfrak{M} \cap A)+1 ;
$$

conversely, if $\mathfrak{m}$ is a maximal ideal of $A$ then $\mathrm{ht}(\mathfrak{m}, X)=\mathrm{ht} \mathfrak{m}+1$, and putting these together gives $\operatorname{dim} A \llbracket X \rrbracket=\operatorname{dim} A+1$.

Remark 1. It is not necessarily true that a maximal ideal of $A[X]$ lies over a maximal ideal of $A$. For example, if $A$ is a DVR and $t$ a uniformising element then $A\left[t^{-1}\right]=K$ is the field of fractions of $A$, so that $A[X] /(t X-1) \simeq K$, and $(t X-1)$ is a maximal ideal of $A[X]$; however, $(t X-1) \cap A=(0)$.

Remark 2. It is quite common for fibre rings of $A \longrightarrow A \llbracket X_{1}, \ldots, X_{n} \rrbracket$ to have dimension strictly greater than $n$. For example, let $k$ be a field and set $A=k[Y, Z]$. It is well-known that the field of fractions of $k \llbracket X \rrbracket$ has infinite transcendence degree over $k(X)$ (see [ZS], vol. II, p. 220). Let $u(X)$, $v(X) \in k \llbracket X \rrbracket$ be two elements algebraically independent over $k(X)$, and define a $k$-homomorphism (continuous for the $X$-adic topology)

$$
\varphi: A \llbracket X \rrbracket \longrightarrow k \llbracket X \rrbracket
$$

by $\varphi(X)=X, \varphi(Y)=u(X), \varphi(Z)=v(X)$. If we set $\operatorname{Ker} \varphi=P$ then $P \cap A=(0)$, and $A \llbracket X \rrbracket / P \simeq k \llbracket X \rrbracket$ is one-dimensional. Now every maximal ideal of $A \llbracket X \rrbracket$ has height 3 , and, as we will see later, $A \llbracket X \rrbracket$ is catenary, so that ht $P=2$. Thus we see that the generic fibre of $A \longrightarrow A \llbracket X \rrbracket$ is twodimensional.

## 3. The dimension inequality

We say that a ring $A$ is universally catenary if $A$ is Noetherian and every finitely generated $A$-algebra is catenary. Since any $A$-algebra generated by $n$ elements is a quotient of $A\left[X_{1}, \ldots, X_{n}\right]$, and since a quotient of a catenary ring is again catenary, a necessary and sufficient condition for a Noetherian ring $A$ to be universally catenary is that $A\left[X_{1}, \ldots, X_{n}\right]$ is catenary for every $n \geqslant 0$. (In fact it is known that it is sufficient for $A\left[X_{1}\right]$ to be catenary, compare Theorem 31.7.)
Theorem 15.5 (I. S. Cohen [3]). Let $A$ be a Noetherian integral domain, and
$B$ an extension ring of $A$ which is an integral domain. Let $P \in \operatorname{Spec} B$ and $p=P \cap A$; then we have
(*) ht $P+\operatorname{tr} \cdot \operatorname{deg}_{\kappa(p)} \kappa(P) \leqslant \mathrm{ht} p+\operatorname{tr} \cdot \mathrm{deg}_{A} B$,
where $\operatorname{tr} \cdot \operatorname{deg}_{A} B$ is the transcendence degree of the field of quotients of $B$ over that of $A$.
Proof. We may assume that $B$ is finitely generated over $A$. For if the right hand side is finite and $m$ and $t$ are non-negative integers such that $m \leqslant h t P$ and $t \leqslant \operatorname{tr}^{-\operatorname{deg}_{k(p)} K(P) \text {, then there is a prime ideal chain }}$ $P=P_{0} \supset P_{1} \supset \cdots \supset P_{m}$ in B. Take $a_{i} \in P_{i}-P_{i+1}, 0 \leqslant i<m$, and let $c_{1}, \ldots, c_{t} \in B$ be such that their images modulo $P$ are algebraically independent over $A / p$. Set $C=A\left[\left\{a_{i}\right\},\left\{c_{j}\right\}\right]$. If the theorem holds for $C$, then we have $m+t \leqslant \mathrm{ht} p+\mathrm{tr} \cdot \operatorname{deg}_{A} C \leqslant \mathrm{ht} p+\mathrm{tr} \cdot \mathrm{deg}_{A} B$. Letting $m$ and $t$ vary we see the validity of $(*)$.

We may furthermore assume, by induction, that $B$ is generated over $A$ by a single element: $B=A[x]$. We can replace $A$ by $A_{p}$ and $B$ by $B_{p}=A_{p}[x]$, and hence assume that $A$ is local and $p$ its maximal ideal. Set $k=A / p$ and write $B=A[X] / Q$. If $Q=(0)$ then $B=A[X]$ and by Theorem 1 we have $\mathrm{ht} P=\mathrm{ht} p+\mathrm{ht}(P / p B)$, and since $B / p B=k[X]$ we have either $P=p B$ or $\mathrm{ht}(P / p B)=1$. In both cases the equality holds in (*).

If $Q \neq(0)$ then $\operatorname{tr}^{2} \operatorname{deg}_{A} B=0$. Since $A$ is a subring of $B$ we have $\boldsymbol{Q} \cap A=(0)$, so that writing $K$ for the field of fractions of $A$ we have ht $Q=$ ht $Q K[X]=1$. Let $P^{*}$ be the inverse image of $P$ in $A[X]$. Then $P=P^{*} / Q, \kappa(P)=\kappa\left(P^{*}\right), \quad$ and $\quad \mathrm{ht} P \leqslant \mathrm{ht} P^{*}-\mathrm{ht} Q=\mathrm{ht} P^{*}-1=\mathrm{ht} p+1-$ tr. $\operatorname{deg}_{\kappa(p)} \kappa\left(P^{*}\right)-1=$ htp $p-\operatorname{tr} . \operatorname{deg}_{\kappa(p)} \kappa(P)$.
Definition. Suppose that $A$ and $B$ satisfy the conditions of the previous theorem. We refer to (*) as the dimension inequality, and if the equality in (*) holds for every $P \in \operatorname{Spec} B$, we say that the dimension formula holds between $A$ and $B$. The above proof shows that dimension formula holds between $A$ and $A\left[X_{1}, \ldots, X_{n}\right]$.

Theorem 15.6 (Ratliff). A Noetherian ring $A$ is universally catenary if and only if the dimension formula holds between $A / p$ and $B$ for every prime ideal $\mathfrak{p}$ of $A$ and every finitely generated extension ring $B$ of $A / \mathfrak{p}$ which is an integral domain.
Proof of 'only if'. If $A$ is universally catenary then so is $A / \mathfrak{p}$, so that we need only consider the case that $A$ is an integral domain, and $B$ is a finitely generated extension ring which is an integral domain. If $\boldsymbol{B}=A\left[X_{1}, \ldots, X_{n}\right] / Q$ and $P=P^{*} / Q$, then since $A\left[X_{1}, \ldots, X_{n}\right]$ is catenary We have ht $P=$ ht $P^{*}-\mathrm{ht} Q$, and an easy calculation proves our assertion. Proof of ' if'. We suppose that $A$ is not universally catenary, so that there
exists a finitely generated $A$-algebra $B$ which is not catenary; without loss of generality we can assume that $B$ is an integral domain. Write $p$ for the kernel of the homomorphism $A \longrightarrow B$. There exist prime ideals $P$ and $Q$ of $B$ such that

$$
P \subset Q, \quad \text { ht }(Q / P)=d \quad \text { but } \text { ht } Q>\text { ht } P+d .
$$

We write $h=$ ht $P$, choose $a_{1}, \ldots, a_{h} \in P$ such that $\operatorname{ht}\left(a_{1}, \ldots, a_{h}\right)=h$, and set $I=\left(a_{1}, \ldots, a_{h}\right)$, so that $P$ is a minimal prime divisor of $I$. Let

$$
I=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{r}
$$

be a shortest primary decomposition of $I$, with $P$ the minimal prime divisor of $\mathfrak{q}_{1}$. Then for $b \in Q \mathfrak{q}_{2} \ldots \mathfrak{q}_{r}-P$ we have

$$
I: b^{v} B=q_{1} \quad \text { for } \quad v=1,2, \ldots
$$

We set $y_{i}=a_{i} / b$ for $1 \leqslant i \leqslant h$,

$$
C=B\left[y_{1}, \ldots, y_{h}\right], \quad J=\left(y_{1}, \ldots, y_{h}\right) C \text { and } M=J+Q C=J+Q .
$$

Every element of $C$ can be written in the form $u / b^{k}$ for suitable $k$, with $u \in(I+b B)^{k}$, so that if $z \in J \cap B$ then $z b^{v} \in I$ holds for sufficiently large $v$. Hence $z \in I: b^{v}=\mathfrak{q}_{1}$. The converse inclusion $\mathfrak{q}_{1} \subset J \cap B$ is obvious, hence $J \cap B=\mathfrak{q}_{1}$. Thus

$$
\begin{aligned}
& M \cap B=(J+Q) \cap B=(J \cap B)+Q=Q, \\
& C / J \simeq B / \mathfrak{q}_{1} \quad \text { and } \quad C / M \simeq B / Q .
\end{aligned}
$$

Therefore, $C_{M} / J C_{M}=B_{Q} / q_{1} B_{Q}$ is a $d$-dimensional local ring, and $J$ is generated by $h$ elements, so that

$$
\text { ht } M=\operatorname{dim} C_{M} \leqslant h+d<\text { ht } Q .
$$

Now $C$ and $B$ have the same field of fractions, and $\kappa(M)=\kappa(Q)$, so that this inequality implies that the dimension formula does not hold between $B$ and $C$. This is a contradiction, since we are assuming that the dimension formula holds between $A / p$ and $B$ and between $A / p$ and $C$, and one sees easily that it must then hold between $B$ and $C$.

## 4. The Rees ring and $\mathrm{gr}_{I}(A)$

Let $A$ be a ring, $I$ an ideal of $A$ and $t$ an indeterminate over $A$. Consider $A[t]$ as a graded ring in the usual way. We obtain a graded ring $R_{+} \subset A[t]$ by setting

$$
R_{+}=R_{+}(A, I)=\left\{\sum c_{n} t^{n} \mid c_{n} \in I^{n}\right\}=\oplus_{n} I^{n} t^{n} \subset A[t] .
$$

If $I=\left(a_{1}, \ldots, a_{\mathrm{r}}\right)$ then $R_{+}$can be written $R_{+}=A\left[a_{1} t, \ldots, a_{r} t\right]$, so that $R_{+}$is Noetherian if $A$ is.
$R_{+}$is related to the graded ring $\operatorname{gr}_{I}(A)$ associated with $A$ and $I$ by the fact that

$$
\operatorname{gr}_{I}(A)=\bigoplus_{n} I^{n} / I^{n+1} \simeq R_{+} / I R_{+} .
$$

Now let $u=t^{-1}$, and consider $A[t, u]=A\left[t, t^{-1}\right]$ as a $\mathbb{Z}$-graded ring in the obvious way. The Rees ring $R(A, I)$ is the graded subring

$$
R=R(A, I)=R_{+}[u]=\left\{\sum c_{n} t^{\mid} \left\lvert\, \begin{array}{l}
c_{n} \in I^{n} \text { for } n \geqslant 0 \\
c_{n} \in A \text { for } n \leqslant 0
\end{array}\right.\right\} \subset A\left[t, t^{-1}\right] .
$$

Since

$$
u R=\left\{\sum c_{n} t^{n} \left\lvert\, \begin{array}{l}
c_{n} \in I^{n+1} \text { for } n \geqslant 0 \\
c_{n} \in A \text { for } n \leqslant-1
\end{array}\right.\right\}
$$

we have $\operatorname{gr}_{I}(A) \simeq R / u R$.
Set $S=\left\{1, u, u^{2}, \ldots\right\}$. Then $R_{S}=R\left[u^{-1}\right]=R[t]=A\left[t^{-1}, t\right]$, and $R_{S} /(1-u) R_{S}=A\left[t^{-1}, t\right] /(1-t)=A$. But $R_{S} /(1-u) R_{S}=(R /(1-u) R)_{\bar{s}}$, where $\bar{S}$ is the image of $S$ in $R /(I-u) R$, and since $\bar{S}=1$, we see that $R_{S} /(1-u) R_{s}=R /(1-u) R$. Thus we have

$$
R /(1-u) R=A \quad \text { and } \quad R / u R=\operatorname{gr}_{I}(A),
$$

so that the graded ring $\operatorname{gr}_{I}(A)$ is a 'deformation' of the original ring $A$, with $R$ as 'total space of the deformation', in the sense that $R$ contains a parameter $u$ such that the values $u=1$ and 0 correspond to $A$ and $\operatorname{gr}_{I}(A)$, respectively.

We also have

$$
u^{n} R \cap A=I^{n} \text { for all } n \geqslant 0
$$

and this property is often used to reduce problems about powers of $I$ to the corresponding problems for powers of the principal ideal $u R$.

We conclude this section by applying the dimension inequality to the study of the dimension of the Rees ring and $\operatorname{gr}_{\mathrm{I}}(A)$.

Let $A$ be a Noetherian ring, $I=\sum_{1}^{r} a_{i} A$ a proper ideal of $A$, and $t$ an indeterminate over $A$. We set

$$
u=t^{-1}, \quad R=R(A, I)=A\left[u, a_{1} t, \ldots, a_{r} t\right] \quad \text { and } \quad G=\mathrm{gr}_{I}(A) .
$$

We have $R \subset A[t, u]$ and $R / u R \simeq G$. For any ideal $\mathfrak{a}$ of $A$, set

$$
\mathfrak{a}^{\prime}=\mathfrak{a} A[t, u] \cap R .
$$

That $\mathfrak{a}^{\prime} \cap A=\mathfrak{a} A[t, u] \cap A=\mathfrak{a}$, so that for $\mathfrak{a}_{1} \neq \mathfrak{a}_{2}$ we have $\mathfrak{a}_{1}^{\prime} \neq \mathfrak{a}_{2}^{\prime}$. Moreover, if $\mathfrak{p}$ is a prime ideal of $A$ then $\mathfrak{p}^{\prime}$ is prime in $R$, and the same thing goes for primary ideals. If $(0)=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{n}$ is a primary decomposition of ( 0 ) in $A$ then $(0)=\mathfrak{q}_{1}^{\prime} \cap \cdots \cap \mathfrak{q}_{n}^{\prime}$ is a primary decomposition of (0) in $R$. Hence if $\mathfrak{p}_{0 i}$ (for $1 \leqslant i \leqslant m$ ) are all the minimal prime ideals of $A$ then $\left\{\mathfrak{p}_{0}^{\prime}\right\}_{1 \leqslant i \leqslant m}$ is the set of all minimal prime ideals of $R$. Let $\mathfrak{p}$ be a prime ideal of $A$ with ht $\mathfrak{p}=h$, and let $\mathfrak{p}=\mathfrak{p}_{0} \supset \mathfrak{p}_{1} \supset \cdots \supset \mathfrak{p}_{h}$ be a strictly decreasing chain of prime ideals of $A$; then $\mathfrak{p}^{\prime} \supset \mathfrak{p}_{1}^{\prime} \supset \cdots \supset \mathfrak{p}_{h}^{\prime}$ is a strictly descending chain of prime ideals of $R$, so that
ht $\boldsymbol{p} \leqslant \boldsymbol{h t} \mathfrak{p}^{\prime}$.
Conversely, suppose that $P \in \operatorname{Spec} R$ and $P \cap A=p$. Let $\mathfrak{p}_{0 i}^{\prime}$ be a minimal prime of $R$ contained in $P$ and such that ht $P=\mathrm{ht}\left(P / \boldsymbol{p}_{0 i t}^{\prime}\right)$; then $R / \boldsymbol{p}_{0 i}^{\prime} \supset$
$A / \mathfrak{p}_{0 i}$, so that by the dimension inequality

$$
\begin{aligned}
\text { ht } P=\operatorname{ht}\left(P / \mathfrak{p}_{0 i}^{\prime}\right) & \leqslant \text { ht }\left(\mathfrak{p} / p_{0 i}\right)+1-\operatorname{tr} \cdot \operatorname{deg}_{\kappa(p)} \kappa(P) \\
& \leqslant h t p+1 .
\end{aligned}
$$

Hence $\operatorname{dim} R \leqslant \operatorname{dim} A+1$. On the other hand $A[u, t]=R\left[u^{-1}\right]$ is a localisation of $R$ so that $\operatorname{dim} R \geqslant \operatorname{dim} A[u, t]=\operatorname{dim} A+1$, so that finally $\operatorname{dim} R=\operatorname{dim} A+1$.
Moreover, for any $\mathfrak{p} \in \operatorname{Spec} A$ we set $\alpha_{i}=a_{i} \bmod \mathfrak{p}$, so that $R / \mathfrak{p}^{\prime}=$ $(A / \mathfrak{p})\left[u, \alpha_{1} t, \ldots, \alpha_{r} t\right]$, and hence $\operatorname{tr} . \operatorname{deg}_{\alpha|p|} k\left(p^{\prime}\right)=1$; carrying out the above calculation using the dimension inequality with $\mathfrak{p}^{\prime}$ in place of $P$ we get $h t p^{\prime} \leqslant h t p$, and so

$$
\text { ht } \mathfrak{p}-\text { ht } \boldsymbol{p}^{\prime} \text {. }
$$

We now choose a maximal ideal $\mathfrak{m}$ of $A$ containing $I$; then since $R / \mathfrak{m}^{\prime}=(A / \mathfrak{m})[u]$ we see that $\mathfrak{M}=\left(\mathfrak{m}^{\prime}, u\right)$ is a maximal ideal of $R$ and $\mathfrak{M} \neq \mathfrak{m}^{\prime}$, so that ht $\mathfrak{m}>\mathrm{ht} \mathfrak{m}^{\prime}$. However, by the dimension inequality, we have $h t \mathfrak{M} \leqslant h t \mathfrak{m}+1=h t \mathfrak{m}^{\prime}+1$. Thus

$$
\mathrm{ht} \mathfrak{M}=\mathrm{ht} \mathfrak{m}^{\prime}+1=\mathrm{ht} \mathfrak{m}+1 .
$$

The element $u$ is a non-zero-divisor of $R$ so that considering a system of parameters gives $h t(\mathfrak{M} / u R)=h t \mathfrak{M}-1=h t m$. Thus providing that there exists a maximal ideal such that ht $\mathrm{m}=\operatorname{dim} A$ containing $I$, (in particular if $A$ is local), then we have

$$
\operatorname{dim} G=\operatorname{dim}(R / u R)=\operatorname{dim} A .
$$

We summarise the above in the following theorem.
Theorem 15.7. Let $A$ be a Noetherian ring and $I$ a proper ideal; then setting $R=R(A, I)$ and $G=\operatorname{gr}_{I}(A)$ we have
$\operatorname{dim} R=\operatorname{dim} A+1, \quad \operatorname{dim} G \leqslant \operatorname{dim} A$.
If in addition $A$ is local, then
$\operatorname{dim} G=\operatorname{dim} A$.
Exercises to $\S 15$. Let $k$ be a field.
15.1. Let $A=k[X, Y] \subset B=k[X, Y, X / Y]$, and $P=(Y, X / Y) B, \mathfrak{p}=(X, Y) A$; then check that $P \cap A=\mathfrak{p}$, ht $P=$ htp $=2$, and $\operatorname{dim} B_{P} / \mathfrak{p} B_{P}=1$, and hence that

$$
\mathrm{ht} P<\mathrm{ht} \mathfrak{p}+\operatorname{dim} B_{P} / \mathfrak{p} B_{P} .
$$

Show also by a concrete example that the going-down theorem does not hold between $A$ and $B$.
15.2. Does the going-up theorem hold between $A$ and $B$, where $A=k[X] \subset$ $B=k[X, Y]$ ?
15.3. In Theorem 15.7, construct an example where $\operatorname{dim} G<\operatorname{dim} A$.

## 6

## Regular sequences

In the 1950s homological algebra was introduced into commutative ring theory, opening up new avenues of study. In this chapter we run through some fundamental topics in this direction.
In $\S 16$ we define regular sequences, depth and the Koszul complex. The notion of depth is not very geometric, and rather hard to grasp, but is an extremely important invariant. It can be treated either in terms of Ext's, or by means of the Koszul complex, and we give both versions. We discuss the relation between regular and quasi-regular sequences in a transparent treatment due to Rees. $\S 17$ contains the definition and principal properties of Cohen-Macaulay (CM) rings. The theorem that quotients of CM rings are always catenary is of great significance in dimension theory. In $\S 18$ we treat a distinguished subclass of CM rings having even nicer properties, the Gorenstein rings. In the famous paper of H. Bass [1], Gorenstein rings are discussed using Matlis' theory of injective modules. But here we give an elementary treatment of Gorenstein rings following Greco before going through Matlis' theory.

## 16 Regular sequences and the Koszul complex

Let $A$ be a ring and $M$ an $A$-module. An element $a \in A$ is said to be $M$-regular if $a x \neq 0$ for all $0 \neq x \in M$. A sequence $a_{1}, \ldots, a_{n}$ of elements of $A$ is an $M$-sequence (or an $M$-regular sequence) if the following two conditions hold:
(1) $a_{1}$ is $M$-regular, $a_{2}$ is $\left(M / a_{1} M\right)$-regular, $\ldots, a_{n}$ is $\left(M / \sum_{1}^{n-1} a_{i} M\right)$ Tegular;
(2) $M / \sum_{1}^{n} a_{i} M \neq 0$.

Note that, after permutation, the elements of an $M$-sequence may no longer form an $M$-sequence.

Theorem 16.1. If $a_{1}, \ldots, a_{n}$ is an $M$-sequence then so is $a_{1}^{v_{1}}, \ldots, a_{n}^{v_{n}}$ for any positive integers $v_{1}, \ldots, v_{n}$.
Proof. It is sufficient to prove that if $a_{1}, \ldots, a_{n}$ is an $M$-sequence then so s $a_{1}^{v}, a_{2}, \ldots, a_{n}$. Indeed, assuming this, we have in turn that $a_{1}^{\nu_{1}}, a_{2}, \ldots, a_{n}$
is an $M$-sequence, then setting $M_{1}=M / a_{1}^{v_{1}} M$ that $a_{2}, a_{3}, \ldots, a_{n}$ and hence also $a_{2}^{y_{2}^{2}}, a_{3}, \ldots, a_{n}$ is an $M_{1}$-sequence, and so on. Also, the second condition $M \neq \sum_{1}^{n} a_{i}^{\nu_{i}} M$ is obvious.

Let us now prove by induction on $n$ that if $b_{1}, \ldots, b_{n}$ is an $M$-sequence, and if $b_{1} \xi_{1}+\cdots+b_{n} \xi_{n}=0$ with $\xi_{i} \in M$ then $\xi_{i} \in b_{1} M+\cdots+b_{n} M$ for all $i$. First of all from the condition that $b_{n}$ is not a zero-divisor modulo $b_{1}, \ldots, b_{n-1}$ we can write

$$
\xi_{n}=\sum_{1}^{n-1} b_{i} \eta_{i}, \quad \text { with } \quad \eta_{i} \in M
$$

Therefore $\sum_{1}^{n-1} b_{i}\left(\xi_{i}+b_{n} \eta_{i}\right)=0$, so that by induction we have

$$
\xi_{i}+b_{n} \eta_{i} \in h_{1} M+\cdots+h_{n} \quad M \quad \text { for } \quad 1 \leqslant i \leqslant n-1,
$$

giving $\xi_{i} \in b_{1} M+\cdots+b_{n} M$ for $1 \leqslant i \leqslant n-1$. The condition for $\xi_{n}$ is already known

Now assuming $v>1$ we prove by induction on $v$ that $a_{1}^{v}, a_{2}, \ldots, a_{n}$ is an $M$-sequence. Since $a_{1}$ is $M$-regular, so is $a_{1}^{\imath}$. For $i>1$, suppose that for some $\omega \in M$ we have

$$
a_{i} \omega=a_{1}^{v} \xi_{1}+a_{2} \xi_{2}+\cdots+a_{i-1} \xi_{i-1} \quad \text { with } \quad \zeta_{j} \in M .
$$

Then since $a_{1}^{\nu-1}, a_{2}, \ldots, a_{i}$ is an $M$-sequence, we can write

$$
\omega=a_{1}^{\nu-1} \eta_{1}+\cdots+a_{i-1} \eta_{i-1} \quad \text { with } \quad \eta_{j} \in M .
$$

Hence we get

$$
0=a_{1}^{\nu-1}\left(a_{1} \xi_{1}-a_{i} \eta_{1}\right)+a_{2}\left(\xi_{2}-a_{i} \eta_{2}\right)+\cdots+a_{i-1}\left(\xi_{i-1}-a_{i} \eta_{i-1}\right) .
$$

The above assertion gives $a_{1} \xi_{1}-a_{i} \eta_{1} \in a_{1}^{v-1} M+a_{2} M+\cdots+a_{i-1} M$, and hence $a_{i} \eta_{1} \in a_{1} M+a_{2} M+\cdots+a_{i-1} M$. Therefore $\eta_{1} \in a_{1} M+\cdots+$ $a_{i-1} M$, and so as required we have $\omega \in a_{1}^{v} M+a_{2} M+\cdots+a_{i-1} M$.

Let $A$ be a ring, $X_{1}, \ldots, X_{n}$ indeterminates over $A$, and $M$ an $A$-module. We can view elements of $M \otimes_{A} A\left[X_{1}, \ldots, X_{n}\right]$ as polynomials in the $X_{i}$ with coefficients in $M$,

$$
F(X)=F\left(X_{1}, \ldots, X_{n}\right)=\sum \xi_{(\alpha)} X_{1}^{\alpha_{1}} \ldots X_{n}^{\alpha_{n}}, \quad \text { with } \quad \xi_{(\alpha)} \in M .
$$

For this reason we write $M\left[X_{1}, \ldots, X_{n}\right]$ for $M \otimes_{A} A\left[X_{1}, \ldots, X_{n}\right]$; we can consider this either as an $A$-module or as an $A\left[X_{1}, \ldots, X_{n}\right]$-module. For $a_{1}, \ldots, a_{n} \in A$ and $F \in M\left[X_{1}, \ldots, X_{n}\right]$, we can substitute the $a_{i}$ for $X_{i}$ to get $F\left(a_{1}, \ldots, a_{n}\right) \in M$.

Definition. Let $a_{1}, \ldots, a_{n} \in A$, set $I=\sum_{1}^{n} a_{i} A$, and let $M$ be an $A$-module with $I M \neq M$. We say that $a_{1}, \ldots, a_{n}$ is an $M$-quasi-regular sequence if the following condition holds for each $v$ :
(*) $\quad F\left(X_{1}, \ldots, X_{n}\right) \in M\left[X_{1}, \ldots, X_{n}\right]$ is homogeneous of degree $v$ and $F(a) \in I^{\nu+1} M$ implies that all the coefficients of $F$ are in $I M$.
This notion is obviously independent of the order of $a_{1}, \ldots, a_{n}$.

In the above definition it would not make any difference if we replaced the condition that $F(a) \in I^{\nu^{+1}} M$ by the condition $F(a)=0$. Indeed, if $F$ is homogeneous of degree $v$ and $F(a) \in I^{v^{+1}} M$ then there exist a homogeneous element $G(X) \in M\left[X_{1}, \ldots, X_{n}\right]$ of degree $v+1$ such that $F(a)=G(a)$. Then write $G(X)=\sum_{1}^{n} X_{i} G_{i}(X)$ with each $G_{i}$ homogeneous of degree $v$, and set $\boldsymbol{F}^{*}(X)=F(X)-\sum a_{i} G_{i}(X)$, so that $F^{*}$ is homogeneous of degree $v$ and $F^{*}(a)=0$. Moreover, if $F^{*}$ has coefficients in $I M$ then so does $F$.
We can define a map $\varphi:(M / I M)\left[X_{1}, \ldots, X_{n}\right] \longrightarrow \mathrm{gr}_{I} M=\bigoplus_{\nu \geqslant 0}$ $I^{v} M / I^{v+1} M$ as follows: taking a homogeneous element $F(X) \in M[X]$ of degree $v$ into the class of $F(a)$ in $I^{v} M / I^{\nu+1} M$ provides a homomorphism (of additive groups) from $M[X]$ into $\mathrm{gr}_{I} M$ which preserves degrees. Since $I M[X]$ is in the kernel, this induces a homomorphism

$$
\varphi: M[X] / I M[X]=(M / I M)[X] \longrightarrow \mathrm{gr}_{1} M,
$$

which is obviously surjective. Then $a_{1}, \ldots, a_{n}$ is a quasi-regular sequence precisely when $\varphi$ is injective, and hence an isomorphism.

Theorem 16.2. Let $A$ be a ring, $M$ an $A$-module, and $a_{1}, \ldots, a_{n} \in A$; set $I=\left(a_{1}, \ldots, a_{n}\right) A$. Then we have the following:
(i) if $a_{1}, \ldots, a_{n}$ is an $M$-sequence then it is $M$-quasi-regular;
(ii) if $a_{1}, \ldots, a_{n}$ is an $M$-quasi-regular sequence, and if $x \in A$ satisfies $I M: x=I M$ then $I^{\nu} M: x=I^{\nu} M$ for any $v>0$.
Proof (taken from Rees [5]). First of all we prove (ii) by induction on $v$. The case $v=1$ is just the assumption; suppose that $v>1$. For $\xi \in M$, if $x \xi \in I^{v} M$ then also $x \xi \in I^{v-1} M$, so that by the inductive hypothesis $\xi \in I^{\nu-1} M$, and hence we can write $\xi=F(a)$ with $F=F(X) \in M\left[X_{1}, \ldots\right.$, $\left.X_{n}\right]$ homogeneous of degree $v-1$. Now $x \xi=x F(a) \in I^{v} M$, so that by definition of quasi-regular sequence each coefficient of $x F(X)$ belongs to $I M$. Using $I M: x=I M$ once more we find that the coefficients of $F(X)$ also belong to $I M$, and therefore $\xi=F(a) \in I^{\nu} M$.
Now we prove (i) by induction on $n$. The case $n=1$ can easily be checked. Suppose that $n>1$, and that the statement holds up to $n-1$, so that in particular $a_{1}, \ldots, a_{n-1}$ is $M$-quasi-regular. Now let $F(X) \in$ $M\left[X_{1}, \ldots, X_{n}\right]$ be homogeneous of degree $v$, such that $F(a)=0$. We prove by induction on $v$ that the coefficients of $F$ belong to $I M$. We separate out $F(X)$ into terms containing $X_{n}$ and not containing $X_{n}$, writing

$$
F(X)=G\left(X_{1}, \ldots, X_{n-1}\right)+X_{n} H\left(X_{1}, \ldots, X_{n}\right) .
$$

Here $G$ is homogeneous of degree $v$ and $H$ of degree $v-1$. Then, as we proved in (ii),

$$
H(a) \in\left(a_{1}, \ldots, a_{n-1}\right)^{\nu} M: a_{n}=\left(a_{1}, \ldots, a_{n-1}\right)^{\nu} M \subset I^{\nu} M,
$$

and hence, by induction on $v$, the coefficients of $H(X)$ belong to $I M$. Moreover, by the above formula there is a homogeneous polynomial $h\left(X_{1}, \ldots, X_{n-1}\right)$ of degree $v$ with coefficients in $M$ such that $H(a)=$ $h\left(a_{1}, \ldots, a_{n-1}\right)$, and so setting

$$
G\left(X_{1}, \ldots, X_{n-1}\right)+a_{n} h\left(X_{1}, \ldots, X_{n-1}\right)=g(X),
$$

since $a_{1}, \ldots, a_{n-1}$ is $M$-quasi-regular, we get that the coefficients of $g$ belong to $\left(a_{1}, \ldots, a_{n-1}\right) M$; therefore the coefficients of $G$ belong to $\left(a_{1}, \ldots, a_{n}\right) M$.

This theorem holds for any $A$ and $M$, but as we will see in the next theorem, under some conditions we can say that conversely, quasi-regular implies regular. Then the notions of regular and quasi-regular sequences for $M$ coincide, and so reordering an $M$-sequence gives again an $M$ sequence.

Theorem 16.3. Let $A$ be a Noetherian ring, $M \neq 0$ an $A$-module, and $a_{1}, \ldots, a_{n} \in A$; set $I=\left(a_{1}, \ldots, a_{n}\right) A$. Under the condition
$\left(^{*}\right)$ each of $M, M / a_{1} M, \ldots, M /\left(a_{1}, \ldots, a_{n-1}\right) M$ is $I$-adically separated, if $a_{1}, \ldots, a_{n}$ is $M$-quasi-regular it is an $M$-sequence.

Remark. The hypothesis ( ${ }^{*}$ ) holds in either of the following cases:
( $\alpha$ ) $M$ is finitc and $I \subset \operatorname{rad}(A)$;
$(\beta) A$ is an $\mathbb{N}$-graded ring, $M$ an $\mathbb{N}$-graded module, and each $a_{i}$ is homogeneous of positive degree.

However, for a non-Noetherian ring $A$ therc are examples where the theorem fails (Dieudonné [1]) even if $A$ is local, $M=A$ and $I \subset \operatorname{rad}(A)$. Proof. We prove first that $a_{1}$ is $M$-regular. If $\xi \in M$ with $a_{1} \xi=0$ then by hypothesis $\xi \in I M$. Then setting $\xi=\sum a_{i} \eta_{i}$ we get $0=\sum a_{1} a_{i} \eta_{i}$, so that $\eta_{i} \in I M$. Proceeding in the same way we get $\xi \in \bigcap I^{v} M=(0)$.

Now set $M_{1}=M / a_{1} M$; if we prove that $a_{2}, \ldots, a_{n}$ is an $M_{1}$-quasi-regular sequence then the theorem follows by induction on $n$. (If $M$ is $I$-adically separated and $M \neq 0$ then $M \neq I M$.) So let $f\left(X_{2}, \ldots, X_{n}\right)$ be a homogeneous polynomial of degree $v$ with coefficients in $M_{1}$ such that $f\left(a_{2}, \ldots, a_{n}\right)=0$. If $F\left(X_{2}, \ldots, X_{n}\right)$ is a homogeneous polynomial of degree $v$ with cocfficients in $M$ which reduces to $f$ modulo $a_{1} M$, then $F\left(a_{2}, \ldots, a_{n}\right) \in a_{1} M$. Set $F\left(a_{2}, \ldots, a_{n}\right)=a_{1} \omega$; suppose that $\omega \in I^{i} M$, so that we can write $\omega=G_{i}(a)$ with $G_{i}(X) \in M\left[X_{1}, \ldots, X_{n}\right]$ homogeneous of degree $i$. Then

$$
F\left(a_{2}, \ldots, a_{n}\right)=a_{1} G_{i}\left(a_{1}, \ldots, a_{n}\right),
$$

and if $i<v-1$ it follows that the coefficients of $G_{i}$ belong to $I M$, so that $\omega \in I^{i+1} M$; repeating this argument we see that $\omega \in I^{\nu-1} M$. Setting $i=v-1$ in the above formula, then since $X_{1}$ does not appear in $F$, we can apply the definition of quasi-regular sequence to $F\left(X_{2}, \ldots, X_{n}\right)$ -
$X_{1} G_{v-1}\left(X_{1}, \ldots, X_{n}\right)$ to deduce that the coefficients of $F$ belong to $I M$. Hence, the coefficients of $f$ belong to $I M_{1}$.

Corollary. Let $A$ be a Noetherian ring, $M$ and $A$-module and $a_{1}, \ldots, a_{n}$ an $M$-sequence. If conditions ( $\alpha$ ) or ( $\beta$ ) of the above remark hold then any permutation of $a_{1}, \ldots, a_{n}$ is again an $M$-sequence.

Here is an example where a permutation of an $M$-sequence fails to be an $M$-sequence: let $k$ be a field, $A=k[X, Y, Z]$ and set $a_{1}=X(Y-1)$, $a_{2}=Y, a_{3}=Z(Y-1)$. Then $\left(a_{1}, a_{2}, a_{3}\right) A=(X, Y, Z) A \neq A$, and $a_{1}, a_{2}, a_{3}$ is an $A$-sequence, whereas $a_{1}, a_{3}, a_{2}$ is not.

## The Koszul complex

Given a ring $A$ and $x_{1}, \ldots, x_{n} \in A$, we define a complex $K$. as follows: set $K_{0}=A$, and $K_{p}=0$ if $p$ is not in the range $0 \leqslant p \leqslant n$. For $1 \leqslant p \leqslant n$, let $K_{p}=\oplus A e_{i_{1} \ldots i_{p}}$ be the free $A$-module of rank $\binom{n}{p}$ with basis $\left\{e_{i_{1} \ldots i_{p}} \mid 1 \leqslant i_{1}<\cdots<i_{p} \leqslant n\right\}$. The differential d: $K_{p} \longrightarrow K_{p-1}$ is defined by setting

$$
\mathrm{d}\left(e_{i_{1} \ldots i_{p}}\right)=\sum_{r=1}^{p}(-1)^{r-1} x_{i_{r}} e_{i_{1}, i_{r}, i_{p}} ;
$$

(for $p=1$, set $\mathrm{d}\left(e_{i}\right)=x_{i}$ ). One checks easily that $\mathrm{dd}=0$. This complex is called the Koszul complex, and written $K .\left(x_{1}, \ldots, x_{n}\right)$ (alternatively, $K .(\underline{x})$ or $\left.K . x_{1}, \ldots n\right)$. For an $A$-module $M$ we set $K .(\underline{x}, M)=K .(\underline{x}) \otimes_{A} M$. Moreover, for a complex $C$. of $A$-modules we set $C .(\underline{x})=C . \otimes K .(\underline{x})$. In particular, for $n=1$ the complex $K .(x)$ is just

$$
\cdots \rightarrow 0 \rightarrow 0 \rightarrow A \xrightarrow{x} A \rightarrow 0,
$$

and it is easy to check that $K .\left(x_{1}, \ldots, x_{n}\right)=K .\left(x_{1}\right) \otimes \cdots \otimes K .\left(x_{n}\right)$. Since the tensor product of complexes satisfies $L . \otimes M . \simeq M . \otimes L$., the Koszul complex is invariant (up to isomorphism) under permutation of $x_{1}, \ldots, x_{n}$. The Koszul complex $K .(\underline{x}, M)$ has homology groups $H_{p}(K .(\underline{x}, M))$, which we abbreviate to $H_{p}(\underline{x}, M)$. Quite generally we have

$$
H_{0}(\underline{x}, M) \simeq M / \underline{x} M,
$$

where $\underline{x} M$ stands for $\sum x_{i} M$, and

$$
H_{n}(\underline{x}, M) \simeq\left\{\xi \in M \mid x_{1} \xi=\cdots=x_{n} \xi=0\right\} .
$$

Theorem 16.4. Let $C$. be a complex of $A$-modules and $x \in A$. Then we obtain an exact sequence of complexes

$$
0 \rightarrow C . \longrightarrow C .(x) \longrightarrow C_{.}^{\prime} \rightarrow 0,
$$

where $C_{.}^{\prime}$ is the complex obtained by shifting the degrees in $C$. up by 1 (that is $C_{p+1}^{\prime}=C_{p}$ and the differential of $C^{\prime}$ is that of $C$.). The homology long
exact sequence obtained from this is

$$
\begin{aligned}
\cdots & H_{p}(C .) \longrightarrow H_{p}(C .(x)) \longrightarrow H_{p-1}(C .) \xrightarrow{(-1)^{p-1} x_{x}} \\
& H_{p-1}(C .) \longrightarrow \cdots ;
\end{aligned}
$$

we have $x \cdot H_{p}(C .(x))=0$ for all $p$.
Proof. From the fact that $K_{1}(x)=A e_{1}$ and $K_{0}(x)=A$ and the definition of tensor product of complexes, we can identify $C_{p}(x)$ with $C_{p} \oplus C_{p-1}$, and for $\xi \in C_{p}, \eta \in C_{p-1}$ we have

$$
\mathrm{d}(\xi, \eta)=\left(\mathrm{d} \xi+(-1)^{p-1} x \eta, \mathrm{~d} \eta\right) .
$$

The first assertion is clear from this. Moreover, $H_{p}\left(C_{.}^{\prime}\right)=H_{p-1}(C$.$) is also$ clear, and if $\eta \in C_{p}^{\prime}=C_{p-1}$ satisfies $\mathrm{d} \eta=0$ then in $C .(x)$ we have $\mathrm{d}(0, \eta)=$ $\left((-1)^{p-1} x \eta, 0\right)$, so that the long exact sequence has the form indicated in the theorem. Finally, if $\mathrm{d}(\xi, \eta)=0$ then $\mathrm{d} \eta=0$ and $\mathrm{d} \xi=(-1)^{p} x \eta$, so that $x \cdot(\xi, \eta)=\mathrm{d}\left(0,(-1)^{p} \xi\right) \in \mathrm{d} C_{p+1}(x)$, and therefore $x \cdot H_{p}(C .(x))=0$.

Applying this theorem to $K .(x, M)$ and using the commutativity of tensor product of complexes, we see that the ideal $(\underline{x})=\left(x_{1}, \ldots, x_{n}\right)$ generated by $\underline{x}$ annihilates the homology groups $H_{p}(\underline{x}, M)$ :

$$
(\underline{x}) \cdot H_{p}(\underline{x}, M)=0 \quad \text { for all } p .
$$

Theorem 16.5.
(i) Let $A$ be a ring, $M$ an $A$-module, and $x_{1}, \ldots, x_{n}$ an $M$-sequence; then

$$
H_{p}(\underline{x}, M)=0 \quad \text { for } \quad p>0 \quad \text { and } \quad H_{0}(\underline{x}, M)=M / \underline{x} M .
$$

(ii) Suppose that one of the following two conditions ( $\alpha$ ) or $(\beta)$ holds:
( $\alpha$ ) $(A, m)$ is a local ring, $x_{1}, \ldots, x_{n} \in m$ and $M$ is a finite $A$-module;
( $\beta$ ) $A$ is an $\mathbb{N}$-graded ring, $M$ is an $\mathbb{N}$-graded $A$-module, and $x_{1}, \ldots, x_{n}$ are homogeneous elements of degree $>0$.

Then the converse of (i) holds in the following strong form: if $H_{1}(\underline{x}, M)=0$ and $M \neq 0$ then $x_{1}, \ldots, x_{n}$ is an $M$-sequence.
Proof. We use induction on $n$.
(i) When $n=1$ we have $H_{1}(x, M)=\{\xi \in M \mid x \xi=0\}=0$, so that the assertion holds. When $n>1$, for $p>1$ the previous theorem provides an exact sequence

$$
\begin{aligned}
0= & H_{p}\left(x_{1}, \ldots, x_{n-1}, M\right) \longrightarrow H_{p}\left(x_{1}, \ldots, x_{n}, M\right) \\
& \longrightarrow H_{p-1}\left(x_{1}, \ldots, x_{n-1}, M\right)=0 .
\end{aligned}
$$

so that $H_{p}\left(x_{1}, \ldots, x_{n}, M\right)=0$. For $p=1$, sctting $M_{i}=M /\left(x_{1}, \ldots, x_{i}\right) M$ we have an exact sequence

$$
\begin{aligned}
0 \rightarrow H_{1}(\underline{x}, M) & \longrightarrow H_{0}\left(x_{1}, \ldots, x_{n-1}, M\right)=M_{n-1} \\
& \xrightarrow{ \pm x_{n}} M_{n-1} \rightarrow \cdots
\end{aligned}
$$

and since $x_{n}$ is $M_{n-1}$-regular we have $H_{1}(x, M)=0$.
(ii) Assuming either ( $\alpha$ ) or $(\beta), M \neq 0$ implies that $M_{i} \neq 0$ for $1 \leqslant i \leqslant n$. By hypothesis and by the previous theorem,

$$
H_{1}\left(x_{1}, \ldots, x_{n-1}, M\right) \xrightarrow{ \pm x_{n}} H_{1}\left(x_{1}, \ldots, x_{n-1}, M\right) \longrightarrow H_{1}(\underline{x}, M)=0 ;
$$

but quite generally $H_{p}(\underline{x}, M)$ is a finite $A$-module in case $(\alpha)$, or a $\mathbb{N}$-graded $A$-module in case $(\beta)$, so that by NAK, $H_{1}\left(x_{1}, \ldots, x_{n-1}, M\right)=0$. Thus by induction $x_{1}, \ldots, x_{n-1}$ is an $M$-sequence. Now by the same exact sequence as in the case $p=1$ of (i), we see that $x_{n}$ is $M_{n-1}$-regular, and therefore $\mathbf{x}_{1}, \ldots, x_{n}$ is an $M$-sequence.
Let $A$ be a ring, $M$ an $A$-module and $I$ an ideal of $A$. If $a_{1}, \ldots, a_{r}$ are elements of $I$, we say that they form a maximal $M$-sequence in $I$ if $a_{1}, \ldots, a_{r}$ is an $M$-sequence, and $a_{1}, \ldots, a_{r}, b$ is not an $M$-sequence for any $b \in I$. If $a_{1}, \ldots, a_{r}$ is an $M$-sequence then $a_{1} M,\left(a_{1}, a_{2}\right) M, \ldots,\left(a_{1}, \ldots, a_{r}\right) M$ is strictly increasing, so that the chain of ideals $\left(a_{1}\right) \subset\left(a_{1}, a_{2}\right) \subset \ldots$ is also strictly increasing. If $A$ is Noetherian this cannot continue indefinitely, so that any $M$-sequence can be extended until we arrive at a maximal $M$-sequence.

Remark. In Theorems 6-8 below, the hypothesis that $M$ is a finite $A$-module can be weakened to the statement that $M$ is a finite $B$-module for a homomorphism $A \longrightarrow B$ of Noetherian rings, as one sees on inspecting the proof. The reason for this is that, if we set $\operatorname{Ass}_{B}(M)=\left\{P_{1}, \ldots, P_{r}\right\}$ and $P_{i} \cap A=\mathfrak{p}_{i}$, then any ideal of $A$ consisting entirely of zero-divisors of $\boldsymbol{M}$ is contained in $\bigcup \mathfrak{p}_{i}$, and therefore contained in one of the $\mathfrak{p}_{i}$. Note that according to $[\mathrm{M}],(9 . \mathrm{A})$, we have $\operatorname{Ass}_{A}(M)=\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{\mathrm{r}}\right\}$.

Theorem 16.6. Let $A$ be a Noetherian ring, $M$ a finite $A$-module and $I$ an ideal of $A$; suppose that $I M \neq M$. For a given integer $n>0$ the following conditions are equivalent;
(1) $\operatorname{Ext}_{A}^{i}(N, M)=0$ for all $i<n$ and for any finite $A$-module $N$ with Supp $(N) \subset V(I)$;
(2) $\operatorname{Ext}_{A}^{i}(A / I, M)=0$ for all $i<n$;
(2') $\operatorname{Ext}_{A}^{i}(N, M)=0$ for all $i<n$ and for some finite $A$-module $N$ with $\operatorname{Supp}(N)=V(I)$;
(3) there exists an $M$-sequence of length $n$ contained in $I$.

Proof. $(1) \Rightarrow(2) \Rightarrow\left(2^{\prime}\right)$ is obvious. For $\left(2^{\prime}\right) \Rightarrow(3)$, if $I$ consists only of zerodivisors of $M$ then there exists an associated prime $P$ of $M$ containing $I$ (this is where we need the finiteness of $M$ ). Hence there is an injective map $A / P \longrightarrow M$. Localising at $P$, we see that $\operatorname{Hom}_{A_{P}}\left(k, M_{P}\right) \neq 0$, where $k=(A / P)_{P}=A_{P} / P A_{P}$. Now $P \in V(I)=\operatorname{Supp}(N)$, so that $N_{P} \neq 0$, and hence by NAK, $N_{P} / P N_{P}=N \otimes_{A} k \neq 0$. Thus $N \otimes k$ is a non-zero vector space
over $k$, and $\operatorname{Hom}_{k}(N \otimes k, k) \neq 0$. Putting together what we have said, we can follow the composite $N_{P} \longrightarrow N \otimes k \longrightarrow k \longrightarrow M_{P}$ to show that $\operatorname{Hom}_{A p}\left(N_{P}, M_{P}\right) \neq 0$. The left-hand side is equal to $\left(\operatorname{Hom}_{A}(N, M)\right)_{P}$, so that $\operatorname{Hom}_{A}(N, M) \neq 0$. But this contradicts ( $2^{\prime}$ ). Hence $I$ contains an $M$-regular element $f$. By assumption, $M / I M \neq 0$, and if $n=1$ then we are done. If $n>1$ we set $M_{1}=M / f M$; then from the exact sequence

$$
0 \rightarrow M \xrightarrow{f} M \longrightarrow M_{1} \rightarrow 0
$$

we get $\operatorname{Ext}_{A}^{i}(N, M)=0$ for $i<n-1$, so that by induction $I$ contains an $M_{1}$-sequence $f_{2}, \ldots, f_{n}$.

For the proof of $(3) \Rightarrow(1)$ we do not need to assume that $A$ is Noetherian or $M$ finite. Let $f_{1}, \ldots, f_{n} \in I$ be an $M$-sequence; we have the exact sequence

$$
0 \rightarrow M \xrightarrow{f_{1}} M \longrightarrow M_{1} \rightarrow 0,
$$

and if $n>1$ the inductive hypothesis $\operatorname{Ext}_{A}^{i}\left(N, M_{1}\right)=0$ for $i<n-1$, so that

$$
0 \rightarrow \operatorname{Ext}_{A}^{i}(N, M) \xrightarrow{f_{1}} \operatorname{Ext}_{A}^{i}(N, M)
$$

is exact for $i<n$. But $\operatorname{Ext}_{A}^{i}(N, M)$ is annihilated by elements of $\operatorname{ann}(N)$. Since $\operatorname{Supp}(N)=V(\operatorname{ann}(N)) \subset V(I)$, we have $I \subset \sqrt{ }(\operatorname{ann}(N))$, and a sufficiently large power of $f_{1}$ annihilates $\operatorname{Ext}_{A}^{i}(N, M)$. Therefore, $\operatorname{Ext}_{A}^{i}(N, M)=0$ for $i<n$.

Let $M$ and $I$ be as in the above theorem, and $a_{1}, \ldots, a_{n}$ an $M$-sequence in I. For $1 \leqslant i \leqslant n$, set $M_{i}=M /\left(a_{1}, \ldots, a_{i}\right) M$; then it is easy to see that $\operatorname{Hom}_{A}\left(A / I, M_{n}\right) \cong \operatorname{Ext}_{A}^{1}\left(A / I, M_{n-1}\right) \cong{ }^{\cdots} \cong \operatorname{Ext}_{A}^{n}(A / I, M)$. Therefore, if $\operatorname{Ext}_{A}^{n}(A / I, M)=0$ we can find another element $a_{n+1} \in I$ such that $a_{1}, \ldots, a_{n+1}$ is an $M$-sequence. Hence if $a_{1}, \ldots, a_{n}$ is a maximal $M$-sequence in I we must have $\operatorname{Ext}_{A}^{n}(A / I, M) \neq 0$. We thus obtain the following theorem.
Theorem 16.7. Let $A$ be a Noetherian ring, $I$ an ideal of $A$ and $M$ a finite $A$-module such that $M \neq I M$; then the length of a maximal $M$-sequence in $I$ is a well-determined integer $n$, and $n$ is determined by

$$
\operatorname{Ext}_{A}^{i}(A / I, M)=0 \quad \text { for } \quad i<n \quad \text { and } \quad \operatorname{Ext}_{A}^{n}(A / I, M) \neq 0
$$

We write $n=\operatorname{depth}(I, M)$, and call $n$ the $I$-depth of $M$. (If $M=I M$, the $I$-depth is by convention $\infty$.) Theorem 7 takes the form

$$
\operatorname{depth}(I, M)=\inf \left\{i \mid \operatorname{Ext}_{A}^{i}(A / I, M) \neq 0\right\}
$$

In particular for a Noetherian local ring ( $A, \mathfrak{m}, k$ ), we call depth $(\mathfrak{m}, M)$ simply the depth of $M$, and write depth $M$ or $\operatorname{depth}_{A} M$ :

$$
\operatorname{depth} M=\inf \left\{i \mid \operatorname{Ext}_{A}^{i}(k, M) \neq 0\right\} .
$$

From Theorem 6 we see that if $V(I)=V\left(I^{\prime}\right)$ then $\operatorname{depth}(I, M)=$ depth $\left(I^{\prime}, M\right)$; this also follows easily from Theorem 1.

If $\operatorname{ann}(M)=\mathfrak{a}$ and we set $A / \mathfrak{a}=\bar{A}$ then $M$ is also an $\bar{A}$-module. Writing
$\bar{a}$ or $\bar{I}$ for the image of an element $a$ or an ideal $I$ of $A$ under the natural homomorphism $A \longrightarrow \bar{A}$ we clearly have that $a_{1}, \ldots, a_{r}$ is an $M$-sequence if and only if $\bar{a}_{1}, \ldots, \bar{a}_{r}$ is. Thus depth $(I, M)=\operatorname{depth}(\bar{I}, M)$, and if we set $I+\mathfrak{a}=J$, then since $\bar{I}=\bar{J}$ we also have $\operatorname{depth}(I, M)=\operatorname{depth}(J, M)$.

We can also prove that the length of a maximal $M$-sequence is well-determined by means of the Koszul complex.

Theorem 16.8. Let $A$ be a Noetherian ring, $I=\left(y_{1}, \ldots, y_{n}\right)$ an ideal of $A$, and $M$ a finite $A$-module such that $M \neq I M$. If we set

$$
q=\sup \left\{i \mid H_{i}(y, M) \neq 0\right\},
$$

then any maximal $M$-sequence in $I$ has length $n-q$.
Proof. Let $x_{1}, \ldots, x_{s}$ be a maximal $M$-sequence in $I$; we argue by induction on $s$. If $s=0$ then every element of $I$ is a zero-divisor of $M$, so that there exists $P \in \operatorname{Ass}(M)$ containing $I$. By definition of Ass, there exists $0 \neq \xi \in M$ such that $P=\operatorname{ann}(\xi)$, and hence $I \xi=0$. Thus $\xi \in H_{n}(\underline{y}, M)$ so that $q=n$, and the assertion holds in this case.

If $s>0$ we set $M_{1}=M / x_{1} M$; then from the exact sequence

$$
0 \rightarrow M \xrightarrow{x_{1}} M \longrightarrow M_{1} \rightarrow 0
$$

and from the fact that $I H_{i}(\underline{y}, M)=0$ (by Theorem 4), it follows that

$$
0 \rightarrow H_{i}(\underline{y}, M) \longrightarrow H_{i}\left(\underline{y}, M_{1}\right) \longrightarrow H_{i-1}(\underline{y}, M) \rightarrow 0
$$

is exact for every $i$. Thus $H_{q+1}\left(\underline{y}, M_{1}\right) \neq 0$ and $H_{i}\left(\underline{y}, M_{1}\right)=0$ for $i>q+1$; but $x_{2}, \ldots, x_{s}$ is a maximal $M_{1}$-sequence in $I$, so that by induction we have $q+1=n-(s-1)$, and therefore $q=n-s$.

In other words, depth $(I, M)$ is the number of successive zero terms from the left in the sequence

$$
H_{n}(\underline{y}, M), H_{n-1}(\underline{y}, M), \ldots, H_{0}(\underline{y}, M)=M / I M \neq 0 .
$$

This fact is sometimes referred to as the 'depth sensitivity' of the Koszul complex.

Corollary. In the situation of the theorem, $y_{1}, \ldots, y_{n}$ is an $M$-sequence if and only if depth $(I, M)=n$.
$\operatorname{Proof} . \operatorname{depth}(I, M)=n \Leftrightarrow H_{i}(\underline{y}, M)=0$ for all $i>0 \Leftrightarrow \underline{y}$ is an $M$-sequence.

## Grade

A little before Auslander and Buchsbaum [2], Rees [5] introduced and developed the theory of another notion related to regular sequences, that of grade. Let $A$ be a Noetherian ring and $M \neq 0$ a finite $A$-module. Then Rees made the definition

$$
\operatorname{grade} M=\inf \left\{i \mid \operatorname{Ext}_{A}^{i}(M, A) \neq 0\right\} .
$$

For a proper ideal $J$ of $A$ we also call grade $(A / J)$ the grade of the ideal $J$, and write grade $J$. If we set $\mathfrak{a}=\operatorname{ann}(M)$ then since $\operatorname{Supp}(M)=V(\mathfrak{a})$, Theorem 6 gives grade $M=\operatorname{depth}(\mathfrak{a}, A)$. Moreover, if $g=\operatorname{grade} M$ then $\operatorname{Ext}_{A}^{g}(M, A) \neq 0$, so that
grade $M \leqslant \operatorname{proj} \operatorname{dim} M$.
If $I$ is an ideal then $\operatorname{grade} I(=\operatorname{grade}(A / I))=\operatorname{depth}(I, A)$ is the length of a maximal $A$-sequence in $I$, but in general if $a_{1}, \ldots, a_{r}$ is an $A$-sequence then one sees easily from Theorem 13.5 that $\operatorname{ht}\left(a_{1}, \ldots, a_{r}\right)=r$. Thus if $a_{1}, \ldots, a_{r}$ is a maximal $A$-sequence in $I$, we have $r=h t\left(a_{1}, \ldots, a_{r}\right) \leqslant h t I$. Hence for an ideal $I$ we have grade $I \leqslant h t I$.

Theorem 16.9. Let $A$ be a Noetherian ring, and $M, N$ finite $A$-modules; suppose $M \neq 0$, grade $M=k$ and proj $\operatorname{dim} N=l<k$. Then

$$
\operatorname{Ext}_{A}^{i}(M, N)=0 \quad \text { for } \quad i<k-l .
$$

Proof. We use induction on $l$. If $l=0$ then $N$ is a direct summand of some free module $A^{n}$, so that we need only say what happens for $N=A$, but then the assertion is just the definition of grade. If $l>0$ we choose an exact sequence

$$
0 \rightarrow N_{1} \longrightarrow L_{0} \longrightarrow N \rightarrow 0
$$

with $L_{0}$ a finite free module; then proj $\operatorname{dim} N_{1}=l-1$, so that by induction

$$
\operatorname{Ext}_{A}^{i}\left(M, L_{0}\right)=0 \quad \text { for } \quad i<k \text { and }
$$

$$
\operatorname{Ext}_{A}^{i+1}\left(M, N_{1}\right)=0 \quad \text { for } \quad i<k-l ;
$$

the assertion follows from this.

Exercises to § 16. Prove the following propositions.
16.1. Let ( $A, \mathrm{~m}$ ) be a Noetherian local ring, $M \neq 0$ a finite $A$-module, and $a_{1}, \ldots, a_{r} \in \mathfrak{m}$ an $M$-sequence. Set $M^{\prime}=M /\left(a_{1}, \ldots, a_{r}\right) M$. Then $\operatorname{dim} M^{\prime}=\operatorname{dim} M-r$.
16.2. Let $A$ be a Noetherian ring, $a$ and $b$ ideals of $A$; then if grade $a$ $>$ projdim $A / b$ we have $\mathrm{b}: \mathrm{a}=\mathrm{b}$.
16.3. Let $A$ be a Noetherian ring. A proper ideal $I$ of $A$ is called a perfect ideal if grade $I=\operatorname{proj} \operatorname{dim} A / I$. If $I$ is a perfect ideal of grade $k$ then all the prime divisors of $I$ have grade $k$.
Remark. Quite generally, we have grade $I(=\operatorname{grade}(A / I)) \leqslant \operatorname{proj} \operatorname{dim} A / I$. If $\Lambda$ is a regular local ring and $P \in \operatorname{Spec} A$ then as we will see in Theorems 19.1 and 19.2, $P$ is perfect $\Leftrightarrow A / P$ is Cohen-Macaulay.
16.4. Let $f: A \longrightarrow B$ be a flat ring homomorphism, $M$ an $A$-module, and $a_{1}, \ldots, a_{r} \in A \quad$ an $\quad M$-sequence; if $\left(M /\left(a_{1}, \ldots, a_{r}\right) M\right) \otimes B \neq 0 \quad$ then $f\left(a_{1}\right), \ldots, f\left(a_{r}\right)$ is an $M \otimes B$-sequence.
16.5. Let $A$ be a Noetherian local ring, $M$ a finite $A$-module, and $P$ a prime ideal
of $A$; show that $\operatorname{depth}(P, M) \leqslant \operatorname{depth}_{4 P} M_{P}$, and construct an example where the inequality is strict.
16.6. Let $A$ be a ring and $a_{1}, \ldots, a_{n} \in A$ an $A$-quasi-regular sequence. If $A$ contains a field $k$ then $a_{1}, \ldots, a_{n}$ are algebraically independent over $k$.
16.7. Let $(A, \mathfrak{m})$ and $(B, \mathfrak{n})$ be Noetherian local rings, and suppose that $A \subset B$, $\mathrm{n} \cap A=\mathrm{m}$ and that $\mathrm{m} B$ is an n -primary ideal. Then for a finite $B$-module $M$ we have

$$
\operatorname{depth}_{B} M=\operatorname{depth}_{A} M .
$$

16.8. Let $A$ be a ring, $P_{1}, \ldots, P_{r}$ prime ideals, $I$ an ideal, and $x$ an element of $A$. If $x A+I \notin P_{1} \cup \cdots \cup P_{r}$ then there is a $y \in I$ such that $x+y \notin P_{1} \cup \cdots \cup P_{r}$ (E. Davis).
16.9. Use the previous question to show the following: let $A$ be a Noetherian ring, and suppose that $I \neq A$ is an ideal generated by $n$ elements; then grade $I \leqslant n$, and if grade $I=n$ then $I$ can be generated by an $A$-sequence ([K], Th. 125).
16.10. Let $A$ be a Noetherian ring, and suppose that $P$ is a height $r>0$ prime ideal generated by $r$ elements $a_{1}, \ldots, a_{r}$.
(i) Suppose either that $A$ is local, or that $A$ is $\mathbb{N}$-graded and the $a_{i}$ are homogeneous of positive degree. Then $A$ is an integral domain, and for $1 \leqslant i \leqslant r$ the ideal $\left(a_{1}, \ldots, a_{i}\right)$ is prime; hence $a_{1}, \ldots, a_{r}$ is an $A$-sequence.
(ii) In general $a_{1}, \ldots, a_{r}$ does not have to be an $A$-sequence, but $P$ can in any case be generated by an $A$-sequence (E. Davis).

## 17 Cohen-Macaulay rings

Theorem 17.1 (Ischebeck). Let ( $A, \mathfrak{m}$ ) be a Noetherian local ring, $M$ and $N$ non-zero finite $A$-modules, and suppose that depth $M=k, \operatorname{dim} N=r$. Then

$$
\operatorname{Ext}_{A}^{i}(N, M)=0 \quad \text { for } \quad i<k-r .
$$

Proof. By induction on $r$; if $r=0$ then $\operatorname{Supp}(N)=\{m\}$ and the assertion holds by Theorem 16.6. Suppose $r>0$. By Theorem 6.4, there exists a chain

$$
N=N_{0} \supset N_{1} \supset \cdots \supset N_{n}=(0) \quad \text { with } \quad N_{j} / N_{j+1} \simeq A / P_{j}
$$

of submodules $N_{j}$, where $P_{j} \in \operatorname{Spec} A$. It is easy to see that if $\operatorname{Ext}_{A^{i}}$ $\left(N_{j} / N_{j+1}, M\right)=0$ for each $j$ then $\operatorname{Ext}_{A}^{i}(N, M)=0$, and since $\operatorname{dim} N_{j} / N_{j+1} \leqslant$ $\operatorname{dim} N=r$ it is enough to prove that $\operatorname{Ext}_{A}^{i}(N, M)=0$ for $i<k-r$ in the case $N=A / P$ with $P \in \operatorname{Spec} A$ and $\operatorname{dim} N=r$. Since $r>0$ we can take an element $x \in \mathfrak{m}-P$ and get the exact sequence

$$
0 \rightarrow N \xrightarrow{x} N \longrightarrow N^{\prime} \rightarrow 0,
$$

where $N^{\prime}=A /(P, x)$; then $\operatorname{dim} N^{\prime}<r$ so that by induction we have $\operatorname{Ext}_{A}^{i}\left(N^{\prime}, M\right)=0$ for $i<k-r+1$. Thus for $i<k-r$ we have an exact
sequence

$$
0 \rightarrow \operatorname{Ext}_{A}^{i}(N, M) \xrightarrow{x} \operatorname{Ext}_{A}^{i}(N, M) \longrightarrow \operatorname{Ext}_{A}^{i+1}\left(N^{\prime}, M\right)=0 .
$$

We have $x \in \mathrm{~m}$ so that by $\operatorname{NAK}, \operatorname{Ext}_{A}^{i}(N, M)=0$.
Theorem 17.2. Let $A$ be a Noetherian local ring, $M$ a finite $A$-module, and assume that $P \in \operatorname{Ass}(M)$; then $\operatorname{dim}(A / P) \geqslant \operatorname{depth} M$.
Proof. If $P \in \operatorname{Ass}(M)$ then $\operatorname{Hom}_{A}(A / P, M) \neq 0$, so that by the previous theorem we cannot have $\operatorname{dim} A / P<\operatorname{depth} M$.

Definition. Let $(A, m, k)$ be a Noetherian local ring, and $M$ a finite $A$-module. We say that $M$ is a Cohen-Macaulay module (abbreviated to $C M$ module) if $M \neq 0$ and depth $M=\operatorname{dim} M$, or if $M=0$. If $A$ itself is a CM module we say that $A$ is a CM ring or a Macaulay ring.

Theorem 17.3. Let $A$ be a Noetherian local ring and $M$ a finite $A$-module.
(i) If $M$ is a $C M$ module then for any $P \in \operatorname{Ass}(M)$ we have $\operatorname{dim}(A / P)=\operatorname{dim} M=\operatorname{depth} M$. Hence $M$ has no embedded associated primes.
(ii) If $a_{1}, \ldots, a_{r} \in \mathfrak{m}$ is an $M$-sequence and we set $M^{\prime}=M /\left(a_{1}, \ldots, a_{r}\right)$ then $M$ is a CM module $\Leftrightarrow M^{\prime}$ is a CM module
(iii) If $M$ is a CM module then $M_{P}$ is a CM module over $A_{P}$ for every $P \in \operatorname{Spec} A$, and if $M_{P} \neq 0$ then

$$
\operatorname{depth}(P, M)=\operatorname{depth}_{A_{P}} M_{P}
$$

Proof. (i) Quite generally, we have

$$
\begin{aligned}
\operatorname{dim} M & =\sup \{\operatorname{dim} A / P \mid P \in \operatorname{Ass} M\} \\
& \geqslant \inf \{\operatorname{dim} A / P \mid P \in \operatorname{Ass} M\} \geqslant \operatorname{depth} M,
\end{aligned}
$$

so that this is clear.
(ii) By definition depth $M^{\prime}=\operatorname{depth} M-r$, and by Ex. 16.1, $\operatorname{dim} M^{\prime}=$ $\operatorname{dim} M-r$, so that this is clear.
(iii) It is enough to consider the case $M_{P} \neq 0$, when $P \supset \operatorname{ann}(M)$. Then quite generally we have $\operatorname{dim} M_{P} \geqslant \operatorname{depth} M_{P} \geqslant \operatorname{depth}(P, M)$, so that we need only show that

$$
\operatorname{dim} M_{P}=\operatorname{depth}(P, M)
$$

We prove this by induction on depth $(P, M)$. If depth $(P, M)=0$ then $P$ is contained in an associated prime of $M$, but in view of $P \supset \operatorname{ann}(M)$ and the fact that by (i) all the associated primes of $M$ are minimal, it follows that $P$ is itself an associated prime of $M$; therefore $\operatorname{dim} M_{P}=0$. If $\operatorname{depth}(P, M)>0$ then we can take an $M$-regular element $a \in P$, and set $M^{\prime}=M / a M$. Then

$$
\operatorname{depth}\left(P, M^{\prime}\right)=\operatorname{depth}(P, M)-1
$$

and $M^{\prime}$ is a CM module with $M_{P}^{\prime} \neq 0$, so that by induction $\operatorname{dim} M_{P}^{\prime}=$ depth $\left(P, M^{\prime}\right)$. However, $a$ is $M_{P}$-regular as an element of $A_{P}$, and $M_{P}^{\prime}=M_{P} / a M_{P}$, so that using Ex. 16.1 once more, we have $\operatorname{dim} M_{P}^{\prime}=$ $\operatorname{dim} M_{P}-1$. Putting these together gives $\operatorname{depth}(P, M)=\operatorname{dim} M_{P}$.
Theorem 17.4. Let ( $A, \mathrm{~m}$ ) be a CM local ring.
(i) For a proper ideal $I$ of $A$ we have
ht $I=\operatorname{depth}(I, A)=\operatorname{grade} I$, and ht $I+\operatorname{dim} A / I=\operatorname{dim} A$.
(ii) $A$ is catenary.
(iii) For any sequence $a_{1}, \ldots, a_{r} \in \mathfrak{m}$ the following four conditions are equivalent:
(1) $a_{1}, \ldots, a_{r}$ is an $A$-sequence;
(2) $\operatorname{ht}\left(a_{1}, \ldots, a_{i}\right)=i$ for $1 \leqslant i \leqslant r$;
(3) $\operatorname{ht}\left(a_{1}, \ldots, a_{r}\right)=r$;
(4) $a_{1}, \ldots, a_{r}$ is part of a system of parameters of $A$.

Proof. (iii) The implication $(1) \Rightarrow(2)$ follows from Theorem 13.5, together with the fact that from the definition of $A$-sequence we have $0<\operatorname{ht}\left(a_{1}\right)<$ $\operatorname{ht}\left(a_{1}, a_{2}\right)<\cdots$.
(2) $\Rightarrow(3)$ is trivial.
(3) $\Rightarrow$ (4) If $\operatorname{dim} A=r$ this is obvious; if $\operatorname{dim} A>r$ then $m$ is not a minimal rime divisor of ( $a_{1}, \ldots, a_{r}$ ), so that we can choose $a_{r+1} \in \mathfrak{m}$ not contained any minimal prime divisor of $\left(a_{1}, \ldots, a_{r}\right)$, and then $\mathrm{ht}\left(a_{1}, \ldots, a_{r+1}\right)=r+1$. Procecding in the same way we arrive at a system of parameters of $A$. (Up to now we have not used the CM assumption.)
(4) $\Rightarrow$ (1) It is enough to show that any system of parameters $x_{1}, \ldots, x_{n}$ (with $n=\operatorname{dim} A$ ) is an $A$-sequence. If $P \in \operatorname{Ass}(A)$ then by Theorem 3, (i), $\operatorname{dim} A / P=n$, so that $x_{1} \notin P$. Thus $x_{1}$ is $A$-regular. Therefore if we set $A^{\prime}=A / x_{1} A$ we have by the previous theorem that $A^{\prime}$ is an $(n-1)$ dimensional CM ring, and the images of $x_{2}, \ldots, x_{n}$ form a system of parameters of $A^{\prime}$. Thus by induction on $n$ we see that $x_{1}, \ldots, x_{n}$ is an A-sequence.
(i) If ht $I=r$ then we can take $a_{1}, \ldots, a_{r} \in I$ such that ht $\left(a_{1}, \ldots, a_{i}\right)=i$ for $1 \leqslant i \leqslant r$. Thus by (iii), $a_{1}, \ldots, a_{r}$ is an $A$-sequence. Thus $r \leqslant$ grade $I$. Conversely if $b_{1}, \ldots, b_{s} \in I$ is an $A$-sequence then $\operatorname{ht}\left(b_{1}, \ldots, b_{s}\right)=s \leqslant h t I$, and hence $r \geqslant$ grade $I$, so that equality must hold. For the second equality, letting $S$ be the set of minimal prime divisors of $I$, we have

$$
\begin{aligned}
& \text { ht } I=\inf \{\text { ht } P \mid P \in S\} \\
& \text { and } \operatorname{dim}(A / I)=\sup \{\operatorname{dim} A / P \mid P \in S\},
\end{aligned}
$$

and so it is enough to show that ht $P=\operatorname{dim} A-\operatorname{dim} A / P$ for every $P \in S$. Set ht $P=\operatorname{dim} A_{P}=r$ and $\operatorname{dim} A=n$. By Theorem 3, (iii), $A_{P}$ is a CM ring and $r=\operatorname{depth}(P, A)$. Now if we take an $A$-sequence $a_{1}, \ldots, a_{r} \in P$ then
by Theorem 3, (ii), $A /\left(a_{1}, \ldots, a_{r}\right)$ is an $(n-r)$-dimensional CM ring, and from the fact that ht $\left(a_{1}, \ldots, a_{r}\right)=r=$ ht $P$ we see that $P$ is a minimal prime divisor of $\left(a_{1}, \ldots, a_{r}\right)$; thus by Theorem 3, (i), $\operatorname{dim} A / P=\operatorname{dim} A /\left(a_{1}, \ldots, a_{r}\right)=$ $n-r$.
(ii) Let $P \supset Q$ be prime ideals of $A$. Then since $A_{P}$ is a CM ring, (i) above gives $\operatorname{dim} A_{P}=\mathrm{ht} Q A_{P}+\operatorname{dim} A_{P} / Q A_{P}$; in other words ht $P-\mathrm{ht} Q=$ $h t(P / Q)$.

If one system of parameters of a Noetherian local ring $A$ is an $A$-sequence then depth $A=\operatorname{dim} A$, so that $A$ is a CM ring, and therefore, by the above theorem, every system of parameters of $A$ is an $A$-sequence.

Theorem 17.5. Let $A$ be a Noetherian local ring and $\hat{A}$ its completion; then
(i) $\operatorname{depth} A=\operatorname{depth} \hat{A}$;
(ii) $A$ is $\mathrm{CM} \Leftrightarrow \hat{A}$ is CM .

Proof. (i) This comes for example from the fact that $\operatorname{Ext}_{A}^{i}(A / m, A) \otimes \hat{A}=$ $\operatorname{Ext}_{A}^{i}(\hat{A} / m \hat{A}, \hat{A})$ for all $i$. (ii) follows from (i) and the fact that $\operatorname{dim} A=\operatorname{dim} \hat{A}$.

Definition. A proper ideal $I$ in a Noetherian ring $A$ is said to be unmixed if the heights of its prime divisors are all equal. We say that the unmixedness theorem holds for $A$ if for every $r \geqslant 0$, every height $r$ ideal $I$ of $A$ generated by $r$ elements is unmixed. This includes as the case $r=0$ the statement that ( 0 ) is unmixed. By Theorem 13.5, if $I$ is an ideal satisfying the hypotheses of this proposition, then all the minimal prime divisors of $I$ have height $r$, so that to say that $I$ is unmixed is to say that $I$ does not have embedded prime divisors.

A Noetherian ring $A$ is said to be a CM ring if $A_{\mathrm{w}}$ is a CM local ring for every maximal ideal m of $A$. By Theorem 3, (iii), a localisation $S^{-1} A$ of a CM ring $A$ is again CM.

Theorem 17.6. A necessary and sufficient condition for a Noetherian ring $A$ to be a CM ring is that the unmixedness theorem holds for $A$.
Proof. First suppose that $A$ is a CM ring and that $I=\left(a_{1}, \ldots, a_{r}\right)$ is an ideal of $A$ with ht $A=r$. We assume that $P$ is an embedded prime divisor of $I$ and derive a contradiction. Localising at $P$ we can assume that $A$ is a CM local ring; then by Theorem 4, (iii), $a_{1}, \ldots, a_{r}$ is an $A$-sequence, and hence $A / I$ is also a CM local ring. But then $I$ does not have embedded prime divisors, and this is a contradiction. Next we suppose that the unmixedness theorem holds for $A$. If $P \in \operatorname{Spec} A$ with ht $P=r$ then we can choose $a_{1}, \ldots, a_{r} \in P$ such that

$$
\operatorname{ht}\left(a_{1}, \ldots, a_{i}\right)=i \quad \text { for } \quad 1 \leqslant i \leqslant r .
$$

Then by the unmixedness theorem, all the prime divisors of $\left(a_{1}, \ldots, a_{i}\right)$ have height $i$, and therefore do not contain $a_{i+1}$. Hence $a_{i+1}$ is an $A /\left(a_{1}, \ldots, a_{i}\right)$-regular element; in other words, $a_{1}, \ldots, a_{r}$ is an $A$-sequence. Therefore depth $A_{P}=r=\operatorname{dim} A_{P}$, so that $A_{P}$ is a CM local ring; $P$ was any element of $\operatorname{Spec} A$, so that $A$ is a CM ring.
The unmixedness theorem for polynomial rings over a field was a brilliant early result of Macaulay in 1916; for regular local rings, the unmixedness theorem was proved by I. S. Cohen [1] in 1946. This explains the term Cohen-Macaulay. Having come this far, we are now in a position to give easy proofs of these two theorems.

Theorem 17.7. If $A$ is a CM ring then so is $A\left[X_{1}, \ldots, X_{n}\right]$.
Proof. We need only consider the case $n=1$. Set $B=A[X]$ and let $P$ be a maximal ideal of $B$. Set $P \cap A=\mathfrak{m}$; then $B_{P}$ is also a localisation of $A_{\mathrm{m}}[X]$, so that replacing $A$ by $A_{\mathrm{m}}$ we have a local CM ring $A$ with maximal ideal m , and we need only prove that $B_{P}$ is CM. Setting $A / \mathfrak{m}=k$ we get

$$
B / \mathrm{m} B=k[X],
$$

so that $P / \mathrm{m} B$ is a principal ideal of $k[X]$ generated by an irreducible monic polynomial $\varphi(X)$. If we let $f(X) \in A[X]$ be a monic polynomial of $A[X]$ which reduces to $\varphi(X)$ modulo $\mathrm{m} B$ then $P=(\mathrm{m}, f)$. We choose a system of parameters $a_{1}, \ldots, a_{n}$ for $A$, so that $a_{1}, \ldots, a_{n}, f$ is a system of parameters of $B_{P}$. Since $B$ is flat over $A$ the $A$-sequence $a_{1}, \ldots, a_{n}$ is also a $B$-sequence. We set $A /\left(a_{1}, \ldots, a_{n}\right)=A^{\prime}$; then the image of $f$ in $A^{\prime}[X]$ is a monic polynomial, and therefore $A^{\prime}[X]$-regular, so that $a_{1}, \ldots, a_{n}, f$ is a $B$-sequence, and

$$
\operatorname{depth} B_{P} \geqslant \operatorname{depth}(P, B) \geqslant n+1=\operatorname{dim} B_{P} .
$$

Therefore $B_{\mathrm{P}}$ is a CM ring.
Remark. If $A$ is a CM local ring, then a similar (if anything, rather easier) method can be used to prove that $A \llbracket X \rrbracket$ is also CM. The statement also holds for a non-local CM ring, but the proof is a little more complicated, and we leave it to $\S 23$.

Theorem 17.8 A regular local ring is a CM ring.
Proof. Let ( $A, \mathfrak{m}$ ) be an $n$-dimensional regular local ring, and $x_{1}, \ldots, x_{n}$ a regular system of parameters. By Theorems 14.2 and $14.3,\left(x_{1}\right),\left(x_{1}, x_{2}\right), \ldots$, $\left(x_{1}, \ldots, x_{n}\right)$ is a strictly increasing chain of prime ideals; therefore $x_{1}, \ldots, x_{n}$ is an $A$-sequence.

Theorem 17.9. Any quotient of a CM ring is universally catenary.
Proof. Clear from Theorems 7 and 4.

Theorem 17.10 A necessary and sufficient condition for a Noetherian local ring $(A, \mathfrak{m}, k)$ to be a regular ring is that $\mathrm{gr}_{\mathrm{m}}(A)$ is isomorphic as a graded $k$ algebra to a polynomial ring over $k$.
Proof. If $A$ is regular, let $x_{1}, \ldots, x_{r}$ be a regular system of parameters, that is a minimal basis of $m$; then $x_{1}, \ldots, x_{r}$ is an $A$-sequence, so that by Theorem 16.2 (see also Theorem 14.4 for another proof) $\mathrm{gr}_{\mathrm{m}}(A) \simeq$ $k\left[X_{1}, \ldots, X_{r}\right]$. Conversely, if $\operatorname{gr}_{m}(A) \simeq k\left[X_{1}, \ldots, X_{r}\right]$, then comparing the homogeneous components of degree 1 , we see that $\mathfrak{m} / \mathfrak{m}^{2} \simeq k X_{1}$ $+\cdots+k X_{r}$. On the other hand, the homogeneous component of degree $n$ of $k\left[X_{1}, \ldots, X_{r}\right]$ is a vector space over $k$ of dimension $\binom{n+r-1}{r-1}$, so that the Samuel function is

$$
\chi_{A}(n)=l\left(A / \mathfrak{m}^{n+1}\right)=\sum_{i=0}^{n}\binom{i+r-1}{r-1}=\binom{n+r}{r},
$$

and $\operatorname{dim} A=r$. Therefore $A$ is regular.
We can also characterise CM local rings in terms of properties of multiplicities. Let $A$ be a Noetherian local ring. An ideal of $A$ is said to be a parameter ideal if it can be generated by a system of parameters. By Theorem 14.10, if $\mathfrak{q}$ is a parameter ideal then $l(A / \mathfrak{q}) \geqslant e(\mathfrak{q})$. As we are about to see, equality here is characteristic of CM rings.

Theorem 17.11. The following three conditions on a Noetherian local ring $(A, \mathfrak{m})$ are equivalent:
(1) $A$ is a CM ring;
(2) $l(A / \mathfrak{q})=e(\mathfrak{q})$ for any parameter ideal $\mathfrak{q}$ of $A$;
(3) $l(A / \mathfrak{q})=e(\mathfrak{q})$ for some parameter ideal $\mathfrak{q}$ of $A$.

Proof. (1) $\Rightarrow$ (2). If $x_{1}, \ldots, x_{d}$ is a system of paramcters of $A$ and $\mathfrak{q}=$ $\left(x_{1}, \ldots, x_{d}\right)$ then by Theorem 16.2, $\operatorname{gr}_{q}(A) \simeq(A / q)\left[X_{1}, \ldots, X_{d}\right]$, so that as in the proof of the previous theorem, $\chi_{A}^{q}(n)=l(A / q) \cdot\binom{n+d}{d}$ so that $e(\mathfrak{q})=l(A / q)$.
(2) $\Rightarrow(3)$ is obvious.
(3) $\Rightarrow$ (1) Suppose that $\mathfrak{q}=\left(x_{1}, \ldots, x_{d}\right)$ is a parameter ideal satisfying $e(q)=l(A / q)$. We set $B=(A / q)\left[X_{1}, \ldots, X_{d}\right]$; then there is a homogeneous ideal b of $B$ such that $\mathrm{gr}_{\mathrm{a}}(A) \simeq B / \mathrm{b}$. We write $\varphi_{B}(n)$ and $\varphi_{\mathrm{b}}(n)$ for the Hilbert polynomials of $B$ and $b$ (see §13); then

$$
\varphi_{B}(n)=l(A / \mathfrak{q})\binom{n+d-1}{d-1}
$$

and for $n \gg 0$ we have $l\left(\mathfrak{q}^{n} / q^{n+1}\right)=\varphi_{B}(n)-\varphi_{b}(n)$. The left-hand side is a polynomial in $n$ of degree $d-1$, and the coefficient of $n^{d-1}$ is $e(\mathfrak{q}) /(d-1)$ !. By
hypothesis $e(\mathfrak{q})=l(A / \mathfrak{q})$, so that $\varphi_{b}(n)$ must be a polynomial in $n$ of degree at most $d-2$. However, if $\mathfrak{b} \neq(0)$ then we can take a non-zero homogeneous element $f(X) \in \mathfrak{b}$. If $\mathfrak{m}^{r} \subset \mathfrak{q}$ and we set $\mathfrak{m} / \mathfrak{q}=\bar{m}$ then in $B$ we have $\bar{m}^{r}=(0)$, and therefore replacing $f$ by the product of $f$ with a suitable element of $\overline{\mathrm{m}}$, we can assume that $f \neq 0$ but $\overline{\mathrm{m}} f=0$. Then

$$
\mathfrak{b} \supset f B \simeq(A / \mathrm{m})\left[X_{1}, \ldots, X_{d}\right],
$$

and therefore if $\operatorname{deg} f=p$ then $\varphi_{b}(n) \geqslant\binom{ n-p+d-1}{d-1}$, the length of the homogeneous component of degree $n-p$ in $(A / m)\left[X_{1}, \ldots, X_{d}\right]$. This contradicts $\operatorname{deg} \varphi_{\mathrm{b}}<d-1$. Hence $\mathrm{b}=(0)$, and

$$
\operatorname{gr}_{q}(A) \simeq B=(A / q)\left[X_{1}, \ldots, X_{d}\right],
$$

so that by Theorem 16.3, $\left\{x_{1}, \ldots, x_{d}\right\}$ is an $A$-sequence. Therefore $A$ is a CM tring.

Exercises to §17. Prove the following propositions.
17.1. (a) A zero-dimensional Noetherian ring is a CM ring.
(b) A one-dimensional ring is CM provided that it is reduced ( $=$ no nilpotent elements); also, construct an example of a one-dimensional ring which is not CM.
17.2. Let $k$ be a field, $x, y$ indeterminates over $k$, and set $A=k\left[x^{3}, x^{2} y, x y^{2}, y^{3}\right]$ $\subset k[x, y]$ and $P=\left(x^{3}, x^{2} y, x y^{2}, y^{3}\right) A$. Is $R=A_{P}$ a CM ring? How about $k\left[x^{4}, x^{3} y, x y^{3}, y^{4}\right]$ ?
17.3. A two-dimensional normal ring is CM.
17.4. Let $A$ be a CM ring, $a_{1}, \ldots, a_{n}$ an $A$-sequence, and set $J=\left(a_{1}, \ldots, a_{n}\right)$. Then for every integer $v$ the ring $A / J^{v}$ is CM, and therefore $J^{v}$ is unmixed.
17.5. Let $A$ be a Noetherian local ring and $P \in \operatorname{Spec} A$. Then
(i) $\operatorname{depth} A \leqslant \operatorname{depth}(P, A)+\operatorname{dim} A / P$;
(ii) call $\operatorname{dim} A-\operatorname{depth} A$ the codepth of $A$. Then codepth $A \geqslant$ codepth $A_{P}$.
17.6. Let $A$ be a Noetherian ring, $P \in \operatorname{Spec} A$ and set $G=\operatorname{gr}_{P}(A)$. If $G$ is an integral domain then $P^{n}=P^{(n)}$ for all $n>0$. (This observation is due to Robbiano. One sees from it that if $P$ is a prime ideal generated by an $A$ sequence then $P^{n}=P^{(n)}$.)

## 18 Gorenstein rings

Lemma 1. Let $A$ be a ring, $M$ an $A$-module, and $n \geqslant 0$ a given integer. Then

$$
\text { inj } \operatorname{dim} M \leqslant n \Leftrightarrow \operatorname{Ext}_{A}^{n+1}(A / I, M)=0 \text { for all ideals } I .
$$

If $A$ is Noetherian, then we can replace 'for all ideals' by 'for all prime ideals' in the right-hand condition.
Proof. $(\Rightarrow)$ This is clear on calculating the Ext by an injective resolution of $M$.
$(\Leftrightarrow)$ If $n=0$ then from the exact sequence $0 \rightarrow I \longrightarrow A \longrightarrow A / I \rightarrow 0$ and from the fact that $\operatorname{Ext}_{A}^{1}(A / I, M)=0$ we get that $\operatorname{Hom}(A, M) \longrightarrow$ $\operatorname{Hom}(I, M) \rightarrow 0$ is exact. Since this holds for every $I$, Theorem B3 of Appendix B implies that $M$ is injective. Suppose then that $n>0$.

There exists an exact sequence

$$
0 \rightarrow M \longrightarrow Q^{0} \longrightarrow Q^{1} \longrightarrow \cdots \longrightarrow Q^{n-1} \longrightarrow C \rightarrow 0
$$

with each $Q^{i}$ injective. (We can obtain this by taking an injective resolution of $M$ up to $Q^{n-1}$ and setting $C$ for the cokernel of $Q^{n-2} \longrightarrow Q^{n-1}$.) One sees easily that $\operatorname{Ext}_{A}^{n+1}(A / I, M) \simeq \operatorname{Ext}_{A}^{1}(A / I, C)$, so that by the argument used in the $n=0$ case, $C$ is injective, and so $\operatorname{inj} \operatorname{dim} M \leqslant n$.

If $A$ is Noetherian then by Theorem 6.4, any finite $A$-module $N$ has a chain $N=N_{0} \supset N_{1} \supset \cdots \supset N_{r+1}=0$ of submodules such that $N_{\boldsymbol{j}} / N_{j+1} \simeq$ $A / P_{j}$ with $P_{j} \in \operatorname{Spec} A$. Using this, if $\operatorname{Ext}_{A}^{i}(A / P, M)=0$ for all prime ideals $P$ then we also have $\operatorname{Ext}_{A}^{i}(N, M)=0$ for all finite $A$-modules $N$. Now we just have to apply this with $i=n+1$ and $N=A / I$.

Lemma 2. Let $A$ be a ring, $M$ and $N$ two $A$-modules, and $x \in A$; suppose that $x$ is both $A$-regular and $M$-regular, and that $x N=0$. Set $B=A / x A$ and $\bar{M}=M / x M$. Then
(i) $\operatorname{Hom}_{A}(N, M)=0$, and $\operatorname{Ext}_{A}^{n+1}(N, M) \simeq \operatorname{Ext}_{B}^{n}(N, \bar{M})$ for all $n \geqslant 0$;
(ii) $\operatorname{Ext}_{A}^{n}(M, N) \simeq \operatorname{Ext}_{B}^{n}(\bar{M}, N)$ for all $n \geqslant 0$;
(iii) $\operatorname{Tor}_{n}^{A}(M, N) \simeq \operatorname{Tor}_{n}^{B}(\bar{M}, N)$ for all $n \geqslant 0$.

Proof. (i) The first formula is obvious. For the second, set $T^{n}(N)=$ $\operatorname{Ext}_{A}^{n+1}(N, M)$, and view $T^{n}$ as a contravariant functor from the category of $B$-modules to that of Abelian groups. Then first of all, the exact sequence

$$
0 \rightarrow M \xrightarrow{x} M \longrightarrow \bar{M} \rightarrow 0
$$

gives $\quad T^{0}(N)=\operatorname{Hom}_{A}(N, \bar{M})=\operatorname{Hom}_{B}(N, \bar{M})$. Moreover, since $x$ is $A$-regular we have $\operatorname{proj} \operatorname{dim}_{A} B=1$, and therefore $T^{n}(B)=0$ for $n>0$, so that $T^{n}(L)=0$ for $n>0$ and every projective $B$-module $L$. Finally, for any short exact sequence $0 \rightarrow N^{\prime} \longrightarrow N \longrightarrow N^{\prime \prime} \rightarrow 0$ of $B$-modules, there is a long exact sequence

$$
\begin{aligned}
& 0 \rightarrow T^{0}\left(N^{\prime \prime}\right) \longrightarrow T^{0}(N) \longrightarrow T^{0}\left(N^{\prime}\right) \\
& \longrightarrow T^{1}\left(N^{\prime \prime}\right) \longrightarrow T^{1}(N) \longrightarrow T^{1}\left(N^{\prime}\right) \rightarrow \cdots .
\end{aligned}
$$

This proves that $T^{i}$ is the derived functor of $\operatorname{Hom}_{B}(-, \bar{M})$, and therefore coincides with $\operatorname{Ext}_{B}^{i}(-, M)$.
(ii) We first prove $\operatorname{Tor}_{n}^{4}(M, B)=0$ for $n>0$. For $n>1$ this follows
from $\operatorname{proj} \operatorname{dim}_{A} B=1$. For $n=1$, consider the long exact sequence $0 \rightarrow \operatorname{Tor}_{1}^{A}(M, B) \longrightarrow M \xrightarrow{x} M \longrightarrow \bar{M} \rightarrow 0$ associated with the short exact sequence $0 \rightarrow A^{x}, A \quad \rightarrow B \rightarrow 0$. Since $x$ is $M$-regular we have $\operatorname{Tor}_{1}^{A}(M, B)=0$.

Now let $L . \longrightarrow M \rightarrow 0$ be a free resolution of the $A$-module $M$. Then L. $\otimes_{A} B \rightarrow M \otimes_{A} B \rightarrow 0$ is exact by what we have just proved, so that $L . \otimes B$ is a free resolution of the $B$-module $M \otimes B=\bar{M}$. Then $\operatorname{Ext}_{A}^{n}(M, N)$ $=H^{n}\left(\operatorname{Hom}_{A}(L, N)\right)=H^{n}\left(\operatorname{Hom}_{B}\left(L . \otimes_{A} B, N\right)\right)=\operatorname{Ext}_{B}^{n}(\bar{M}, N)$ by Formula 9 of Appendix A.
(iii) Using the same notation as above, we have $\operatorname{Tor}_{n}^{A}(M, N)=$ $H_{n}\left(L_{.} \otimes_{A} N\right)=H_{n}\left(\left(L . \otimes_{A} B\right) \otimes_{B} N\right)=\operatorname{Tor}_{n}^{B}(\bar{M}, N)$.

Lemma 3. Let $(A, \mathrm{~m}, k)$ be a Noetherian local ring, $M$ a finite $A$-module, and $\operatorname{P} \in \operatorname{Spec} A$; suppose that $\mathrm{ht}(\mathrm{m} / P)=1$. Then

$$
\operatorname{Ext}_{A}^{i+1}(k, M)=0 \Rightarrow \operatorname{Ext}_{A}^{i}(A / P, M)=0 .
$$

Proof. Choose $x \in \mathfrak{m}-P$; then $0 \rightarrow A / P \xrightarrow{x} A / P \longrightarrow A /(P+A x) \rightarrow 0$ is an exact sequence, and $P+A x$ is an m-primary ideal, so that if we let $N=A /(P+A x)$, there exists a chain of submodules of $N$

$$
N=N_{0} \supset N_{1} \supset \cdots \supset N_{r}=0 \quad \text { such that } \quad N_{i} / N_{i+1} \simeq k .
$$

Hence from $\operatorname{Ext}_{A}^{i+1}(k, M)=0$ we get $\operatorname{Ext}_{A}^{i+1}(A /(P+A x), M)=0$, and

$$
\operatorname{Ext}_{A}^{i}(A / P, M) \xrightarrow{x} \operatorname{Ext}_{A}^{i}(A / P, M) \rightarrow 0 .
$$

is exact, so that by NAK $\operatorname{Ext}_{A}^{i}(A / P, M)=0$.
Lemma 4. Let $(A, \mathrm{~m}, k)$ be a Noetherian local ring, $M$ a finite $A$-module, and $\boldsymbol{P} \in \operatorname{Spec} A$; suppose that $\mathrm{ht}(\mathrm{m} / P)=d$. Then

$$
\operatorname{Ext}_{A}^{i+d}(k, M)=0 \Rightarrow \operatorname{Ext}_{A_{P}}^{i}\left(\kappa(P), M_{P}\right)=0 .
$$

Proof. Let $\mathrm{m}=P_{0} \supset P_{1} \supset \cdots \supset P_{d}=P$, with $P_{i} \in \operatorname{Spec} A$ and $\operatorname{ht}\left(P_{i} / P_{i+1}\right)$ $=1$. Then by Lemma 3,

$$
\operatorname{Ext}_{A}^{i+d-1}\left(A / P_{1}, M\right)=0,
$$

and localising at $P_{1}$ we get

$$
\operatorname{Ext}_{A_{P_{1}}}^{i+d-1}\left(\kappa\left(P_{1}\right), M_{P_{1}}\right)=0 .
$$

Proceeding in the same way gives the result.
Theorem 18.1. Let ( $A, \mathrm{~m}, k$ ) be an $n$-dimensional Noetherian local ring. Then the following conditions are equivalent:
(1) $\operatorname{inj} \operatorname{dim} A<\infty$;
(1') $\operatorname{inj} \operatorname{dim} A=n$;
(2) $\operatorname{Ext}_{A}^{i}(k, A)=0$ for $i \neq n$ and $\simeq k$ for $i=n$;
(3) $\operatorname{Ext}_{A}^{i}(k, A)=0$ for some $i>n$;
(4) $\operatorname{Ext}_{A}^{i}(k, A)=0$ for $i<n$ and $\simeq k$ for $i=n$;
(4) $A$ is a CM ring and $\operatorname{Ext}_{A}^{n}(k, A) \simeq k$;
(5) $A$ is a CM ring, and every parameter ideal of $A$ is irreducible;
( $5^{\prime}$ ) $A$ is a CM ring and there exists an irreducible parameter ideal.
Recall that an idcal $I$ is irreducible if $I=J \cap J^{\prime}$ implies either $I=J$ or $I=J^{\prime}$ (see §6).
Definition. A Noetherian local ring for which the above equivalent conditions hold is said to be Gorenstein.
Proof of $(1) \Rightarrow\left(1^{\prime}\right)$. Set $\operatorname{inj} \operatorname{dim} A=r$. If $P$ is a minimal prime ideal of $A$ such that $\operatorname{ht}(\mathfrak{m} / P)=\operatorname{dim} A=n$ then $P A_{P} \in \operatorname{Ass}\left(A_{P}\right)$, so that $\operatorname{Hom}\left(\kappa(P), A_{P}\right) \neq 0$; hence, by Lemma 4, $\operatorname{Ext}_{A}^{n}(k, A) \neq 0$, therefore $r \geqslant n$. If $r=0$ this means that $n=0$, and we are done. If $r>0$, set $\operatorname{Ext}_{A}^{r}(-, A)=$ $T$; then this is a right-exact contravariant functor, and by Lemma 1 , there is a prime ideal $P$ such that $T(A / P) \neq 0$. Now if $P \neq \mathrm{m}$ and we take $x \in \mathfrak{m}-P$, the exact sequence

$$
0 \rightarrow A / P \xrightarrow{x} A / P
$$

leads to an exact sequence

$$
T(A / P) \xrightarrow{x} T(A / P) \rightarrow 0 ;
$$

but then by NAK, $T(A / P)=0$, which is a contradiction. Thus $P=m$, and so $T(k) \neq 0$. We have $\mathfrak{m} \neq \operatorname{Ass}(A)$, since otherwise there would exist an exact sequence $0 \rightarrow k \rightarrow A$, and hence an exact sequence

$$
T(A)=\operatorname{Ext}_{A}^{r}(A, A)=0 \longrightarrow T(k) \rightarrow 0
$$

which is a contradiction. Hence $m$ contains an $A$-regular element $x$. If we set $B=A / x A$ then by Lemma 2, $\operatorname{Ext}_{B}^{i}(N, B)=\operatorname{Ext}_{A}^{i+1}(N, A)$ for every $B$ module $N$, so that $\operatorname{inj} \operatorname{dim} B=r-1$. By induction on $r$ we have $r-1=$ $\operatorname{dim} B=n-1$, and hence $r=n$.
Proof of $\left(1^{\prime}\right) \Rightarrow(2)$. When $n=0$ we have $m \in \operatorname{Ass}(A)$, so there exists an exact sequence $0 \rightarrow k \longrightarrow A$, and since inj $\operatorname{dim} A=0$,

$$
A=\operatorname{Hom}(A, A) \longrightarrow \operatorname{Hom}(k, A) \rightarrow 0
$$

is exact. Therefore $\operatorname{Hom}(k, A)$ is generated by one element. But $\operatorname{Hom}(k, A) \neq 0$, so that we must have $\operatorname{Hom}(k, A) \simeq k$. By assumption, $A$ is an injective module, so that $\operatorname{Ext}_{A}^{i}(k, A)=0$ for $i>0$; thus we are done in the case $n=0$. If $n>0$ then, as we have seen above, $\mathfrak{m}$ contains an $A$-regular element $x$, and if we set $B=A / x A$ then $\operatorname{dim} B=\operatorname{inj} \operatorname{dim} B=n-1$, so that by Lemma 2 and induction on $n$ we have
and

$$
\begin{aligned}
& \operatorname{Ext}_{A}^{i}(k, A)=\operatorname{Ext}_{B}^{i-1}(k, B)=\left\{\begin{array}{lll}
0 & \text { if } & 0<i \neq n \\
k & \text { if } & i=n,
\end{array}\right. \\
& \operatorname{Hom}_{A}(k, A)=0 .
\end{aligned}
$$

$(2) \Rightarrow(3)$ is trivial.
Proof of (3) $\Rightarrow(1)$. We use induction on $n$. Assume that for some $i>n$ we have $\operatorname{Ext}_{A}^{i}(k, A)=0$. If $n=0$ then $m$ is the unique prime ideal of $A$, so that by Lemma 1, injdim $A<i<\infty$. If $n>0$ let $P$ be a prime ideal distinct foom m and set $d=\mathrm{ht}(\mathrm{m} / P)$ and $B=A_{P}$; then by Lemma 4 we have Pxt $\mathrm{t}_{\mathrm{B}}^{i-d}(\kappa(P), B)=0$. Moreover, $\operatorname{dim} B \leqslant n-d<i-d$, so that by induction nj $\operatorname{dim} B<\infty$. Thus for any finite $A$-module $M$ we have

$$
\left(\operatorname{Ext}_{A}^{i}(M, A)\right)_{P}=\operatorname{Ext}_{B}^{i}\left(M_{P}, B\right)=0
$$

ince $i>n>\operatorname{dim} B=\operatorname{inj} \operatorname{dim} B$ ). Therefore, setting $T(M)=\operatorname{Ext}_{A}^{i}(M, A)$ e get $\operatorname{Supp}(T(M)) \subset\{\boldsymbol{m}\}$, and since $T(M)$ is a finite $A$-module, $T(M))<\infty$. Using this, we now prove that $T(A / P)=0$ for every prime Teal $P$. If $T(A / P) \neq 0$ for some $P$, choose a maximal $P$ with this property. By ssumption $T(k)=0$, so that $P \neq \mathrm{m}$, so that we can take $x \in \mathfrak{m}-P$ and form the exact sequence

$$
0 \rightarrow A / P \xrightarrow{x} A / P \longrightarrow A /(P+A x) \rightarrow 0 .
$$

Then write $A /(P+A x)=M_{0} \supset M_{1} \supset \cdots \supset M_{s}=0$ with $M_{i} / M_{i+1} \simeq A / P_{i}$;
ch $P_{i}$ is strictly bigger than $P$, so that $T(A /(P+A x))=0$. Therefore

$$
0 \rightarrow T(A / P) \xrightarrow{x} T(A / P)
$$

exact, so that multiplication by $x$ in $T(A / P)$ is injective; but since $T(A / P))<\infty$, injective implies surjective. Hence by NAK, $T(A / P)=0$,
thich is contradiction. Therefore $T(A / P)=0$ for every $P \in \operatorname{Spec} A$, so that Lemma 1, inj $\operatorname{dim} A<i$.
So far we have proved that (1), (1'), (2) and (3) are equivalent. Now we ove the equivalence of (2), (4), (4'), (5) and ( $5^{\prime}$ ).
(2) $\Rightarrow(4)$ is obvious. $(4) \Leftrightarrow\left(4^{\prime}\right)$ comes at once from the fact that $A$ is CM if ad only if $\operatorname{Ext}_{A}^{i}(k, A)=0$ for all $i<n$ (the implication (2) $\Leftrightarrow$ (3) of heorem 16.6).
roof of $\left(4^{\prime}\right) \Rightarrow(5)$. A system of parameters $x_{1}, \ldots, x_{n}$ in a CM ring $A$ is an ssequence, so that setting $B=A / \sum{ }_{1}^{n} x_{i} A$, we have

$$
\operatorname{Hom}_{B}(k, B) \simeq \operatorname{Ext}_{A}^{n}(k, A) \simeq k .
$$

low $B$ is an Artinian ring, and any minimal non-zero ideal of $B$ is omorphic to $k$, so that the above formula says that $B$ has just one such inimal ideal, say $I_{0}$. If $I_{1}$ and $I_{2}$ are any non-zero ideals of $B$ then both of em must contain $I_{0}$, so that $I_{1} \cap I_{2} \neq(0)$. Lifting this up to $A$, this means at $\left(x_{1}, \ldots, x_{n}\right)$ is an irreducible ideal.
$(5) \Rightarrow\left(5^{\prime}\right)$ is obvious.
rof of $\left(5^{\prime}\right) \Rightarrow(2)$. If $A$ is CM we already have $\mathrm{Ext}_{A}^{i}(k, A)=0$ for $i<n$. If $q$ is pirreducible parameter ideal and we set $B=A / q$ then, in the same way as hove,

$$
\operatorname{Ext}_{A}^{n+i}(k, A) \simeq \operatorname{Ext}_{R}^{i}(k, B),
$$

so that it is enough to prove that in an Artinian ring $B,(0)$ is irreducible implies that

$$
\operatorname{Hom}_{B}(k, B) \simeq k \quad \text { and } \quad \operatorname{Ext}_{B}^{i}(k, B)=0 \quad \text { for } \quad i>0 .
$$

The statement for Hom is easy: first of all, $B$ is Artinian, so that $\operatorname{Hom}_{B}(k, B) \neq 0$; for non-zero $f, g \in \operatorname{Hom}_{B}(k, B)$ we must have $f(k)=g(k)$, since otherwise $f(k) \cap g(k)=(0)$, which contradicts the irreducibility of $(0)$. Hence $f(1)=g(\alpha)$ for some $\alpha \in k$, and $f=\alpha g$, so that $\operatorname{Hom}_{B}(k, B) \simeq k$.

Now consider the Ext ${ }_{B}^{i}(k, B)$. Choose a chain of ideals $(0)=N_{0} \subset$ $N_{1} \subset \cdots \subset N_{r}=B$ such that $N_{i} / N_{i-1} \simeq k$, and consider the exact sequences

$$
\begin{gathered}
0 \rightarrow N_{1} \longrightarrow N_{2} \longrightarrow k \rightarrow 0 \\
0 \rightarrow N_{2} \longrightarrow N_{3} \longrightarrow k \rightarrow 0 \\
\vdots \\
0 \rightarrow N_{r-1} \longrightarrow B \longrightarrow k \rightarrow 0 .
\end{gathered}
$$

From the long exact sequence

$$
\begin{aligned}
& 0 \rightarrow \operatorname{Hom}_{B}(k, B) \longrightarrow \operatorname{Hom}_{B}\left(N_{i+1}, B\right) \longrightarrow \operatorname{Hom}_{B}\left(N_{i}, B\right) \xrightarrow{\delta_{i}} \\
& \quad \operatorname{Ext}_{B}^{1}(k, B) \longrightarrow \cdots
\end{aligned}
$$

and an easy induction (using $N_{1} \simeq k$ and $\operatorname{Hom}_{B}(k, B) \simeq k$ ), we get that $l\left(\operatorname{Hom}_{B}\left(N_{i}, B\right)\right) \leqslant i$, with equality holding if and only if $\delta_{1}, \ldots, \delta_{i-1}$ are all zero. However,

$$
l\left(\operatorname{Hom}_{B}\left(N_{r}, B\right)\right)=l\left(\operatorname{Hom}_{B}(B, B)\right)=l(B)=r,
$$

so that we must have $\delta_{1}=\cdots=\delta_{r-1}=0$. Then from

$$
0 \rightarrow N_{r-1} \longrightarrow B \longrightarrow k \rightarrow 0
$$

we get the exact sequence

$$
0 \rightarrow \operatorname{Ext}_{B}^{1}(k, B) \longrightarrow \operatorname{Ext}_{B}^{1}(B, B)=0,
$$

and therefore $\operatorname{Ext}_{B}^{1}(k, B)=0$. Now from Lemma $1, B$ is an injective $B$ module, so that $\operatorname{Ext}_{B}^{i}(k, B)=0$ for all $i>0$.

Lemma 5. Let $A$ be a Noetherian ring, $S \subset A$ a multiplicative set, and $I$ an injective $A$-module; then $I_{S}$ is an injective $A_{S}$-module.
Proof. Every ideal of $A_{S}$ is the localisation $a_{S}$ of an ideal $\mathfrak{a}$ of $A$. From $0 \rightarrow \mathfrak{a} \longrightarrow A$ we get the exact sequence $\operatorname{Hom}_{A}(A, I) \longrightarrow \operatorname{Hom}_{A}(\mathfrak{a}, I) \rightarrow 0$, and, since $\mathfrak{a}$ is finitely generated

$$
\operatorname{Hom}_{A_{S}}\left(A_{S}, I_{S}\right) \longrightarrow \operatorname{Hom}_{A_{S}}\left(\mathfrak{a}_{S}, I_{S}\right) \rightarrow 0
$$

is exact. This proves that $I_{S}$ is an injective $A_{S}$-module.
Theorem 18.2. If $A$ is a Gorenstein local ring and $P \in \operatorname{Spec} A$ then $A_{P}$ is also Gorenstein.
Proof. If $0 \rightarrow A \longrightarrow I^{0} \longrightarrow I^{1} \longrightarrow \cdots \longrightarrow I^{n} \rightarrow 0$ is an injective reso-
fution of $A$ then

$$
0 \rightarrow A_{P} \longrightarrow\left(I^{0}\right)_{P} \longrightarrow \cdots \longrightarrow\left(I^{n}\right)_{P} \rightarrow 0
$$

is an injective resolution of $A_{P}$, so that $\operatorname{inj} \operatorname{dim} A_{P}<\infty$.
Definition. A Noetherian ring $A$ is Gorenstein if its localisation at every maximal ideal is a Gorenstein local ring. (By the previous theorem, it then follows that $A_{P}$ is Gorenstein for every $P \in \operatorname{Spec} A$.)

Theorem 18.3. Let $A$ be a Noetherian local ring and $\hat{A}$ its completion. Then $A$ is Gorenstein $\Leftrightarrow \hat{A}$ is Gorenstein.
Proof. We have $\operatorname{dim} A=\operatorname{dim} \hat{A}$, and since $\hat{A}$ is faithfully flat over $A$, $\operatorname{Ext}_{A}^{i}(k, A) \otimes_{A} \widehat{A}=\operatorname{Ext}_{\hat{A}}^{i}(k, \widehat{A})$, so that we only need to use condition (3) of Theorem 1 .
Closely related to the theory of Gorenstein rings is Matlis' theory of injective modules over Noetherian rings. We now discuss the main results of Matlis [1].
Let $A$ be a Noetherian ring, and $E$ an injective $A$-module. If $E$ is a submodule of an $A$-module $M$ then since we can extend the identity map $\stackrel{y}{2} \longrightarrow E$ to a linear map $f: M \longrightarrow E$, we have $M=E \oplus F$ (with $F=\operatorname{Ker} f$ ). Say that an $A$-module $N$ is indecomposable if $N$ cannot be written as a direct sum of two submodules. We write $E_{A}(N)$ or $E(N)$ for the injective hull of an $A$-module $E$ (see Appendix B).
heorem 18.4. Let $A$ be a Noetherian ring and $P, Q \in \operatorname{Spec} A$.
(i) $E(A / P)$ is indecomposable.
(ii) Any indecomposable injective $A$-module is of the form $E(A / P)$ for some $P \in \operatorname{Spec} A$.
(iii) If $x \in A-P$, multiplication by $x$ induces an automorphism of $E(A / P)$.
(iv) $P \neq Q \Rightarrow E(A / P) \neq E(A / Q)$.
(v) For any $\xi \in E(A / P)$ there exists a positive integer $v$ (depending on $\xi$ ) uch that $P^{v} \xi=0$.
(vi) If $Q \subset P$ then $E(A / Q)$ is an $A_{P}$-module, and is an injective hull of $A / Q)_{P}=A_{P} / Q A_{P}$, that is

$$
E_{A}(A / Q)=E_{A_{P}}\left(A_{P} / Q A_{P}\right) .
$$

Proof. (i) If $I_{1}$ and $I_{2}$ are non-zero ideals of $A / P$ then $0 \neq I_{1} I_{2} \subset I_{1} \cap I_{2}$. Now $E(A / P)$ is an essential extension of $A / P$ (see Appendix B ), so that for pany two non-zero submodules $N_{1}, N_{2}$ of $E(A / P)$ we have $N_{i} \cap(A / P) \neq 0$, so that

$$
N_{1} \cap N_{2} \supset\left(N_{1} \cap A / P\right) \cap\left(N_{2} \cap A / P\right) \neq 0 .
$$

(ii) Let $N \neq 0$ be an indecomposable injective $A$-module and choose $\in \operatorname{Ass}(N)$. Then $A / P$ can be embedded into $N$, and so $E(A / P)$ can also; but
an injective submodule is always a direct summand, and since $N$ is indecomposable, $N=E(A / P)$.
(iii) Write $\varphi$ for multiplication by $x$ in $E(A / P)$; then $\operatorname{Ker}(\varphi) \cap(A / P)=0$, so that $\operatorname{Ker}(\varphi)=0$, and $\operatorname{Im} \varphi$ is isomorphic to $E(A / P)$. Hence $\operatorname{Im} \varphi$ is injective, and is therefore a direct summand of $E(A / P)$, so that by $(i), \operatorname{Im} \varphi=E(A / P)$.
(iv) If $P \not \not \subset Q$ and $x \in P-Q$ then multiplication by $x$ is injective in $E(A / Q)$ but not in $E(A / P)$.
(v) By the proof of (ii) together with (iv), Ass $(E(A / P))=\{P\}$, so that the submodule $A \xi \simeq A / \operatorname{ann}(\xi)$ also has $\operatorname{Ass}(A \xi)=\{P\}$. Hence ann $(\xi)$ is a $P$-primary ideal.
(vi) By (iii), we can view $E(A / Q)$ as an $A_{P}$-module; hence it contains $(A / Q)_{P}$. Since $E(A / Q)$ is an essential extension of $A / Q$ and $A / Q \subset(A / Q)_{P} \subset$ $E(A / Q)$, it is also an essential extension of $(A / Q)_{P}$. For $A_{P}$-modules $M$ and $N$, any $A$-linear map $M \rightarrow N$ is also $A_{P}$-linear, and of course conversely, so that for an $A_{P}$-module, being injective as an $A_{P}$-module is the same as being injective as an $A$-module. Thus $E(A / Q)$ is an injective hull of the $A_{P}$-module $(A / Q)_{P}$.

Example 1 . If $A$ is an integral domain and $K$ its field of fractions, $K=E(A)$ (prove this !).

Example 2. If $A$ is a DVR with uniformising element $x$ and field of fractions $K$, and $k=A / x A$, then $E(k)=K / A$. Indeed, if $I$ is a non-zero ideal of $A$ we can write $I=x^{r} A$, and if $f: I \longrightarrow K / A$ is a given map, let $f\left(x^{r}\right)=\alpha$ $\bmod A$ for some $\alpha \in K$; then $f$ can be extended to a map $f: A \longrightarrow K / A$ by setting $f(1)=\left(\alpha / x^{r}\right) \bmod A$. Therefore $K / A$ is injective. We have $\left(x^{-1} A\right) / A \simeq A / x A=k$, and it is easy to see that $K / A$ is an essential extension of $x^{-1} A / A$. Thus $K / A$ can be thought of as $E(k)$.

Theorem 18.5. We consider modules over a Noetherian ring $A$.
(i) A direct sum of any number of injective modules is injective.
(ii) Every injective module is a direct sum of indecomposable injective modules.
(iii) The direct sum decomposition in (ii) is unique, in the sense that if $M=\oplus M_{i}$ (with indecomposable $M_{i}$ )
then for any $P \in \operatorname{Spec} A$, the sum $M(P)$ of all the $M_{i}$ isomorphic to $E(A / P)$ depends only on $M$ and $P$, and not on the decomposition $M=\oplus M_{i}$. Moreover, the number of $M_{i}$ isomorphic to $E(A / P)$ is equal to

$$
\operatorname{dim}_{\kappa(P)} \operatorname{Hom}_{A_{P}}\left(\kappa(P), M_{P}\right),\left(\text { where } \kappa(P)=A_{P} / P A_{P}\right),
$$

so that this also is independent of the decomposition.
Proof. (i) Let $M_{\lambda}$ for $\lambda \in \Lambda$ be injective modules. It is enough to prove that for an ideal $I$ of $A$, any linear $\operatorname{map} \varphi: I \longrightarrow \oplus M_{\lambda}$ can be extended to a linear
map from the whole of $A$. Since $I$ is finitely generated, $\varphi(I)$ is contained in a direct sum of a finite number of the $M_{\lambda}$. If $\varphi(I) \subset M_{1} \oplus \cdots \oplus M_{n}$ and we write $\varphi_{i}(a)$ for the component of $\varphi(a)$ in $M_{i}$, then $\varphi_{i} I \longrightarrow M_{i}$ extends to $\psi_{i}: A \rightarrow M_{i}$. Defining $\psi: A \longrightarrow \oplus_{\lambda} M_{\lambda}$ by $\psi(1)=\psi_{1}(1)+\cdots+\psi_{n}(1)$ extends $\varphi$ to $A$.
(ii) Say that a family $\mathscr{F}=\left\{E_{\lambda}\right\}$ of indecomposable injective submodules of $M$ is free if the sum in $M$ of the $E_{\lambda}$ is direct, that is if, for any finite number $E_{\lambda_{1}}, \ldots, E_{\lambda_{n}}$ of them,

$$
E_{\lambda_{1}} \cap\left(E_{\lambda_{2}}+\cdots+E_{\lambda_{n}}\right)=0 .
$$

Let $\mathfrak{M}$ be the set of all free families $\mathscr{F}$, ordered by inclusion. Then by Zorn's lemma $\mathfrak{M}$ has a maximal element, say $\mathscr{F}_{0}$. Write $N=\sum_{E \in \mathscr{F}_{0}} E$; then by (i), $N$ is injective, hence a direct summand of $M$, and $M=N \oplus N^{\prime}$. If $N^{\prime} \neq 0$ then since it is a direct summand of $M$ it must be injective, and for $P \in \operatorname{Ass}\left(N^{\prime}\right)$, the proof of Theorem 4, (ii), shows that $N^{\prime}$ contains a direct summand $E^{\prime}$ isomorphic to $E(A / P)$. Thus $\mathscr{F}_{0} \cup\left\{E^{\prime}\right\}$ is a free family, contradicting the maximality of $\mathscr{F}_{0}$. Hence $N^{\prime}=0$ and $M=N$.
(iii) If we can show that $M(P)$ has the property that every submodule $\boldsymbol{E}$ of $M$ isomorphic to $E(A / P)$ is contained in $M(P)$, then $M(P)$ is the submodule of $M$ generated by all such $E$, and therefore is determined by $M$ and $P$ only. To prove this, take any $\xi \in E$; we can write $\xi=\xi_{1}+\cdots+$ $\xi_{r}$ with $\xi_{i} \in M\left(P_{i}\right)$, where $P_{1}, \ldots, P_{r}$ are distinct prime ideals and $P=P_{1}$. Setting $\xi_{1}-\xi=\eta_{1}$ and $\xi_{i}=\eta_{i}$ for $2 \leqslant i \leqslant r$ we have $\eta_{1}+\cdots+\eta_{r}=0$, with $\eta_{1} \in M\left(P_{1}\right)+E$ and $\eta_{i} \in M\left(P_{i}\right)$ for $i \geqslant 2$. We need only prove that in this case each $\eta_{i}=0$. Suppose that $P_{r}$ is minimal among $P_{1}, \ldots, P_{r}$; then for any $m$ we have $\left(P_{1} \ldots P_{r-1}\right)^{m} \notin P_{r}$, so that taking $a \in\left(P_{1} \ldots P_{r-1}\right)^{m}-P_{r}$ and $m$ large enough, we get $a \eta_{1}=\cdots=a \eta_{r-1}=0$. Then also $a \eta_{r}=0$, but multiplication by $a$ is an automorphism of $M\left(P_{r}\right)$, so that $\eta_{r}=0$. By induction on $r$ we get $\eta_{i}=0$ for all $i$.
We now prove that if $M(P)=M_{1} \oplus \cdots \oplus M_{s}$ with $M_{i} \simeq E(A / P)$ then

$$
s=\operatorname{dim}_{\kappa(P)} \operatorname{Hom}_{A P}\left(\kappa(P), M_{P}\right) .
$$

(We are writing this as if $s$ were finite, but, as one can see from the proof below, the same works for any cardinal number.) By Theorem 4, (vi), both sides of $M(P)=M_{1} \oplus \cdots \oplus M_{s}$ are $A_{P}$-modules, and $M_{i} \simeq E(\kappa(P))$. Moreover, by Theorem 4, (v), $E(A / Q)_{P}=0$ if $Q \notin P$, so that

$$
M_{P}=\underset{Q \subset P}{\oplus} M(Q)_{p}=\underset{Q \subset P}{ } M(Q) .
$$

Hence we can replace $A$ by $A_{P}$, and assume that $A$ is a local ring with $P$ its maximal ideal; set $k=\kappa(P)$. If $Q \neq P$ then any $x \in P-Q$ gives an automorphism of $M(Q)$, but $x \cdot k=0$, so that $\operatorname{Hom}_{A}(k, M(Q))=0$. Hence $\mathrm{Hom}_{A}(k, M)=\operatorname{Hom}_{A}(k, M(P))$, so that there is no loss of generality in
assuming that $M=M(P)$. For any $A$-module $N$, we can identify $\operatorname{Hom}_{A}(k, N)$ with the submodule $\{\xi \in N \mid P \xi=0\}$, but since $E(k)$ is an essential extension of $k$ we must have $\operatorname{dim}_{k} \operatorname{Hom}_{A}(k, E(k))=1$, so that if $M=M_{1} \oplus \cdots \oplus M_{s}$ with $M_{i} \simeq E(k)$ then $s=\operatorname{dim}_{k} \operatorname{Hom}_{A}(k, M)$.

Theorem 18.6. Let $(A, \mathrm{~m}, k)$ be a Noetherian local ring, and $E=E_{A}(k)$ the injective hull of $k$. For each $A$-module $M$ set $M^{\prime}=\operatorname{Hom}_{A}(M, E)$.
(i) If $M$ is an $A$-module and $0 \neq x \in M$, then there exists $\varphi \in M^{\prime}$ such that $\varphi(x) \neq 0$. In other words the canonical map $\theta: M \longrightarrow M^{\prime \prime}$ defined by $\theta(x)(\varphi)$ $=\varphi(x)$ for $x \in M$ and $\varphi \in M^{\prime}$ is injective.
(ii) If $M$ is an $A$-module of finite length, then $l(M)=l\left(M^{\prime}\right)$ and the canonical map $M \longrightarrow M^{\prime \prime}$ is an isomorphism.
(iii) Let $\hat{A}$ be the completion of $A$; then $E$ is also an $\hat{A}$-module, and is an injective hull of $k$ as $A$-module.
(iv) $\operatorname{Hom}_{A}(E, E)=\operatorname{Hom}_{A}(E, E)=\hat{A}$. In other words, each endomorphism of the $A$-module $E$ is multiplication by a unique element of $\hat{A}$.
(v) $E$ is Artinian as an $A$-module and also as an $\hat{A}$-module. Assume now that $A$ is complete, and write $\mathcal{N}$ (resp. $\mathscr{A}$ ) for the category of Noetherian (respectively Artinian) $A$-modules. Then if $M \in \mathcal{N}$ we have $M^{\prime} \in \mathscr{A}$ and $M \simeq M^{\prime \prime}$; if $M \in \mathscr{A}$ we have $M^{\prime} \in \mathscr{N}$ and $M \simeq M^{\prime \prime}$.
Proof. (i) Let $f: A x \longrightarrow E$ be the composite of the canonical maps $A x \simeq A / \operatorname{ann}(x), A / \operatorname{ann}(x) \longrightarrow A / \mathfrak{m}=k$ and $k \longrightarrow E$. Then $f(x) \neq 0$. Since $E$ is injective we can extend $f$ to $\varphi: M \longrightarrow E$.
(ii) If $l(M)=n<\infty$ then $M$ has a submodule $M_{1}$ of length $n-1$, and $0 \rightarrow M_{1} \longrightarrow M \longrightarrow k \rightarrow 0$ is exact, so that $0 \rightarrow k^{\prime} \longrightarrow M^{\prime} \longrightarrow M_{1}^{\prime} \rightarrow 0$ is exact. However

$$
k^{\prime}=\operatorname{Hom}(k, E)=\operatorname{Hom}(k, k) \simeq k
$$

so that by induction on $n$ we get $l(M)=n=l\left(M^{\prime}\right)$. The canonical map $M \longrightarrow M^{\prime \prime}$ is injective by $(i)$, and $l(M)=l\left(M^{\prime}\right)=l\left(M^{\prime \prime}\right)$, hence it must be an isomorphism.
(iii) Each element of $E$ is annihilated by some power of $\mathfrak{m}$, so that the canonical map $E \longrightarrow E \otimes_{A} \hat{A}$ is surjective. However, since $\hat{A}$ is faithfully flat over $A$ it is also injective, so that $E \simeq E \otimes_{A} \hat{A}$, and we can view $E$ as an $\hat{A}$-module. Let $F$ be the injective hull of $E$ as an $\hat{A}$-module. Then $F$ is also the $\hat{A}$-injective hull of $k$, so that every element of $F$ is annihilated by some power of $\mathfrak{m} \hat{A}$. As an $A$-module $F$ splits into a direct sum of $E$ and an $A$-module $C$. If $x \in C$, and if $\mathrm{m}^{r} A x=0$, then for each $a^{*} \in \hat{A}$ we can find $a \in A$ such that $a^{*} \equiv a \bmod m^{r} A$ and hence $a^{*} x=a x \in C$. Therefore $C$ is an $\hat{A}$-module. But $F$ is indecomposable as an $\hat{A}$-module. Hence $C=0$ and $E=F$.
(iv) For $v>0$ set $E_{v}=\left\{x \in E \mid m^{v} x=0\right\}$. Then we have $\left(A / \mathrm{m}^{v}\right)^{\prime}=$ $\operatorname{Hom}_{A}\left(A / \mathfrak{m}^{v}, E\right) \simeq E_{v}$, and $\operatorname{Hom}_{A}\left(E_{v}, E_{v}\right)=\operatorname{Hom}_{A}\left(E_{v}, E\right)=E_{v}^{\prime}=\left(A / \mathfrak{m}^{\nu}\right)^{\prime \prime} \simeq$
$A / \mathrm{m}$. Now $E_{1} \subset E_{2} \subset \cdots$ and $E=\bigcup_{v} E_{\mathrm{v}}$ by Theorem 4, (v), hence $E=$ $\mathfrak{\operatorname { l i m }} E_{v}$. Therefore $\operatorname{Hom}_{A}(E, E)=\operatorname{Hom}_{A}\left(\underset{\longrightarrow}{\lim } E_{v}, E\right)=\varliminf_{\leftrightarrows}^{\lim } \operatorname{Hom}_{A}\left(E_{v}, E\right)=$ $\overrightarrow{\lim } A / \mathbf{m}^{v}=\hat{A}$.
(v) If an $A$-module $M$ is Artinian and $x \in M$, then $A x \simeq A / \operatorname{ann}(x)$ is also Artinian and consequently $\mathrm{m}^{v} \subset \operatorname{ann}(x)$ for some $v$. Therefore $M$ can be viewed as an $\hat{A}$-module, and its $\hat{A}$-submodules are precisely its $A$ submodules. It is also clear that if an $\hat{A}$-module $M$ is Artinian then we have the same conclusion. Therefore to prove ( v ) we may assume that $A$ is complete.
If $M$ is a submodule of $E$ set $M^{\perp}=\{a \in A \mid a M=0\}$. If $I$ is an ideal of $A$ set $I^{\perp}=\{x \in E \mid I x=0\}$. Then clearly $M^{+\perp} \supset M$. If $x \in E-M$ there exist $\varphi \in\left(E / M^{\prime}\right)$ satisfying $\varphi(x \bmod M) \neq 0$ by (i), and if we identify $E^{\prime}=$ $\operatorname{Hom}_{A}(E, E)$ with $A$ then $(E / M)^{\prime}$ is identified with $M^{\perp}$. Thus $\varphi(x \bmod M)=$ $a x$ for some $a \in M^{\perp}$, and $x \notin M^{\perp \perp}$. Therefore $M^{\perp \perp}=M$. Similarly, if $a \in A-I$ then there exists $\varphi \in(A / I)^{\prime}$ such that $\varphi(a \bmod I) \neq 0$, and $(A / I)^{\prime}$ is identified with the submodule $I^{\perp}$ of $E=A^{\prime}$. Thus, setting $x=$ $\varphi(1 \bmod I)$ we have $x \in I^{\perp}$ and $a x=\varphi(a \bmod I) \neq 0$. This proves $a \notin I^{\perp \perp}$, so that $I=I^{\perp \perp}$. Thus $M \longmapsto M^{\perp}$ is an order-reversing bijection from the set of submodules of $E$ onto the set of ideals of $A$. Since $A$ is Noetherian, it follows that $E$ is Artinian. By Theorem 3.1 finite direct sums $E^{n}$ of $E$ are also Artinian for all $n>0$.

If $M \in \mathscr{N}$ then there is a surjection $A^{n} \longrightarrow M$ for some $n$, and so there is an injection $M^{\prime} \longrightarrow\left(A^{n}\right)^{\prime}=E^{n}$. Hence $M^{\prime}$ is Artinian. On the other hand, if $M \in \mathscr{A}$ there is an injection $M \longrightarrow E^{n}$ for some $n$. This can be seen as follows: consider all lincar maps $M \longrightarrow E^{n}$, where $n$ is not fixed, and take one $\varphi: M \longrightarrow E^{n}$ whose kernel is minimal among the kernels of those maps. Then, using (i) we can easily see that $\operatorname{Ker}(\varphi)=0$. Now, from $0 \rightarrow M \longrightarrow E^{n}$ we have $\left(E^{n}\right)^{\prime}=A^{n} \longrightarrow M^{\prime} \rightarrow 0$ exact, hence $M^{\prime} \in \mathcal{N}$. Now the assertion $M \simeq M^{\prime \prime}$ for $M \in \mathcal{N}$ or $\mathscr{A}$ can easily be checked using (iv) if $M=A$ or $E$, and the general case follows from this and from (i).

Lemma 6. Let $A$ be a Noetherian ring, $S \subset A$ a multiplicative set, $M$ an $A$ module and $N \subset M$ a submodule. Assume that $M$ is an essential extension of $N$; then $M_{S}$ is an essential extension of $N_{S}$.
Proof. For $\xi \in M$ we write $\xi_{S}=\xi / 1 \in M_{S}$; then any element of $M_{S}$ can be written $u \cdot \xi_{S}$ (with $u$ a unit of $A_{S}$ and $\xi \in M$ ), so that it is enough to show that for any non-zero $\xi_{S}$ we have $N_{S} \cap A_{S} \cdot \xi_{S} \neq 0$. Suppose that ann $\left(t_{0} \xi_{)}\right.$is a maximal element of the set of ideals $\{\operatorname{ann}(t \xi) \mid t \in S\}$; then if we set $\eta=t_{0} \xi$, we have $\xi_{s}=t_{0}^{-1} \eta_{S}$, and hence $\eta \neq 0$. Now let $\mathfrak{b}=\{a \in A \mid a \eta \in N\}$; by assumption,

$$
\mathrm{b} \eta=A \eta \cap N \neq 0 .
$$

Suppose that $\mathfrak{b}=\left(b_{1}, \ldots, b_{r}\right)$; if $b_{1} \eta_{S}=\cdots=b_{r} \eta_{S}=0$ then there is a $t \in S$
such that $t b_{i} \eta=0$ for all $i$. Then $t b \eta=0$, but by choice of $\eta$ we have $\operatorname{ann}(\eta)=\operatorname{ann}(t \eta)$, so that $b \eta=0$, which is a contradiction. Thus $b_{i} \eta_{S} \neq 0$ for some $i$, and

$$
b_{i} \eta_{S} \in A_{S} \cdot \eta_{S} \cap N_{S}=A_{S} \xi_{S} \cap N_{S},
$$

as required.
By Lemmas 5 and 6, if $M$ is an injective hull of $N$ then the $A_{\mathrm{S}}$-module $M_{S}$ is an injective hull of $N_{S}$. Hence if $0 \rightarrow M \longrightarrow I^{0} \longrightarrow I^{1} \longrightarrow \cdots$ is a minimal injective resolution of an $A$-module $M$, then $0 \rightarrow M_{S} \longrightarrow I_{S}^{0} \longrightarrow$ $I_{\mathrm{S}}^{1} \longrightarrow \cdots$ is a minimal injective resolution of the $A_{S}$-module $M_{S}$. The $I^{i}$ are determined uniquely up to isomorphism by $M$. We can therefore define $\mu_{i}(P, M)$ to be the number of summands isomorphic to $E(A / P)$ appearing in a decomposition of $I^{i}$ as a direct sum of indecomposable modules. We can write symbolically

$$
I^{i}=\underset{P \in \operatorname{Spec} A}{ } \mu_{i}(P, M) E(A / P) .
$$

From what we have just proved, for a multiplicative set $S \subset A$,

$$
\mu_{i}(P, M)=\mu_{i}\left(P A_{S}, M_{S}\right) \quad \text { if } P \cap S=\varnothing .
$$

Theorem 18.7. Let $A$ be a Noetherian ring, $M$ an $A$-module, and $P \in \operatorname{Spec} A$. Then

$$
\mu_{i}(P, M)=\operatorname{dim}_{\kappa(P)} \operatorname{Ext}_{A_{P}}^{i}\left(\kappa(P), M_{P}\right)=\operatorname{dim}_{\kappa(P)}\left(\operatorname{Ext}_{A}^{i}(A / P, M)\right)_{P} .
$$

In particular, if $M$ is a finite $A$-module then $\mu_{i}(P, M)<\infty$.
Proof. Replacing $A$ and $M$ by $A_{P}$ and $M_{P}$ we can assume that $(A, P, k)$ is a local ring. Let $0 \rightarrow M \longrightarrow I^{0} \xrightarrow{\mathrm{~d}} I^{1} \xrightarrow{\mathrm{~d}} \cdots$ be a minimal injective resolution of $M$, so that $\operatorname{Ext}_{A}^{i}(k, M)$ is obtained as the homology of the complex

$$
\begin{aligned}
\cdots & \longrightarrow \operatorname{Hom}_{A}\left(k, I^{i-1}\right) \longrightarrow \operatorname{Hom}_{A}\left(k, I^{i}\right) \longrightarrow \operatorname{Hom}_{A}\left(k, I^{i+1}\right) \\
& \longrightarrow \cdots
\end{aligned}
$$

We can identify $\operatorname{Hom}_{A}\left(k, I^{i}\right)$ with the submodule $T^{i}=\left\{x \in I^{i} \mid P x=0\right\} \subset$ $I^{i}$. By construction of the minimal injective resolution, $I^{1}$ is an essential extension of $\mathrm{d}\left(I^{i-1}\right)$, so that for $x \in T^{i}$ the submodule $A x \simeq k$ intersects $\mathrm{d}\left(I^{i-1}\right)$, and $x \in \mathrm{~d}\left(I^{i-1}\right)$. Therefore, $T^{i} \subset \mathrm{~d}\left(I^{i-1}\right)$, and $\mathrm{d} T^{i-1}=\mathrm{d} T^{i}=0$, so that $\operatorname{Ext}_{A}^{i}(k, A)=T^{i}$. Also,

$$
\operatorname{dim}_{k} T^{i}=\operatorname{dim}_{k} \operatorname{Hom}_{A}\left(k, I^{i}\right),
$$

and by Theorem 4, (iii), this is equal to $\mu_{i}(P, M)$.
Theorem 18.8. A necessary and sufficient condition for a ring $A$ to be Gorenstein is that a minimal injective resolution $0 \rightarrow A \longrightarrow I^{0} \longrightarrow$ $I^{1} \longrightarrow \cdots$ of $A$ satisfies

$$
I^{i}=\bigoplus_{\mathrm{ht} P=i} E(A / P)
$$

or, in other words, $\mu_{i}(P, A)=\delta_{i, \text { hh } P}$ (the Kronecker $\delta$ ) for every $P \in \operatorname{Spec} A$. Proof. By Theorem 7 and condition (2) of Theorem 1 we have

$$
A_{P} \text { is Gorenstein } \Leftrightarrow \mu_{i}(P, A)=\delta_{i, \mathrm{~h} P}
$$

Theorem 18.9. Let $(A, m)$ be a Noetherian local ring, and $M$ a finite $A$-module. Then

$$
\operatorname{inj} \operatorname{dim} M<\infty \Rightarrow \operatorname{inj} \operatorname{dim} M=\operatorname{depth} A .
$$

Proof. Suppose that $\operatorname{inj} \operatorname{dim} M=r<\infty$. If $P$ is a prime ideal distinct from $\mathfrak{m}$, choose $x \in \mathfrak{m}-P$. Then

$$
0 \rightarrow A / P \xrightarrow{x} A / P,
$$

together with the right-exactness of $\operatorname{Ext}_{A}^{r}(-, M)$ gives an exact sequence

$$
\operatorname{Ext}_{A}^{r}(A / P, M) \xrightarrow{x} \operatorname{Ext}_{A}^{r}(A / P, M) \rightarrow 0,
$$

so that by NAK Ext ${ }_{A}^{r}(A / P, M)=0$. Putting this together with Lemma 1, we get $\operatorname{Ext}_{A}^{r}(k, M) \neq 0$. Set $t=\operatorname{depth} A$, and let $x_{1}, \ldots, x_{t} \in \mathfrak{m}$ be a maximal $A$-sequence; then setting $A /\left(x_{1}, \ldots, x_{t}\right)=N$ we have $m \in \operatorname{Ass}(N)$. Hence there exists an exact sequence $0 \rightarrow k \longrightarrow N$, and we must have $\operatorname{Ext}_{A}^{r}(N, M) \neq 0$. The Koszul complex $K\left(x_{1}, \ldots, x_{t}\right)$ is a projective resolution of $N=A /\left(x_{1}, \ldots, x_{t}\right)$, so computing Ext by means of it we see that

$$
\operatorname{Ext}_{A}^{+}(N, M) \simeq M /\left(x_{1}, \ldots, x_{t}\right) M,
$$

and by NAK this is non-zero. Thus proj $\operatorname{dim} N=t$, and from $\operatorname{Ext}_{A}^{t}(N, M) \neq$ 0 we get $t \leqslant r$, whereas from $\operatorname{Ext}_{A}^{r}(N, M) \neq 0$ we get $t \geqslant r$. Hence $t=r$.
Remark (the Bass conjecture and the intersection theorem). Let ( $A, m, k$ ) be a Noetherian local ring of dimension $d$. $\mathbf{H}$. Bass [1] conjectured the following:
(B) if there exists a finite $A$-module $M(\neq 0)$ of finite injective dimension, then $A$ is a CM ring.
According to Theorem 9 this is equivalent to asking that $\operatorname{inj} \operatorname{dim} M=d$. The converse of the Bass conjecture is true. Indeed, if $A$ is CM, taking a maximal $A$-sequence $x_{1}, \ldots, x_{d}$ and setting $B=A /\left(x_{1}, \ldots, x_{d}\right)$ and $E=E(k)$ we have $l_{A}(B)<\infty$. By Theorem $6, M=\operatorname{Hom}_{A}(B, E)$ is also of finite length, hence is finitely generated. We prove $\operatorname{inj}^{\operatorname{dim}}{ }_{A} M \leqslant d$; the Koszul complex $0 \rightarrow A \rightarrow A^{d} \rightarrow \cdots \rightarrow A^{d} \rightarrow A \rightarrow B \rightarrow 0$ with respect to $x_{1}, \ldots, x_{d}$ provides an $A-$ free resolution of $B$. Now applying the exact functor $\operatorname{Hom}_{A}(-, E)$ to this gives the exact sequence $0 \rightarrow M \rightarrow E \rightarrow E^{d} \rightarrow \cdots \rightarrow E^{d} \rightarrow E \rightarrow 0$. This proves inj $\operatorname{dim}_{A} M \leqslant d$.
(B) is a special case of the following theorem.
(C) If $I^{\bullet}: 0 \rightarrow I^{0} \rightarrow \cdots \rightarrow I^{d} \rightarrow 0$ is a complex of injective modules such that $H^{i}\left(I^{\bullet}\right)$ is finitely generated for all $i$ and $I^{\bullet}$ is not exact, then $I^{d} \neq 0$.

Using the theory of dualizing complexes (see [Rob]) one can prove that (C) is equivalent to the following
Intersection Theorem. If $F .: 0 \rightarrow F_{d} \rightarrow \cdots \rightarrow F_{0} \rightarrow 0$ is a complex of finitely generated free modules such that $H_{i}(F)$ has finite length for all $i$ and $F$. is not exact, then $F_{d} \neq 0$.
(B) was proved by Peskine and Szpiro [1] in some important cases, and by Hochster [ H ] in the equal characteristic case (i.e. when $A$ contains a field) as a corollary of his existence theorem for the 'big CM module', i.e. a (not necessarily finite) $A$-module with $\operatorname{depth}=\operatorname{dim} A$, see $[\mathrm{H}] \mathrm{p} .10$ and p.70. The intersection theorem was conjectured by Peskine-Szpiro [3] and by P. Roberts independently. They pointed out that it was also a consequence of Hochster's theorem. Finally, P. Roberts [3] settled the remaining unequal characteristic case of the intersection theorem by using the advanced technique of algebraic geometry developed by W. Fulton ([Ful]). Therefore (B), which was known as Bass's conjecture for 24 years, is now a theorem. Some other conjectures listed in [H] are still open.

Exercises to § 18. Prove the following propositions.
18.1. Let $(A, m)$ be a Noetherian local ring, $x_{1}, \ldots, x_{r}$ an $A$-sequence, and set $B=A /\left(x_{1}, \ldots, x_{r}\right)$; then $A$ is Gorenstein $\Leftrightarrow B$ is Gorenstein.
18.2. Use the result of Ex. 18.1 to give another proof of Theorem 3.
18.3. If $A$ is Gorenstein then so is the polynomial ring $A[X]$.
18.4. Is the ring $R$ of Ex. 17.2 Gorenstein?
18.5. Let $(A, \mathrm{~m}, k)$ be a local ring; then $E=E_{A}(k)$ is a faithful $A$-module (that is $0 \neq a \in A \Rightarrow a E \neq 0)$.
18.6. Let $(A, \mathrm{~m}, k)$ be a complete Noetherian local ring and $M$ an $A$-module. If $M$ is a faithful $A$-module and is an essential extension of $k$ then $M \cong E_{A}(k)$.
18.7. Let $k$ be a field, $S=k\left[X_{1}, \ldots, X_{n}\right]$ and $P=\left(X_{1}, \ldots, X_{n}\right)$; set $A=S_{P}$, $\hat{A}=k \llbracket X_{1}, \ldots, X_{n} \rrbracket$ and $E=k\left[X_{1}^{-1}, \ldots, X_{n}^{-1}\right]$. We make $E$ into an $A$-module by the following multiplication: if $X^{z}=X_{1}^{\alpha_{1}} \ldots X_{n}^{\alpha_{n}}$ and $X^{-\beta}$ $=X_{1}^{-\beta_{1}} \ldots X_{n}^{-\beta_{n}}$, the product $X^{\alpha} X^{-\beta}$ is defined to be $X^{\alpha-\beta}$ if $\alpha_{i} \leqslant \beta_{i}$ for all $i$ and 0 otherwise. Then $E=E_{S}(S / P)=E_{A}(k)$. (Use the preceding question; see also Northcott [8] for further results. The elements of this $A$-module $E$ are called inverse polynomials; they were defined and used by Macaulay [Mac] as early as 1916.)
18.8. Let $k$ be a field and $t$ an indeterminate. Consider the subring $A=$ $k \llbracket t^{3}, t^{5}, t^{7} \rrbracket$ of $k \llbracket t \rrbracket$ and show that $A$ is a one-dimensional CM ring which is not Gorenstein. How about $\left.k \llbracket t^{3}, t^{4}, t^{5}\right]$ and $k \llbracket t^{4}, t^{5}, t^{6} \rrbracket$ ?

## 7

## Regular rings

Regular local rings have already been mentioned several times, and in this chapter we are going to carry out a study of them using homological algebra. Serre's Theorem 19.2, characterising regular local rings as Noetherian local rings of finite global dimension, is the really essential result, and from this one can deduce at once, for example, that a localisation of a regular local ring is again regular (Theorem 19.3); this is a result which ideal theory on its own was only able to prove with difficulty in special cases. $\S 20$ on UFDs is centred around the theorem that a regular local ring is a UFD, another important achievement of homological methods; we only cover the basic topics. This section was written referring to the early parts of Professor M. Narita's lectures at Tokyo Metropolitan University. In $\S 21$ we give a simple discussion of the most elementary results on complete intersection rings. This is an area where the homology theory of $\mathbf{M}$. André plays an essential role, but we are only able to mention this in passing.

## 19 Regular rings

Minimal free resolutions. Let $(A, m, k)$ be a local ring, $M$ and $N$ finite $A$-modules. An $A$-linear map $\varphi: M \longrightarrow N$ induces a $k$-linear map $M \otimes k \longrightarrow N \otimes k$, which we denote $\bar{\varphi}$; then one sees easily that $\bar{\varphi}$ is an isomorphism $\Leftrightarrow \varphi$ is surjective and $\operatorname{Ker} \varphi \subset \mathfrak{m} M$.
In particular for free modules $M$ and $N$, if $\bar{\varphi}$ is an isomorphism then rank $M=\operatorname{rank} N$, and writing $\varphi$ as a matrix we have $\operatorname{det} \varphi \notin \mathfrak{m}$, so that
$\bar{\varphi}$ is an isomorphism $\Leftrightarrow \varphi$ is an isomorphism.
Let $M$ be a finite $A$-module. An exact sequence
$\left(^{*}\right) \quad \cdots \longrightarrow L_{i} \xrightarrow{d_{i}} L_{i-1} \xrightarrow{d_{i-1}} \cdots \longrightarrow L_{1} \xrightarrow{d_{1}} L_{0} \xrightarrow{\varepsilon} M \rightarrow 0$,
(or the complex $L$.) is called a minimal ( free) resolution of $M$ if it satisfies the
three conditions (1) each $L_{i}$ is a finite free $A$-modules, (2) $\mathrm{d}_{i}=0$, or in other words $\mathrm{d}_{i} L_{i} \subset \mathfrak{m} L_{i-1}$ for all $i$, and (3) $\bar{\varepsilon}: L_{0} \otimes k \longrightarrow M \otimes k$ is an isomorphism. Breaking up $\left(^{*}\right.$ ) into short exact sequences $0 \rightarrow K_{1} \longrightarrow L_{0} \longrightarrow M \rightarrow 0$, $0 \rightarrow K_{2} \longrightarrow L_{1} \longrightarrow K_{1} \rightarrow 0, \ldots$, we have $L_{0} \otimes k \xrightarrow{\sim} M \otimes k, L_{1} \otimes k \xrightarrow{\sim}$ $K_{1} \otimes k, \ldots$. Any two minimal resolutions of $M$ are isomorphic as complexes (prove this!).

Example. Let $x_{1}, \ldots, x_{n} \in \mathfrak{m}$ be an $A$-sequence, and let $K .=K .\left(x_{1}, \ldots, x_{n}\right)$ be the Koszul complex

$$
0 \rightarrow K_{n} \longrightarrow K_{n-1} \longrightarrow \cdots \longrightarrow K_{0} \longrightarrow A /\left(x_{1}, \ldots, x_{n}\right) \rightarrow 0
$$

then $K$. is a minimal resolution of $A /\left(x_{1}, \ldots, x_{n}\right)$ over $A$.
Let $(A, \mathfrak{m}, k)$ be a Noetherian local ring; then a finite $A$-module $M$ always has a minimal resolution. Construction: let $\left\{\omega_{1}, \ldots, \omega_{p}\right\}$ be a minimal basis of $M$, let $L_{0}=A e_{1}+\cdots+A e_{p}$ be a free module, and define $\varepsilon: L_{0} \longrightarrow M$ by $\varepsilon\left(e_{i}\right)=\omega_{i}$; taking $K_{1}$ to be the kernel of $\varepsilon$ we get $0 \rightarrow K_{1} \longrightarrow L_{0} \longrightarrow M \rightarrow 0$ with $L_{0} \otimes k \simeq M \otimes k$. Now $K_{1}$ is again a finite $A$-module, so that we need only proceed as before.
Lemma 1. Let ( $A, \mathrm{mt}, k$ ) be a local ring, and $M$ a finite $A$-module. Suppose that $L$. is a minimal resolution of $M$; then
(i) $\operatorname{dim}_{k} \operatorname{Tor}_{i}^{A}(M, k)=\operatorname{rank} L_{i}$ for all $i$,
(ii) $\operatorname{proj} \operatorname{dim} M=\sup \left\{i \mid \operatorname{Tor}_{i}^{A}(M, k) \neq 0\right\} \leqslant \operatorname{proj} \operatorname{dim}_{A} k$,
(iii) if $M \neq 0$ and $\operatorname{proj} \operatorname{dim} M=r<\infty$ then for any finite $A$-module $N \neq 0$ we have $\operatorname{Ext}_{A}^{r}(M, N) \neq 0$.
Proof. (i) We have $\operatorname{Tor}_{i}^{A}(M, k)=H_{i}(L . \otimes k)$, but from the definition of minimal resolution, $\mathrm{d}_{i}=0$, and hence $H_{i}(L . \otimes k)=L_{i} \otimes k$, and the dimension of this as a $k$-vector space is equal to $\operatorname{rank}_{A} L_{i}$.
(ii) follows from (i).
(iii) Since $L_{r+1}=0$ and $L_{r} \neq 0, \operatorname{Ext}_{A}^{r}(M, N)$ is the cokernel of $\mathrm{d}_{r}^{*}$ : $\operatorname{Hom}\left(L_{r}, N\right) \longleftarrow \operatorname{Hom}\left(L_{r-1}, N\right)$, but since $L_{i}$ is free, $\operatorname{Hom}\left(L_{i}, N\right)$ is just a direct sum of a number of copies of $N$; we can write $\mathrm{d}_{r}: L_{r} \longrightarrow L_{r-1}$ as a matrix with entries in $m$, and then $d_{r}^{*}$ is given by the same matrix, so that $\operatorname{Im}\left(\mathrm{d}_{r}^{*}\right) \subset \mathfrak{m} \operatorname{Hom}\left(L_{r}, N\right)$, and by NAK $\operatorname{Ext}_{A}^{r}(M, N) \neq 0$.

Remark. One sees from the above lemma that $\operatorname{Tor}_{i}(M, k)=0$ implies that $L_{i}=0$, and therefore $\operatorname{proj} \operatorname{dim} M<i$, so that $\operatorname{Tor}_{j}(M, k)=0$ for $j>i$. It is conjectured that this holds in more generality, or more precisely:
Rigidity conjecture. Let $R$ be a Noetherian ring, $M$ and $N$ finite $R$-modules; suppose that $\operatorname{proj} \operatorname{dim} M<\infty$. Then $\operatorname{Tor}_{i}^{R}(M, N)=0$ implies that $\operatorname{Tor}_{j}^{R}(M, N)=0$ for all $j>i$.

This has been proved by Lichtenbaum [1] if $R$ is a regular ring, but is unsolved in general.

The following theorem is not an application of Lemma 1, but is proved by a similar technique.
Theorem 19.1 (Auslander and Buchsbaum). Let $A$ be a Noetherian local ring and $M \neq 0$ a finite $A$-module. Suppose that $\operatorname{proj} \operatorname{dim} M<\infty$; then proj $\operatorname{dim} M+\operatorname{depth} M=\operatorname{depth} A$.
Proof. Set proj $\operatorname{dim} M=h$; we work by induction on $h$. If $h=0$ then $M$ is a free $A$-module, so that the assertion is trivial. If $h=1$, let
$(\dagger) \quad 0 \rightarrow A^{m} \xrightarrow{\varphi} A^{n} \xrightarrow{\varepsilon} M \rightarrow 0$
be a minimal resolution of $M$. We can write $\varphi$ as an $m \times n$ matrix with entries in $m$. From $(\dagger)$ we obtain the long exact sequence

$$
\cdots \longrightarrow \operatorname{Ext}_{A}^{i}\left(k, A^{m}\right) \xrightarrow{\varphi_{*}} \operatorname{Ext}_{A}^{i}\left(k, A^{n}\right) \xrightarrow{\varepsilon_{t}} \operatorname{Ext}_{A}^{i}(k, M) \longrightarrow \cdots,
$$

and writing out $\operatorname{Ext}_{A}^{i}\left(k, A^{m}\right)=\operatorname{Ext}_{A}^{i}(k, A)^{m}$ and $\operatorname{Ext}_{A}^{i}\left(k, A^{n}\right)=\operatorname{Ext}_{A}^{i}(k, A)^{n}$, we can express $\varphi_{*}$ by the same matrix as $\varphi$. However, the entries of $\varphi$ are elements of $\mathfrak{m}$, and therefore annihilate $\operatorname{Ext}_{A}^{i}(k, A)$, so that $\varphi_{*}=0$, and we have an exact sequence

$$
0 \rightarrow \operatorname{Ext}_{A}^{i}(k, A)^{n} \longrightarrow \operatorname{Ext}_{A}^{i}(k, M) \longrightarrow \operatorname{Ext}_{A}^{i+1}(k, A)^{m} \rightarrow 0
$$

for every $i$. Since depth $M=\inf \left\{i \mid \operatorname{Ext}_{A}^{i}(k, M) \neq 0\right\}$ we have depth $M=$ depth $A-1$ and the theorem holds if $h=1$. If $h>1$ then taking any exact sequence

$$
0 \rightarrow M^{\prime} \longrightarrow A^{n} \longrightarrow M \rightarrow 0
$$

we have proj $\operatorname{dim} M^{\prime}=h-1$, so that an easy induction completes the proof.
Lemma 2. Let $A$ be a ring and $n \geqslant 0$ a given integer. Then the following conditions are equivalent.
(1) proj $\operatorname{dim} M \leqslant n$ for every $A$-module $M$;
(2) proj $\operatorname{dim} M \leqslant n$ for every finite $A$-module $M$;
(3) $\operatorname{inj} \operatorname{dim} N \leqslant n$ for every $A$-module $N$;
(4) $\operatorname{Ext}_{A}^{n+1}(M, N)=0$ for all $A$-modules $M$ and $N$.
roof. (1) $\Rightarrow(2)$ is trivial.
(2) $\Rightarrow$ (3) For any ideal $I$, the $A$-module $A / I$ is finite, so that $\operatorname{Ext}_{A}^{n+1}(A / I$, $\boldsymbol{N})=0$, so that by $\S 18$, Lemma $1, \operatorname{inj} \operatorname{dim} N \leqslant n$.
$(3) \Rightarrow(4)$ is trivial, and $(4) \Rightarrow(1)$ is well-known (see p. 280).
We define the global dimension of a ring $A$ by

$$
\text { gldim } A=\sup \{\operatorname{proj} \operatorname{dim} M \mid M \text { is an } A \text {-module }\} .
$$

According to Lemma 2 above, this is also equal to the maximum projective dimension of all finite $A$-modules. If $(A, \mathfrak{m}, k)$ is a Noetherian local ring then by Lemma $1, \mathrm{gldim} A=\operatorname{proj} \operatorname{dim}_{A} k$.

We have defined regular local rings (see §14) as Noetherian local rings for which $\operatorname{dim} A=\mathrm{emb} \operatorname{dim} A$, and we have seen that they are integral domains (Theorem 14.3) and CM rings (Theorem 17.8). A regular local ring is Gorenstein (Theorem 18.1, (5')). A necessary and sufficient condition for a Noetherian local ring $(A, \mathrm{~m}, k)$ to be regular is that $\mathrm{gr}_{m}(A)$ is a polynomial ring over $k$ (Theorem 17.10). The following theorem gives another important necessary and sufficient condition.
Theorem 19.2 (Serre). Let $A$ be a Noetherian local ring. Then

$$
A \text { is regular } \Leftrightarrow \mathrm{gl} \operatorname{dim} A=\operatorname{dim} A \Leftrightarrow \mathrm{gl} \operatorname{dim} A<\infty .
$$

Proof. (I) Suppose that ( $A, \mathrm{~m}, k$ ) is an $n$-dimensional regular local ring. Let $x_{1}, \ldots, x_{n}$ be a regular system of parameters; then since this is an $A$-sequence, the Koszul complex $K .\left(x_{1}, \ldots, x_{n}\right)$ is a minimal free resolution of $A /\left(x_{1}, \ldots, x_{n}\right)=k$, and $K_{n} \neq 0, K_{n+1}=0$, so that as we have already seen, gldim $A=$ proj $\operatorname{dim} k=n$.
(II) Conversely, suppose that gldim $A=r<\infty$ and $\operatorname{emb} \operatorname{dim} A=s$. We prove that $A$ is regular by induction on $s$, we can assume that $s>0$, that is $\mathfrak{m} \neq 0$. Then $\mathfrak{m} \notin \operatorname{Ass}(A)$ : for if $0 \neq a \in A$ is such that $\mathfrak{m} a=0$, consider a minimal resolution

$$
0 \rightarrow L_{r} \longrightarrow L_{r-1} \longrightarrow \cdots \longrightarrow L_{0} \longrightarrow k \rightarrow 0
$$

of $k$ (with $r \geqslant 0$ ); then $L_{r} \subset \mathfrak{m} L_{r-1}$, but then $a L_{r}=0$, which contradicts the assumption that $L_{r}$ is a free module. Thus we can choose $x \in m$ not contained in $\mathrm{m}^{2}$ or in any associated prime of $A$. Then $x$ is $A$-regular, hence also m-regular, so that if we set $B=A / x A$ then according to Lemma 2 of $\S 18$, $\operatorname{Ext}_{A}^{i}(\mathfrak{m}, N)=\operatorname{Ext}_{B}^{i}(\mathrm{~m} / x \mathrm{~m}, N)$ for all $B$-modules $N$, and hence we obtain proj $\operatorname{dim}_{B} \mathrm{~m} / x \mathrm{~m} \leqslant r$.

Now we prove that the natural map $m / x m \longrightarrow m / x A$ splits, so that $\mathfrak{m} / x A$ is isomorphic to a direct summand of $m / x m$. Since $x \notin \mathrm{~m}^{2}$, we can take a minimal basis $x_{1}=x, x_{2}, \ldots, x_{s}$ of $m$ starting with $x$ (here $s=\mathrm{emb}$ $\operatorname{dim} A)$. We set $\mathfrak{b}=\left(x_{2}, \ldots, x_{s}\right)$, so that by the minimal basis condition, $\mathrm{b} \cap x A \subset x \mathrm{~m}$, and therefore there exists a chain

$$
\mathfrak{m} / x A=(\mathfrak{b}+x A) / x A \simeq \mathfrak{b} /(\mathrm{b} \cap x A) \longrightarrow \mathrm{m} / x \mathfrak{m} \longrightarrow \mathrm{~m} / x A
$$

of natural maps, whose composite is the identity. This proves the above claim. Now clearly,

$$
\text { proj } \operatorname{dim}_{B} \mathfrak{m} / x A \leqslant \operatorname{proj} \operatorname{dim}_{B} \mathfrak{m} / x m \leqslant r
$$

Taking a minimal $B$-projective resolution of $\mathfrak{m} / x A$ and patching it together with the exact sequence $0 \rightarrow \mathfrak{m} / X A \longrightarrow B \longrightarrow k \rightarrow 0$ gives a projective resolution of $k$ of length $\leqslant r+1$, and hence gldim $B=\operatorname{proj}_{\operatorname{dim}}^{B}$ $k \leqslant r+1$, so that by induction, $B$ is a regular local ring. Since $x$ is not contained in any associated prime of $A$ we have $\operatorname{dim} B=\operatorname{dim} A-1$, and therefore $A$ is regular.

Corem 19.3 (Serre). Let $A$ be a regular local ring and $P$ a prime ideal; $A_{\mathrm{P}}$ is again regular.
oof. Since proj $\operatorname{dim}_{A} A / P \leqslant \operatorname{gl} \operatorname{dim} A<\infty$, as an $A$-module $A / P$ has a pjective resolution $L$. of finite length. Then $L . \otimes_{A} A_{P}$ is a projective solution of $(A / P) \otimes_{A} A_{P}=A_{P} / P A_{A}=\kappa(P)$ as an $A_{P}$-module, so that $\kappa(P)$ is a projective resolution of finite length as an $A_{P}$-module, which means Wt $A_{\mathrm{P}}$ has finite global dimension; thus by the previous theorem, $A_{P}$ is gular.

Befinition. A regular ring is a Noetherian ring such that the localisation every prime is a regular local ring. By the previous theorem, it is fifficient for the localisation at every maximal ideal to be regular.

Theorem 19.4. A regular ring is normal.
Proof. The definition of normal is local, so that it is enough to show that 4regular local ring is normal. We show that the conditions of the corollary for Theorem 11.5 are satisfied. (a) The localisation at a height 1 prime ideal a DVR by the previous theorem and Theorem 11.2. (b) All the prime divisors of a non-zero principal ideal have height 1 by Theorem 17.8 (the Implication regular $\Rightarrow \mathrm{CM}$ ).

Theorem 19.5. If $A$ is regular then so are $A[X]$ and $A \llbracket X \rrbracket$.
Proof. For $A[X]$, let $P$ be a maximal ideal of $A[X]$ and set $P \cap A=\mathrm{m}$. $A[X]_{P}$ is a localisation of $A_{\mathrm{m}}[X]$, so that replacing $A$ by $A_{\mathrm{m}}$ we can assume that $A$ is a regular local ring. Then setting $A / \mathrm{m}=k$ we have $A[X] / \mathrm{m}[X]=$ $k[X]$, so that there is a monic polynomial $f(X)$ with coefficients in $A$ such That $P=(\mathfrak{m}, f(X))$, and such that $f$ reduces to an irreducible polynomial f $f \in k[X]$ modulo m . Then by Theorem 15.1, we clearly have

$$
\operatorname{dim} A[X]_{P}=\mathrm{ht} P=1+\mathrm{ht} \mathrm{~m}=1+\operatorname{dim} A ;
$$

on the other hand $\mathfrak{m}$ is generated by $\operatorname{dim} A$ elements, so that $P=(\mathfrak{m}, f)$ generated by $\operatorname{dim} A+1$ elements, and therefore $A[X]_{P}$ is regular.
For $A \llbracket X \rrbracket$, set $B=A \llbracket X \rrbracket$ and let $M$ be a maximal ideal of $B$; then $X \in M$ by Theorem 8.2 , (i). Therefore $M \cap A=m$ is a maximal ideal of $A$. Now although we cannot say that $B_{M}$ contains $A_{\mathrm{m}} \llbracket X \rrbracket$, the two have the same completion, $\left(B_{M}\right)=\left(A_{m}\right) \llbracket X \rrbracket$. A Noctherian local ring is regular if and only if its completion is regular (since both the dimension and embedding dimension remain the same on taking the completion). Thus if we replace $A$ by $\left(A_{\mathrm{m}}\right)^{\dot{\prime}}$, the maximal ideal of $B=A\|X\|$ is $M=(\mathrm{m}, X)$, and ht $M=$ ht $\mathfrak{m}+1$, so that $B$ is also regular.

Next we discuss the properties of modules which have finite free resolutions; (the definition is given below).

Lemma 3 (Schanuel). Let $A$ be a ring and $M$ an $A$-module. Suppose that

$$
0 \rightarrow K \longrightarrow P \longrightarrow M \rightarrow 0 \quad \text { and } \quad 0 \rightarrow K^{\prime} \longrightarrow P^{\prime} \longrightarrow M \rightarrow 0
$$

are exact sequences with $P$ and $P^{\prime}$ projective. Then $K \oplus P^{\prime} \simeq K^{\prime} \oplus P$. Proof. From the fact that $P$ and $P^{\prime}$ are projective, there exist $\lambda: P \longrightarrow P^{\prime}$ and $\lambda^{\prime}: P^{\prime} \longrightarrow P$, giving the diagram:

$$
\begin{aligned}
0 \rightarrow K \longrightarrow & P \xrightarrow{\alpha} M \rightarrow 0 \\
& \left.\lambda^{\prime} \uparrow\right|_{\lambda} \| \\
0 \rightarrow K^{\prime} \longrightarrow & P^{\prime} \xrightarrow{\alpha^{\prime}} M \rightarrow 0
\end{aligned} \quad \text { with } \alpha^{\prime} \lambda=\alpha \text { and } \alpha \lambda^{\prime}=\alpha^{\prime} .
$$

We add in harmless summands $P^{\prime}$ and $P$ to the two exact rows, and line up the middle terms:

$$
\begin{aligned}
0 \rightarrow K \oplus P^{\prime} \longrightarrow & P \oplus P^{\prime} \xrightarrow{(\alpha, 0)} M \rightarrow 0 \\
& \psi \uparrow \downarrow^{\varphi} \\
0 \rightarrow P \oplus K^{\prime} \longrightarrow & P \oplus P^{\prime} \xrightarrow{\left(0, x^{\prime}\right)} M \rightarrow 0 .
\end{aligned}
$$

Here $\varphi: P \oplus P^{\prime} \longrightarrow P \oplus P^{\prime}$ is defined by

$$
\varphi\binom{x}{x^{\prime}}=\left(\begin{array}{cc}
1 & -\lambda^{\prime} \\
\lambda & 1-\lambda \lambda^{\prime}
\end{array}\right)\binom{x}{x^{\prime}} \text { for } \quad x \in P, \quad x^{\prime} \in P^{\prime},
$$

and satisfies

$$
\left(0, \alpha^{\prime}\right)\left(\begin{array}{cc}
1 & -\lambda^{\prime} \\
\lambda & 1-\lambda \lambda^{\prime}
\end{array}\right)=(\alpha, 0),
$$

and similarly $\psi$ is defined by $\left(\begin{array}{cc}1-\lambda^{\prime} \lambda & \lambda^{\prime} \\ -\lambda & 1\end{array}\right)$ and satisfies $(\alpha, 0) \psi=\left(0, \alpha^{\prime}\right)$. Moreover, by matrix computation we see that $\varphi \psi=1$ and $\psi \varphi=1$, so that $\varphi$ is an isomorphism and $\psi=\varphi^{-1}$. Therefore $\varphi$ induces an isomorphism $K \oplus P^{\prime} \xrightarrow{\sim} P \oplus K^{\prime}$.

Lemma 4 (generalised Schanuel lemma). Let $A, M$ be as above, and suppose that $0 \rightarrow P_{n} \longrightarrow \cdots \longrightarrow P_{1} \longrightarrow P_{0} \longrightarrow M \rightarrow 0$ and $0 \rightarrow Q_{n} \longrightarrow \cdots \longrightarrow Q_{1} \longrightarrow$ $Q_{0} \longrightarrow M \rightarrow 0$ are exact sequences with $P_{i}$ and $Q_{i}$ projective for $0 \leqslant i \leqslant n-1$. Then

$$
P_{0} \oplus Q_{1} \oplus P_{2} \oplus \cdots \simeq Q_{0} \oplus P_{1} \oplus Q_{2} \oplus \cdots .
$$

Proof. Write $K$ for the kernel of $P_{0} \longrightarrow M$ and $K^{\prime}$ for the kernel of $Q_{0} \longrightarrow M$; then, by the previous lemma, $K \oplus Q_{0} \simeq P_{0} \oplus K^{\prime}$. Now add in harmless summands $Q_{0}$ and $P_{0}$ to $0 \rightarrow P_{n} \longrightarrow \cdots \longrightarrow P_{1} \longrightarrow$ $K \rightarrow 0$ and $Q \rightarrow Q_{n} \longrightarrow \cdots \rightarrow Q_{1} \longrightarrow K^{\prime} \rightarrow 0$ respectively, to obtain


Induction on $n$ now gives

$$
\left(P_{1} \oplus Q_{0}\right) \oplus Q_{2} \oplus P_{3} \oplus \cdots \simeq\left(P_{0}+Q_{1}\right) \oplus P_{2} \oplus Q_{3} \oplus \cdots
$$

Definition. A finite free resolution (or FFR for short) of an $A$-module $M$ is an exact sequence $0 \rightarrow F_{n} \longrightarrow \cdots \longrightarrow F_{1} \longrightarrow F_{0} \longrightarrow M \rightarrow 0$ (of finite length $n$ ) such that each $F_{i}$ is a finite free module. If $M$ has an FFR we set $\chi(M)=\sum(-1)^{i}$ rank $F_{i}$, and call $\chi(M)$ the Euler number of $M$. By Lemma 4, this is independent of the choice of FFR. Moreover, since for any prime ideal $P$ of $A$

$$
0 \rightarrow\left(F_{n}\right)_{P} \longrightarrow \cdots \longrightarrow\left(F_{1}\right)_{P} \longrightarrow\left(F_{0}\right)_{P} \longrightarrow M_{P} \rightarrow 0
$$

is an FFR of the $A_{P}$-module $M_{P}$ we have $\chi(M)=\chi\left(M_{P}\right)$. If $M$ is itself free then one sees easily from Lemma 4 that $\chi(M)=\operatorname{rank} M$.

Theorem 19.6. Let $(A, m)$ be a local ring, and suppose that for any finite subset $E \subset \mathfrak{m}$ there exists $0 \neq y \in A$ such that $y E=0$; then the only $A$-modulcs having an FFR are the frec modulcs.

Remark. If $A$ is Noetherian then the assumption on $m$ is equivalent to $\mathrm{m} \in \operatorname{Ass}(A)$, or depth $A=0$. In this case the theorem is a special case of Theorem 19.1.
Proof. Suppose that $0 \rightarrow F_{n} \longrightarrow F_{n-1} \longrightarrow \cdots \longrightarrow F_{0} \longrightarrow M \rightarrow 0$ is an FFR of $M$, and set $N=\operatorname{coker}\left(F_{n} \longrightarrow F_{n-1}\right)$; if we prove that $N$ is free then we can decrease $n$ by 1 , so that we only need consider the case $0 \rightarrow$ $\boldsymbol{F}_{1} \longrightarrow \boldsymbol{F}_{0} \longrightarrow M \rightarrow 0$. Now let $0 \rightarrow L_{1} \longrightarrow L_{0} \longrightarrow M \rightarrow 0$ be a minimal free resolution of $M$; then since $L_{0}$ and $F_{1}$ are finitely generated, by Schanuel's lemma (or by Theorem 2.6), $L_{1}$ is also finite. Considering bases of $L_{0}$ and $L_{1}$, we can write down a set of generators of $L_{1}$ as a submodule of $m L_{0}$ using only a finite number of elements of $m$. Then by assumption, there exists $0 \neq y \in A$ such that $y L_{1}=0$. Since $L_{1}$ is a free module, we must have $L_{1}=0$, so that $M \simeq L_{0}$, and is free.
Theorem 19.7. Let $A$ be any ring; if $M$ is an $A$-module having an FFR then $x(M) \geqslant 0$.
Proof. Choose a minimal prime ideal $P$ of $A$; since $\chi(M)=\chi\left(M_{P}\right)$, we can teplace $A$ by $A_{P}$, and then $A$ is a local ring with maximal ideal $m$ equal To nil $(A)$. Then the assumption of the previous theorem is satisfied: for Aiven $x_{1}, \ldots, x_{r} \in \mathfrak{m}$, we can assume by induction on $r$ that there is a $z \neq 0$ wach that $z x_{1}=\cdots=z x_{r-1}$; but $x_{r}$ is nilpotent, so that there is an $i \geqslant 0$
such that $z x_{r}^{i} \neq 0$ but $z x_{r}^{i+1}=0$, and we can take $y=z x_{r}^{i}$. Therefore by the previous theorem $M$ is a free module, and $\chi(M)=\operatorname{rank} M \geqslant 0$.

Theorem 19.8 (Auslander and Buchsbaum [2]). Let $A$ be a Noetherian ring and $M$ an $A$-module, and suppose that $M$ has an FFR. Then the following three conditions are equivalent:
(1) $\operatorname{ann}(M) \neq 0$;
(2) $\chi(M)=0$,
(3) ann $(M)$ contains an $A$-regular element.

Proof. (1) $\Rightarrow$ (2) Suppose that $\chi(M)>0$; then for any $P \in \operatorname{Ass}(A)$ we have $\chi\left(M_{P}\right)>0$, and hence $M_{P} \neq 0$. By Theorem 6, $M_{P}$ is a free $A_{P}$-module, so that setting $I=\operatorname{ann}(M)$ we have $I_{P}=\operatorname{ann}\left(M_{P}\right)=0$. If we set $J=\operatorname{ann}(I)$ then this is equivalent to $J \not \subset P$. Since this holds for every $P \in \operatorname{Ass}(A)$ we see that $J$ contains an $A$-regular element, but then $J \cdot I=0$ implies that $I=0$.
(2) $\Rightarrow$ (3) If $\chi(M)=0$ then by Theorem $6, M_{P}=0$ for every $P \in \operatorname{Ass}(A)$. This means that ann $(M) \notin P$, so that ann $(M)$ contains an $A$-regular element.
(3) $\Rightarrow$ (1) is obvious.

Theorem 19.9 (Vasconcelos [1]). Let $A$ be a Noetherian local ring, and $I$ a proper ideal of $A$; assume that proj $\operatorname{dim} I<\infty$. Then
$I$ is generated by an $A$-sequence $\Leftrightarrow I / I^{2}$ is a free module over $A / I$. Proof. ( $\Rightarrow$ ) is already known (Theorem 16.2). In fact, $I^{v} / I^{v+1}$ is a free $A / I$-module for $v=1,2, \ldots$.
$(\Leftrightarrow)$ We can assume that $I \neq 0$. Since $I$ has finite projective dimension over $A$ so has $A / I$, and since $A$ is local, $A / I$ has an FFR. Now ann $(A / I)=I$, so that by the previous theorem $I$ is not contained in any associated prime of $A$, and therefore we can choose an element $x \in I$ such that $x$ is not contained in $m I$ or in any associated prime of $A$. Then $x$ is $A$-regular, and $\bar{x}=x \bmod I^{2}$ is a member of a basis of $I / I^{2}$ over $A / I$; let $x$, $y_{2}, \ldots, y_{n} \in I$ be such that their images form a basis of $I / I^{2}$. Then if we set $B=A / x A$, we see by the same argument as in (II) of the proof of Theorem 2 that proj $\operatorname{dim}_{B} I / x I<\infty$, and that $I / x A$ is isomorphic to a direct summand of $I / x I$. We now set $I^{*}=I / x A$, so that proj $\operatorname{dim}_{B} I^{*}<\infty$. But on the other hand on sees easily that $I^{*} / I^{* 2}$ is a free module over $B / I^{*}$, and an induction on the number of generators of $I$ completes the proof.

Remark. In Lech [1], a set $x_{1}, \ldots, x_{n}$ of elements of $A$ is defined to be independent if

$$
\sum a_{i} x_{i}=0 \text { for } a_{i} \in A \Rightarrow a_{i} \in\left(x_{1}, \ldots, x_{n}\right) \text { for all } i .
$$

If we set $I=\left(x_{1}, \ldots, x_{n}\right)$ then this condition is equivalent to saying that
the images of $x_{1}, \ldots, x_{n}$ in $I / I^{2}$ form a basis of $I / I^{2}$ over $A / I$. Then if $A$ and $I$ satisfy the hypotheses of the previous theorem, the theorem tells us that $I=\left(y_{1}, \ldots, y_{n}\right)$ with $y_{1}, \ldots, y_{n}$ an $A$-sequence. Setting $x_{i}=\sum a_{i j} y_{j}$ we see that the matrix $\left(a_{i j}\right)$ is invertible when considered in $A / I$; this means that the determinant of $\left(a_{i j}\right)$ is not in the maximal ideal of $A$, and so $\left(a_{i j}\right)$ itself is invertible. Thus $x_{1}, \ldots, x_{n}$ is an $A$-quasi-regular sequence, hence an $A$-sequence. In particular, we get the following corollary.

Corollary. Let $(A, \mathfrak{m})$ be a regular local ring. Then if $x_{1}, \ldots, x_{n} \in \mathfrak{m}$ are independent in the sense of Lech, they form an $A$-sequence.

However, if we try to prove this corollary as it stands, the induction does not go through. The key to success with Vasconcelos' theorem is to strengthen the statement so that induction can be used effectively. Now as Kaplansky has also pointed out, the main part of Theorem 2 (the implication $\mathrm{gldim} A<\infty \Rightarrow$ regular) follows at once from Theorem 9, because if $\mathfrak{m}$ is generated by an $A$-sequence then $\operatorname{embdim} A \leqslant \operatorname{depth} A \leqslant$ $\operatorname{dim} A$.

## Exercises to §19.

19.1. Let $k$ be a field and $R=R_{0}+R_{1}+R_{2}+\cdots$ a Noetherian graded ring with $R_{0}=k$, set $\mathrm{m}=R_{1}+R_{2}+\cdots$. Show that if $R_{\mathrm{m}}$ is an $n$-dimensional regular local ring then $R$ is a polynomial ring $R=k\left[y_{1}, \ldots, y_{n}\right]$ with $y_{i}$ homogeneous of positive degree.
19.2. Let $A$ be a ring and $M$ an $A$-module. Say that $M$ is stably free if there exist finite free modules $F$ and $F^{\prime}$ such that $M \oplus F \simeq F^{\prime}$. Obviously a stably free $A$-module $M$ is a finite projective $A$-module, and has an FFR $0 \rightarrow$ $F \longrightarrow F^{\prime} \longrightarrow M \rightarrow 0$. Prove that, conversely, a finite projective module having an FFR is stably free.
19.3. Prove that if every finite projective module over a Noetherian ring $A$ is stably free then every finite $A$-module of finite projective dimension has an FFR.
19.4. Prove that if every finite module over a Noetherian ring $A$ has an FFR then $A$ is regular.

## 20 UFDs

This section treats UFDs, which we have already touched on in $\S 1$; note that the Bourbaki terminology for UFD is 'factorial ring'. First of all, we have the following criterion for Noetherian rings.

Theorem 20.1. A Noetherian integral domain $A$ is a UFD if and only if every height 1 prime ideal is principal.

Proof of 'only if'. Suppose that $A$ is a UFD and that $P$ is a height 1 prime ideal. Take any non-zero $a \in P$, and express $a$ as a product of prime elements, $a=\prod \pi_{i}$. Then at least one of the $\pi_{i}$ belongs to $P$; if $\pi_{i} \in P$ then $\left(\pi_{i}\right) \subset P$, but $\left(\pi_{i}\right)$ is a non-zero prime ideal and ht $P=1$, hence $P=\left(\pi_{i}\right)$.
Proof of ' $i f$ '. Since $A$ is Noetherian, every element $a \in A$ which is neither 0 nor a unit can be written as a product of finitely many irreducibles. Hence it will be enough to prove that an irreducible element $a$ is a prime element. Let $P$ be a minimal prime divisor of ( $a$ ); then by the principal ideal theorem (Theorem 13.5), ht $P=1$, so that by assumption we can write $P=(b)$. Thus $a=b c$, and since $a$ is irreducible, $c$ is a unit, so that $(a)=(b)=P$, and $a$ is a prime element.

Theorem 20.2. Let $A$ be a Noetherian integral domain, $\Gamma$ a set of prime elements of $A$, and let $S$ be the multiplicative set generated by $\Gamma$. If $A_{S}$ is a UFD then so is $A$.
Proof. Let $P$ be a height 1 prime ideal of $A$. If $P \cap S \neq \varnothing$ then $P$ contains an element $\pi \in \Gamma$, and since $\pi A$ is a non-zero prime ideal we have $P=\pi A$. If $P \cap S=\varnothing$ then $P A_{S}$ is a height 1 prime ideal of $A_{S}$, so that $P A_{S}=a A_{S}$ for some $a \in P$. Among all such $a$ choose one such that $a A$ is maximal; then $a$ is not divisible by any $\pi \in \Gamma$. Now if $x \in P$ we have $s x=a y$ for some $s \in S$ and $y \in A$. Let $s=\pi_{1} \ldots \pi_{r}$ with $\pi_{i} \in \Gamma$; then $a \notin \pi_{i} A$, so that $y \in \pi_{i} A$, and an induction on $r$ shows that $y \in S A$, so that $x \in a A$. Hence $P=a A$.

Lemma 1. Let $A$ be an integral domain, and $\mathfrak{a}$ an ideal of $A$ such that $\mathfrak{a} \oplus A^{n} \simeq A^{n+1}$; then $\mathfrak{a}$ is principal.
Proof. Fix the basis $e_{0}, \ldots, e_{n}$ of $A^{n+1}$, and viewing $\mathfrak{a} \oplus A^{n} \subset A \oplus A^{n}$, fix $f_{0}, \ldots, f_{n}$ such that $f_{0}$ is a basis of $A$ and $f_{1}, \ldots, f_{n}$ a basis of $A^{n}$. Then the isomorphism $\varphi: A^{n+1} \longrightarrow a \oplus A^{n}$ can be given in the form $\varphi\left(e_{i}\right)=$ $\sum_{j=0}^{n} a_{i j} f_{j}$. Write $d_{i}$ for the $(i, 0)$ th cofactor of the matrix $\left(a_{i j}\right)$, and $d$ for the determinant, so that, since $\varphi$ is injective, $d \neq 0$, and $\sum a_{i 0} d_{i}=d$, $\sum a_{i j} d_{i}=0$ if $j \neq 0$. Hence if we set $e_{0}^{\prime}=\sum_{0}^{n} d_{i} e_{i}$ we have $\varphi\left(e_{0}^{\prime}\right)=d f_{0}$. Moreover, since the image of $\varphi$ includes $f_{1}, \ldots, f_{n}$, there exist $e_{1}^{\prime}, \ldots$, $e_{n}^{\prime} \in A^{n+1}$ such that $\varphi\left(e_{j}^{\prime}\right)=f_{j}$. Now define a matrix ( $\left.c_{j k}\right)$ by $e_{j}^{\prime}=\sum_{k=0}^{n} c_{j k} e_{k}$ for $j=0, \ldots, n$ (so $c_{0 k}=d_{k}$ ). Then we have

$$
\left(c_{j k}\right)\left(a_{i j}\right)=\left(\begin{array}{cccc}
d & 0 & \cdots & 0 \\
0 & 1 & & 0 \\
\vdots & & \ddots & \\
0 & 0 & & 1
\end{array}\right)
$$

so that by comparing the determinants of both sides we get $\operatorname{det}\left(c_{j k}\right)=1$.

Therefore $e_{0}^{\prime}, \ldots, e_{n}^{\prime}$ is another basis of $A^{n+1}$, and $\mathfrak{a} f_{0}=\varphi\left(A e_{0}^{\prime}\right)=d A f_{0}$, so that $\mathfrak{a}=d A$.

Let $K$ be the field of fractions of the integral domain $A$; for a finite $A$-module $M$, the dimension of $M \otimes_{A} K$ as a vector space over $K$ is called the rank of $M$. A torsion-free finite $A$-module of rank 1 is isomorphic to an ideal of $A$. Lemma 1 can be formulated as saying that for an integral domain $A$, a stably free rank 1 module is free (see Ex. 19.2). The elementary proof given above is taken from a lecture by M. Narita in 1971.

Theorem 20.3 (Auslander and Buchsbaum [3]). A regular local ring is a UFD.
Proof. Let $(A, \mathrm{mt})$ be a regular local ring; the proof works by induction on $\operatorname{dim} A$. If $\operatorname{dim} A=0$ then $A$ is a field and therefore (trivially) a UFD. If $\operatorname{dim} A=1$ then $A$ is a DVR, and therefore a UFD. We suppose that $\operatorname{dim} A>1$ and choose $x \in \mathfrak{m}-\mathfrak{m}^{2}$; then since $x A$ is a prime ideal, applying Theorem 2 to $\Gamma=\{x\}$, we need only show that $A_{x}$ is a UFD (where $A_{x}=A\left[x^{-1}\right]$ is as on p. 22). Let $P$ be a height 1 prime ideal of $A_{x}$ and set $\mathfrak{p}=P \cap A$; we have $P=\mathfrak{p} A_{x}$. Since $A$ is a regular local ring, the $A$-module $\mathfrak{p}$ has an FFR, so that the $A_{x}$-module $P$ has an FFR. For any prime ideal $Q$ of $A_{x}$, the ring $\left(A_{x}\right)_{Q}=A_{Q \cap A}$ is a regular local ring of dimension less than that of $A$, so by induction is a UFD. Thus $P_{Q}$ is free as an $\left(A_{x}\right)_{Q}$-module, so that by Theorem 7.12, the $A_{x}$-module $P$ is projective; hence by Ex. 19.2, $P$ is stably free, and therefore by the previous lemma, $P$ is a principal ideal of $A_{x}$.

The above proof is due to Kaplansky. Instead of our Lemma 1, he used the following more general proposition, which he had previously proved: if $A$ is an integral domain, and $I_{i}, J_{i}$ are ideals of $A$ for $1 \leqslant i \leqslant r$ such that $\bigoplus_{i=1}^{r} I_{i} \simeq \bigoplus_{i=1}^{r} J_{i}$, then $I_{1} \ldots I_{r} \simeq J_{1} \ldots J_{r}$. This is an interesting property of ideals, and we have given a proof in $\Lambda$ ppendix C.

Theorem 20.4. Let $A$ be a Noetherian integral domain. Then if any finite $A$-module has an FFR, $A$ is a UFD.
Proof. By Ex. 19.4, $A$ is a regular ring. Let $P$ be a height 1 prime ideal of $A$. Then $A_{\mathrm{m}}$ is a regular local ring for any $\mathrm{m} \in \operatorname{Spec} A$, so by the previous theorem, the ideal $P_{\mathrm{m}}$ is principal, and is therefore a free $A_{\mathrm{m}}$-module. Hence by Theorem 7.12, $P$ is projective. Therefore by Ex. 19.2, $P$ is stably free, and so by Lemma 1 is principal.

Let $A$ be an integral domain; for any two non-zero elements $a, b \in A$, the notion of greatest common divisor (g.c.d.) and least common multiple (l.c.m.) are defined as in the ring of integers. That is, $d$ is a g.c.d. of $a$ and $b$ if $d$ divides both $a$ and $b$, and any element $x$ dividing both $a$ and $b$
divides $d$; and $e$ is an 1.c.m. of $a$ and $b$ if $e$ is divisible by both $a$ and $b$, and any $y$ divisible by $a$ and $b$ is divisible by $e$; this condition is equivalent to $(e)=(a) \cap(b)$.

Lemma 2. If an 1.c.m. of $a$ and $b$ exists then so does a g.c.d.
Proof. If $(a) \cap(b)=(e)$ then there exists $d$ such that $a b=e d$. From $e \in(a)$ we get $b \in(d)$ and similarly $a \in(d)$, so that $(a, b) \subset(d)$. Now if $x$ is a common divisor of $a$ and $b$ then $a=x t$ and $b=x s$, so that $x s t$ is a common multiple of $a, b$, and is hence divisible by $e$. Then from $e d=a b=x \cdot x s t$ we get that $d$ is divisible by $x$. Therefore, $d$ is a g.c.d. of $a$ and $b$.

Remark 1. If $A$ is a Noetherian integral domain which is not a UFD then $A$ has an irreducible element $a$ which is not prime. If $x y \in(a)$ but $x \notin(a)$, $y \notin(a)$ then the only common divisors of $a$ and $x$ are units, so that 1 is a g.c.d. of $a$ and $x$. However, $x y \in(a) \cap(x)$, but $x y \notin(a x)$, so that $(a) \cap$ $(x) \neq(a x)$, and there does not exist any l.c.m. of $a$ and $x$. Thus the converse of Lemma 2 does not hold in general.

Remark 2. If $A$ is a UFD then an intersection of an arbitrary collection of principal ideals is again principal (we include (0)). Indeed, if $\bigcap_{i \in I} a_{i} A \neq 0$, then factorise each $a_{i}$ as a product of primes:

$$
a_{i}=u_{i} \cdot \prod_{\alpha} p_{\alpha}^{r(i, \alpha)}
$$

with $u_{i}$ units, and $p_{\alpha}$ prime elements such that $p_{\alpha} A \neq p_{\beta} A$ for $\alpha \neq \beta$. Then $\bigcap a_{i} A=d A$, where $d=\prod p_{\alpha}^{\max \{\{[i, \alpha) \mid i \in f\}}$. (We could even allow the $a_{i}$ to be elements of the field of fractions of $A$.)

Theorem 20.5. An integral domain $A$ is a UFD if and only if the ascending chain condition holds for principal ideals, and any two elements of $A$ have an l.c.m.
Proof. The 'only if' is already known, and we prove the 'if'. From the first condition it follows that every element which is neither 0 nor a unit can be written as a product of a finite number of irreducible elements, so that we need only prove that an irreducible element is prime. Let $a$ be an irreducible element, and let $x y \in(a)$ and $x \notin(a)$. By assumption we can write $(a) \cap(x)=(z)$; now 1 is a g.c.d. of $a$ and $x$, so that one sees from the proof of Lemma 2 that $(z)=(a x)$, and then $x y \in(a) \cap(x)=(a x)$ implies that $y \in(a)$. Therefore $(a)$ is prime.
Theorem 20.6. Let $A$ be a regular ring and $u, v \in A$. Then $u A \cap v A$ is a projective ideal.
Proof. $A_{\mathrm{m}}$ is a UFD for every maximal ideal m , so that $(u A \cap v A) A_{\mathrm{m}}=$ $u A_{\mathrm{m}} \cap v A_{\mathrm{m}}$ is a principal ideal, and hence a free module.

Theorem 20.7. If $A$ is a UFD then a projective ideal is principal.
Proof. By Theorem 11.3, it is equivalent to say that a non-zero ideal $\mathfrak{a}$ is projective or invertible. Hence if we set $K$ for the field of fractions of $A$, then there exist $u_{i} \in K$ such that $u_{i} \mathfrak{a} \subset A$ and $a_{i} \in \mathfrak{a}$ such that $\sum u_{i} a_{i}=1$. We have $\mathfrak{a} \subset \cap u_{i}^{-1} A$, and conversely if $x \in \bigcap u_{i}^{-1} A$ then $x=$ $\sum\left(x u_{i}\right) a_{i} \in \mathfrak{a}$, and hence $\mathfrak{a}=\bigcap u_{i}^{-1} A$; now since $A$ is a UFD, the intersection of principal fractional ideals is again principal.

Theorem 20.8. If $A$ is a regular UFD then so is $A \llbracket X \rrbracket$.
Proof. Set $B=A \llbracket X \rrbracket$. By Theorem 5 , it is enough to prove that $u B \cap v B$ is principal for $u, v \in B$; set $\mathfrak{a}=u B \cap v B$. Then by Theorem 6 and Theorem 19.5, $\mathfrak{a}$ is projective, so that

$$
\mathfrak{a} \otimes_{\mathfrak{B}} A=\mathfrak{a} \otimes_{B}(B / X B)=\mathfrak{a} / X \mathfrak{a}
$$

is projective as an $A$-module. Suppose that $\mathfrak{a}=X^{r} \mathfrak{b}$ with $\mathfrak{b} \notin X B$; then $\mathfrak{a} / X \mathfrak{a} \simeq b / X b$, so that $\mathfrak{b}$ is isomorphic to $a$, hence projective, and therefore locally principal. $B$ is a regular ring, so that the prime divisors of $\mathfrak{b}$ all have height 1 . Since $X B$ is also a height 1 prime ideal and $\mathfrak{b} \not \subset X B$ we have $\mathrm{b}: X B=\mathrm{b}$, hence $\mathrm{b} \cap X B=X \mathrm{~b}$. Therefore since we can view $\mathrm{b} / X \mathrm{~b}$ as $\mathfrak{b} / X \mathrm{~b}=\mathrm{b} / \mathrm{b} \cap X B \subset B / X B=A$, by Theorem 7 it is principal, hence $\mathfrak{b}=y B+X \mathrm{~b}$ for some $y \in \mathfrak{b}$; then by NAK, $\mathfrak{b}=y B$, so that $\mathfrak{a}=X^{r} y B$.

Remark. There are examples where $A$ is a UFD but $A \llbracket X \rrbracket$ is not.
It is easy to see that a UFD is a Krull ring. For any Krull ring $A$ we can define the divisor class group of $A$, which should be thought of as a measure of the extent to which $A$ fails to be a UFD. We can give the definition in simple terms as follows: let $\mathscr{P}$ be the set of height 1 prime ideals of the Krull ring $A$, and $D(A)$ the free Abelian group on $\mathscr{P}$. That is, $D(A)$ consists of formal sums $\sum_{p \in \mathscr{p}} n_{\mathrm{p}} \cdot \mathfrak{p}$ (with $n_{\mathrm{p}} \in \mathbb{Z}$ and all but finitely many $n_{p}=0$ ), with addition defined by

$$
\left(\sum n_{\mathfrak{p}} \cdot \mathfrak{p}\right)+\left(\sum n_{\mathfrak{p}}^{\prime} \cdot \mathfrak{p}\right)=\sum\left(n_{\mathfrak{p}}+n_{\mathfrak{p}}^{\prime}\right) \mathfrak{p}
$$

Let $K$ be the field of fractions of $A$, and $K^{*}$ the multiplicative group of non-zero elements of $K$, and for $a \in K^{*}$ set $\operatorname{div}(a)=\sum_{p \xi \xi} v_{p}(a) \cdot p$, where $v_{p}$ is the normalised additive valuation of $K$ corresponding to $\mathfrak{p}$. Then $\operatorname{div}(a b)=\operatorname{div}(a)+\operatorname{div}(b)$, so that div is a homomorphism from $K^{*}$ to $D(A)$. We write $F(A)$ for the image of $K^{*}$; this is a subgroup of $D(A)$, so that we can define $C(A)=D(A) / F(A)$ to be the divisor class group of $A$. Obviously, if $A$ is a UFD then each $\mathfrak{p} \in \mathscr{P}$ is principal, and if $\mathfrak{p}=a A$ then as an element of $D(A)$ we have $\mathfrak{p}=\operatorname{div}(a)$, so that $C(A)=0$. Conversely, if $C(A)=0$ then each $\mathfrak{p} \in \mathscr{P}$ is a principal ideal, and putting this together with the corollary of Theorem 12.3, one sees easily that $A$ is a UFD. Hence $A$ is a $\mathrm{UFD} \Leftrightarrow C(A)=0$.

Now let $A$ be any ring, and $M$ a finite projective $A$-module. For each $P \in \operatorname{Spec} A$, the localisation $M_{P}$ is a free module over $A_{P}$, and we write $n(P)$ for its rank. Then $n$ is a function on $\operatorname{Spec} A$, and is constant on every connected component (since $n(P)=n(Q)$ if $P \supset Q$ ). This function $n$ is called the rank of $M$. If the rank is a constant $r$ over the whole of $\operatorname{Spec} A$ then we say that $M$ is a projective module of rank $r$. We write $\operatorname{Pic}(A)$ for the set of isomorphism classes of finite projective $A$-modules of rank $1 ; \mathrm{cl}(M)$ denotes the isomorphism class of $M$. If $M$ and $N$ are finite projective rank 1 module then so is $M \otimes_{A} N$; this is clear on taking localisations. Thus we can define a sum in $\operatorname{Pic}(A)$ by setting

$$
\mathrm{cl}(M)+\mathrm{cl}(N)=\mathrm{cl}(M \otimes N)
$$

We set $M^{*}=\operatorname{Hom}_{A}(M, A)$, and define $\varphi: M \otimes M^{*} \longrightarrow A$ by

$$
\varphi\left(\sum m_{i} \otimes f_{i}\right)=\sum f_{i}\left(m_{i}\right) ;
$$

then $\varphi$ is an isomorphism (taking localisations and using the corollary to Theorem 7.11 reduces to the case $M=A$, which is clear). Hence $\operatorname{cl}\left(M^{*}\right)=$ $-\mathrm{cl}(M)$, and $\operatorname{Pic}(A)$ becomes an Abelian group, called the Picard group of $A$. If $A$ is local then $\operatorname{Pic}(A)=0$.

If $A$ is an integral domain with field of fractions $K$, then $M_{(0)}=M \otimes K$, so that the rank we have just defined coincides with the earlier definition (after Lemma 1). If $M$ is a finite projective rank 1 module, then since $M$ is torsion-free we have $M \subset M_{(0)} \simeq K$, so that $M$ is isomorphic as an $A$-module to a fractional ideal; for fractional ideals, by Theorem 11.3, projective and invertible are equivalent conditions, so that for an integral domain $A$, we can consider Pic $(A)$ as a quotient of the group of invertible fractional ideals under multiplication. A fractional ideal $I$ is isomorphic to $A$ as an $A$-module precisely when $I$ is principal, so that

$$
\operatorname{Pic}(A)=\left\{\begin{array}{l}
\text { invertible frac-} \\
\text { tional ideals }
\end{array}\right\} /\left\{\begin{array}{l}
\text { principal } \\
\text { ideals }
\end{array}\right\} .
$$

Suppose in addition that $A$ is a Krull ring. Then we can view $\operatorname{Pic}(A)$ as a subgroup of $C(A)$. To prove this, for $p \in \mathscr{P}$ and $I$ a fractional ideal, set

$$
v_{\mathrm{p}}(I)=\min \left\{v_{\mathrm{p}}(x) \mid x \in I\right\} ;
$$

this is zero for all but finitely many $p \in \mathscr{P}$ (check this!), so that we can set

$$
\operatorname{div}(I)=\sum_{p \in \mathscr{P}} v_{p}(I) \cdot p \in D(A) .
$$

For a principal ideal $I=\alpha A$ we have $\operatorname{div}(I)=\operatorname{div}(\alpha)$. One sees easily that $\operatorname{div}\left(I I^{\prime}\right)=\operatorname{div}(I)+\operatorname{div}\left(I^{\prime}\right)$, and that $\operatorname{div}(A)=0$, so that if $I$ is invertible, $\operatorname{div}(I)=-\operatorname{div}\left(I^{-1}\right)$.

For invertible $I$ we have $\left(I^{-1}\right)^{-1}=I$ : indeed, $I \subset\left(I^{-1}\right)^{-1}$ from the definition, and $I=I \cdot A \supset I\left(I^{-1}\left(I^{-1}\right)^{-1}\right) \supset\left(I^{-1}\right)^{-1}$. If $I$ is invertible and $\operatorname{div}(I)=0$ then $\operatorname{div}\left(I^{-1}\right)=0$, so that $I \subset A, I^{-1} \subset A$; hence $A \subset\left(I^{-1}\right)^{-1}=I$, and $I=A$. It follows that if $I, I^{\prime}$ are invertible, $\operatorname{div}(I)=\operatorname{div}\left(I^{\prime}\right)$ implies $I=I^{\prime}$. Thus we can view the group of invertible fractional ideals as a subgroup of $D(A)$, and $\operatorname{Pic}(A)$ as a subgroup of $C(A)$.

If $A$ is a regular ring then as we have seen, $\mathfrak{p} \in \mathscr{P}$ is a locally free module, and so is invertible. Clearly from the definition, $\operatorname{div}(\mathfrak{p})=\mathfrak{p}$. Hence, in the case of a regular ring, $D(A)$ is identified with the group of invertible fractional ideals, and $C(A)$ coincides with $\operatorname{Pic}(A)$.

The notions of $D(A)$ and $\operatorname{Pic}(A)$ originally arise in algebraic geometry. Let $V$ be an algebraic variety, supposed to be irreducible and normal. We write $\mathscr{P}$ for the set of irreducible codimension 1 subvarieties of $V$, and define the group of divisors $D(V)$ of $V$ to be the free Abelian group on $\mathscr{P}$; a divisor (or Weil divisor) is an element of $D(V)$. Corresponding to a rational function $f$ on $V$ and an element $W \in \mathscr{P}$, let $v_{W}(f)$ denote the order of zero of $f$ along $W$, or minus the order of the pole if $f$ has a pole along $W$. Write $\operatorname{div}(f)=\sum_{W \in \mathscr{P}} v_{W}(f) \cdot W$ for the divisor of $f$ on $V$ (or just $(f)$ ). For $W \in \mathscr{P}$, the local ring $\mathcal{O}_{W}$ of $W$ on $V$ is a DVR of the function field of $V$, and $v_{W}$ is the corresponding valuation. We say that two divisors $M, N \in D(V)$ are linearly equivalent if their difference $M-N$ is the divisor of a function, and write $M \sim N$. The quotient group of $D(V)$ by $\sim$, that is the quotient by the subgroup of divisors of functions, is the divisor class group of $V$ (up to linear equivalence), and we write $C(V)$ for this. (In addition to linear equivalence one also considers other equivalence relations with certain geometric significance (algebraic equivalence, numerical equivalence, ...), and divisor class groups, quotients of $D(V)$ by the corresponding subgroups.)

A divisor $M$ on $V$ is said to be a Cartier divisor if it is the divisor of a function in a neighbourhood of every point of $V$. From a Cartier divisor one constructs a line bundle over $V$, and two Cartier divisors give rise to isomorphic line bundles if and only if they are linearly equivalent. Cartier divisors form a subgroup of $D(V)$, and their class group up to linear equivalence is written $\operatorname{Pic}(V)$; this can also be considered as the group of isomorphism classes of line bundles over $V$ (with group law defined by tensor product). If $V$ is smooth then (by Theorem 3) there is no distinction between Cartier and Weil divisors, and $C(V)=\operatorname{Pic}(V)$.
The reader familiar with algebraic geometry will know that the divisor class group and Picard group of a Krull ring are an exact translation of the corresponding notions in algebraic geometry. If $V$ is an affine variety, with coordinate ring $k[V]=A$ then $C(V)=C(A)$ and $\operatorname{Pic}(V)=\operatorname{Pic}(A)$. In
this case, to say that $A$ is a UFD expresses the fact that every codimension 1 subvariety of $V$ can be defined as the intersection of $V$ with a hypersurface. If $V \subset \mathbb{P}^{n}$ is a projective algebraic variety, defined by a prime ideal $I \subset k\left[X_{0}, \ldots, X_{n}\right]$, and we set $A=k[X] / I=k\left[\xi_{0}, \ldots, \xi_{n}\right]$ (with $\xi_{i}$ the class of $X_{i}$ ) then $A$ is the so-called homogeneous coordinate ring of $V$. If $A$ is integrally closed we say that $V$ is projectively normal (also arithmetically normal). This condition is stronger than saying that $V$ is normal (the local ring of any point of $V$ is normal). If $A$ is a UFD then every codimension 1 subvariety of $V$ can be given as the intersection in $\mathbb{P}^{n}$ of $V$ with a hypersurface. Let $\mathfrak{m}=\left(\xi_{0}, \ldots, \xi_{n}\right)$ be the homogeneous maximal ideal of $A$, and write $R=A_{\mathrm{m}}$ for the localisation. The above statement holds if we just assume that $R$ is a UFD; see Ex. 20.6. All the information about $V$ is contained in the local ring $R$.

Thus $C(A), \operatorname{Pic}(A)$ and the UFD condition are notions with important geometrical meaning, and methods of algebraic geometry can also be used in their study. For example, in this way Grothendieck [G5] was able to prove the following theorem conjectured by Samuel: let $R$ be a regular local ring, $P$ a prime ideal generated by an $R$-sequence, and set $A=R / P$; if $A_{\mathfrak{p}}$ is a UFD for every $\mathfrak{p} \in \operatorname{Spec} A$ with ht $\mathfrak{p} \leqslant 3$ then $A$ is a UFD.

We do not have the space to discuss $C(A)$ and $\operatorname{Pic}(A)$ in detail, and we just mention the following two theorems as examples:
(1) If $A$ is a Krull ring then $C(A) \simeq C(A[X])$.

This generalises the well-known theorem (see Ex. 20.2) that if $A$ is a UFD then so is $A[X]$.
(2) If $A$ is a regular ring then $C(A) \simeq C(A \llbracket X \rrbracket)$.

This generalises Theorem 8.
Finally we give an example. Let $k$ be a field of characteristic 0 , and set $A=k[X, Y, Z] /\left(Z^{n}-X Y\right)=k[x, y, z]$ for some $n>1$. Then $A /(z, x) \simeq$ $k[X, Y, Z] /(X, Z) \simeq k[Y]$, so that $\mathfrak{p}=(x, z)$ is a height 1 prime ideal of $A$. In $D(A)$ we have $n \mathfrak{p}=\operatorname{div}(x)$, and it can be proved that $C(A) \simeq \mathbb{Z} / n \mathbb{Z}$ (see [S2], p. 58). The relation $x y=z^{n}$ shows that $A$ is not a UFD.
For those wishing to know more about UFDs, consult [K], [S2] and [F].

Exercises to §20. Prove the following propositions.
20.1. (Gauss' lemma) Let $A$ be a UFD, and $f(X)=a_{0}+a_{1} X+\cdots+a_{n} X^{n}$ $\in A[X]$; say that $f$ is primitive if the g.c.d. of the coefficients $a_{0}, \ldots, a_{n}$ is 1 . Then if $f(X)$ and $g(X)$ are primitive, so is $f(X) g(X)$.
20.2. If $A$ is a UFD so is $A[X]$ (use the previous question).
20.3. If $A$ is a UFD and $\mathfrak{q}_{1}, \ldots, \mathfrak{q}_{r}$ are height 1 primary ideals then $\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{r}$ is a principal ideal.
20.4. Let $A$ be a Zariski ring (see $\S 8$ ) and $\hat{A}$ the completion of $A$. Then if $\hat{A}$ is a UFD so is $A$ (there are counter-examples to the converse).
20.5. Let $A$ be an integral domain. We say that $A$ is locally $U F D$ if $A_{\mathrm{m}}$ is a UFD for every maximal ideal m . If $A$ is a semilocal integral domain and $A$ is locally UFD, then $A$ is a UFD.
20.6. Let $R=\oplus_{n \geqslant 0} R_{n}$ be a graded ring, and suppose that $R_{0}$ is a field. Set $\mathrm{m}=\oplus_{n>0} R_{n}$. If $I$ is homogeneous ideal of $R$ such that $I R_{\mathrm{m}}$ is principal then there is a homogeneous element $f \in I$ such that $I=f R$.

## 21 Complete intersection rings

Let ( $A, \mathrm{~m}, k$ ) be a Noetherian local ring; we choose a minimal basis $x_{1}, \ldots, x_{n}$ of $m$, where $n=\operatorname{emb} \operatorname{dim} A$ is the embedding dimension of $A$ (see $\S 14)$. Set $E .=K_{x .1 \ldots n}$ for the Koszul complex. The complex $E$. is determined by $A$ up to isomorphism. Indeed, if $x_{1}^{\prime}, \ldots, x_{n}^{\prime}$ is another minimal basis of $m$ then by Theorem 2.3, there is an invertible $n \times n$ matrix $\left(a_{i j}\right)$ over $A$ such that $x_{i}^{\prime}=\sum a_{i j} x_{j}$. It is proved in Appendix C that $K_{x, 1 \ldots n}$ can be thought of as the exterior algebra $\wedge\left(A e_{1}+\cdots+A e_{n}\right)$ with differential defined by $\mathrm{d}\left(e_{i}\right)=x_{i}$. Similarly,

$$
K_{x^{\prime}, 1 \ldots n}=\wedge\left(A e_{1}^{\prime}+\cdots+A e_{n}^{\prime}\right) \quad \text { with } \quad \mathrm{d}\left(e_{i}^{\prime}\right)=x_{i}^{\prime}
$$

Now $f\left(c_{i}^{\prime}\right)=\sum a_{i j} c_{j}$ defines an isomorphism from the free $A$-module $A e_{1}^{\prime}+\cdots+A e_{n}^{\prime}$ to $A e_{1}+\cdots+A e_{n}$, which extends to an isomorphism $f$ of the exterior algebra; $f$ commutes with the differential d , since for a generator $e_{i}^{\prime}$ of $\wedge\left(A e_{1}^{\prime}+\cdots+A e_{n}^{\prime}\right)$ we have $\mathrm{d} f\left(e_{i}^{\prime}\right)-\sum a_{i j} x_{j}-x_{i}^{\prime}=f \mathrm{~d}\left(e_{i}^{\prime}\right)$. Therefore $f: K_{x^{\prime}, 1 \ldots n} \xrightarrow{\sim} K_{x, 1 \ldots n}$ is an isomorphism of complexes.
Since $\mathrm{m} H_{p}(E)=0$ by Theorem 16.4, $H_{p}(E$.$) is a vector space over$ $k=A / \mathfrak{m}$. Set

$$
\varepsilon_{p}=\operatorname{dim}_{k} H_{p}(E .) \text { for } p=0,1,2, \ldots ;
$$

then these are invariants of the local ring $A$. In view of $H_{0}\left(E_{.}\right)=A /(\underline{x})=$ $A / \mathfrak{m}=k$, we have $\varepsilon_{0}=1$. In this section we are concerned with $\varepsilon_{1}$. If $A$ is regular then $x_{1}, \ldots, x_{n}$ is an $A$-sequence, so that $\varepsilon_{1}=\cdots=\varepsilon_{n}=0$, and conversely by Theorem $16.5, \varepsilon_{1}=0$ implies that $A$ is regular.

Let us consider the case when $A$ can be expressed as a quotient of a regular local ring $R$; let $A=R / \mathfrak{a}$, and write $\mathfrak{n}$ for the maximal ideal of $R$. If $\mathfrak{a} \notin \mathfrak{n}^{2}$, we can take $x \in \mathfrak{a}-\mathfrak{n}^{2}$; then $R^{\prime}=R / x R$ is again a regular local ring, and $A=R^{\prime} / \mathfrak{a}^{\prime}$, so that we can write $A$ as a quotient of a ring $R^{\prime}$ of dimension smaller than $R$. In this way we see that there exist an expression $A=R /$ a of $A$ as a quotient of a regular local ring $(R, \mathfrak{n})$ with $\mathfrak{a} \subset \mathfrak{n}^{2}$. Then we have $\mathfrak{m}=\mathfrak{n} / \mathfrak{a}$ and $\mathfrak{m} / \mathfrak{m}^{2}=\mathfrak{n} /\left(\mathfrak{a}+\mathfrak{n}^{2}\right)=\mathfrak{n} / \mathfrak{n}^{2}$, so that $\operatorname{dim} R=n=\mathrm{emb} \operatorname{dim} A$. Conversely, equality here implies that $\mathfrak{a} \subset \mathfrak{n}^{2}$.
Let $(R, \mathfrak{n})$ be a regular local ring and $A=R / \mathfrak{a}$ with $\mathfrak{a} \subset \mathfrak{n}^{2}$; choose a
regular system of parameters (that is a minimal basis of $n$ ) $\xi_{1}, \ldots, \xi_{n}$. Then the images $x_{i}$ of $\xi_{i}$ in $A$ form a minimal basis $x_{1}, \ldots, x_{n}$ of m . Let

$$
K_{\xi, 1 \ldots n}: 0 \rightarrow L_{n} \longrightarrow L_{n-1} \longrightarrow \cdots \longrightarrow L_{1} \longrightarrow L_{0} \rightarrow 0
$$

be the Koszul complex of $R$ and $\xi$. By Theorem 16.5, we know that this becomes exact on adding $\cdots \rightarrow L_{0} \longrightarrow k \rightarrow 0$ to the right-hand end, so that $K_{\xi, 1 \ldots n}$ is a projective ressolution of $k$ as an $R$-module. Taking the tensor product with $A=R / \mathrm{a}$, we get the complex $E .=K_{x, 1 \ldots n}$ of $A$-modules. Thus we have

$$
H_{p}(E .)=H_{p}\left(K_{\xi, 1 \ldots n} \otimes_{R} A\right)=\operatorname{Tor}_{p}^{R}(k, A) \text { for all } p \geqslant 0 .
$$

However, from the exact sequence of $R$-modules $0 \rightarrow \mathfrak{a} \longrightarrow R \longrightarrow A \rightarrow 0$ we get the long exact sequence

$$
\begin{aligned}
0= & \operatorname{Tor}_{1}^{R}(k, R) \longrightarrow \operatorname{Tor}_{1}^{R}(k l, A) \longrightarrow k \otimes_{R} \mathfrak{a} \longrightarrow k \otimes_{R} R \\
& \longrightarrow k \otimes_{R} A \rightarrow 0 ;
\end{aligned}
$$

at the right-hand end we have $k \otimes R \xrightarrow{\sim} k \otimes A=k$, so that

$$
\operatorname{Tor}_{1}^{R}(k, A) \simeq k \otimes_{\mathbb{R}} \mathfrak{a}=\mathfrak{a} / \mathfrak{n a} .
$$

Quite generally, we write $\mu(M)$ for the minimum number of generators of an $R$-module $M$. Then we see that

$$
\mu(a)=\operatorname{dim}_{k} H_{1}\left(E_{.}\right)=\varepsilon_{1}(A) .
$$

Theorem 21.1. Let $(A, \mathrm{~m}, k)$ be a Noetherian local ring, and $\hat{A}$ its completion.
(i) $\varepsilon_{p}(A)=\varepsilon_{p}(\hat{A})$ for all $p \geqslant 0$.
(ii) $\varepsilon_{1}(A) \geqslant \mathrm{emb} \operatorname{dim} A-\operatorname{dim} A$.
(iii) If $R$ is a regular local ring, $a$ an ideal of $R$ and $A \simeq R / a$ a then

$$
\mu(\mathfrak{a})=\operatorname{dim} R-\mathrm{emb} \operatorname{dim} A+\varepsilon_{1}(A) .
$$

Proof. (i) is clear from the fact that a minimal basis of $\mathfrak{m}$ is a minimal basis of $\mathfrak{m} \hat{A}$, so that applying $\otimes_{A} \hat{A}$ to the complex $E$. made from $A$ gives that made from $\hat{A}$. Then since $\hat{A}$ is $A$-flat, $H_{p}(E.) \otimes \hat{A}=H_{p}(E . \otimes \hat{A})$, and $\mathfrak{m} H_{p}(E)=$.0 gives $H_{p}(E.) \otimes \hat{A}=H_{p}(E$. $)$.
(ii) If $A$ is a quotient of a regular local ring, then as we have seen above, there exists a regular ring $(R, \mathfrak{n})$ such that $A=R / \mathfrak{a}$ with $\mathfrak{a} \subset \mathfrak{n}^{2}$, so that $\varepsilon_{1}(A)=\mu(\mathfrak{a}) \geqslant \mathrm{ht} \mathfrak{a}=\operatorname{dim} R-\operatorname{dim} A=\mathrm{emb} \operatorname{dim} A-\operatorname{dim} A, \quad$ where the equality for ht a comes from Theorem 17.4, (i). Now $A$ itself is not necessarily a quotient of a regular local ring, but we will prove later (see §29) that $\hat{A}$ always is, and we admit this in the section. Having said this, the two sides of (ii) are unaltered on replacing $A$ by $\hat{A}$, and the inequality holds for $\hat{A}$.
(iii) Set $\mathfrak{n}=\operatorname{rad}(R)$. If $\mathfrak{a} \subset \mathfrak{n}^{2}$ then, as we have seen above, $\mu(\mathfrak{a})=\varepsilon_{1}(A)$, and $\operatorname{dim} R=\operatorname{emb} \operatorname{dim} A$, so that we are done. If $\mathfrak{a} \neq \mathfrak{n}^{2}$, take $x \in \mathfrak{a}-\mathfrak{n}^{2}$;
when we pass to $R / x R$ and $\mathfrak{a} / x R$, each of $\operatorname{dim} R$ and $\mu(\mathfrak{a})$ decreases by 1 , so that induction completes the proof.
Definition. A Noetherian local ring $A$ is a complete intersection ring (abbreviated to c.i. ring) if $\varepsilon_{1}(A)=\mathrm{emb} \operatorname{dim} A-\operatorname{dim} A$.

Theorem 21.2. Let $A$ be a Noetherian local ring.
(i) $A$ is c.i. $\Leftrightarrow \hat{A}$ is $\varepsilon$.i.
(ii) Let $A$ be a c.i. ring and $R$ a regular local ring such that $A=R /$ a; then $\mathfrak{a}$ is generated by an $R$-sequence. Conversely, if $\mathfrak{a}$ is an ideal generated by an $R$-sequence then $R / \mathrm{a}$ is a c.i. ring.
(iii) A necessary and sufficient condition for $A$ to be a ci. ring is that the completion $\hat{A}$ should be a quotient of a complete regular local ring R by an ideal generated by an $R$-sequence.
Proof. (i) is obvious.
(ii) By Theorem 1, (iii), $\mu(\mathfrak{a})=\operatorname{dim} R-\mathrm{emb} \operatorname{dim} A+\varepsilon_{1}(A)$, and by Theorem 17.4, (i), ht $\mathfrak{a}=\operatorname{dim} R-\operatorname{dim} A$, so that $A$ is a c.i. ring is equivalent to ht $a-\mu(a)$. But by Theorem 17.4, (iii), this is equivalent to $a$ being generated by an $R$-sequence.
(iii) The sufficiency is clear from (i) and (ii). Necessity follows from the fact that $\hat{A}$ is a quotient of a completc regular local ring (see $\S 29$ ), together with (i) and (ii).

Theorem 21.3. A c.i. ring is Gorenstein.
Proof. If $A$ is c.i. then so is $\hat{A}$, and if $\hat{A}$ is Gorenstein then so is $A$, so that we can assume that $A$ is complete. Then we can write $A=R / a$, where $R$ is A regular local ring and $\mathfrak{a}$ is an ideal generated by a regular sequence. Since $R$ is Gorenstein, $A$ is also by Ex. 18.1.

Thus we have the following chain of implications for Noetherian local angs:

$$
\text { regular } \Rightarrow \text { c.i. } \Rightarrow \text { Gorenstein } \Rightarrow \mathrm{CM} .
$$

Let $A$ be a c.i. ring, and $\mathfrak{p}$ a prime ideal of $A$. If $A$ is of the form $1=R /\left(x_{1}, \ldots, x_{r}\right)$, where $R$ is regular and $x_{1}, \ldots, x_{r}$ is an $R$-sequence, then ince $A_{\mathrm{p}}$ can be written $A_{\mathrm{p}}=R_{P} /\left(x_{1}, \ldots, x_{r}\right)$, where $R_{P}$ is regular and $h_{1}, \ldots, x_{r}$ is an $R_{P}$-sequence, it follows that $A_{\mathrm{p}}$ is again a c.i. ring. The uestion of deciding whether $A_{\mathfrak{p}}$ is still a c.i. ring even if $A$ is not a quotient a regular local ring remained unsolved for some time, but was answered firmatively by Avramov [1], making use of Andre's homology theory An 1,2]. This theory defines homology and cohomology groups ${ }_{n}(A, B, M)$ and $H^{n}(A, B, M)$ for $n \geqslant 0$ associated with a ring $A$, an $A$-algebra and a $B$-module $M$. The definition is complicated, but in any case these $B$-modules having various nice functorial properties. If $A$ is a

Noetherian local ring with residue field $k$ then
$A$ is regular $\Leftrightarrow H_{2}(A, k, k)=0$,
and
$A$ is c.i. $\Leftrightarrow H_{3}(A, k, k)=0$;
for $n \geqslant 3$ the statements $H_{3}(A, k, k)=0$ and $H_{n}(A, k, k)=0$ are equivalent. Thus André homology is particularly relevant to the study of regular and c.i. rings.

Exercises to §21. Prove the following propositions.
21.1. Let $R$ be a regular ring, $I$ an ideal of $R$, and let $A=R / I$; then the subset $\left\{p \in \operatorname{Spec} A \mid A_{p}\right.$ is c.i. $\}$ is open is $\operatorname{Spec} A$ (use Theorem 19.9).
21.2. Let $A$ be a Noetherian local ring with emb $\operatorname{dim} A=\operatorname{dim} A+1 ;$ if $A$ is CM then it is c.i.
21.3. Let $k$ be a field, and set $A=k \llbracket X, Y, Z \rrbracket /\left(X^{2}-Y^{2}, Y^{2}-Z^{2}, X Y, Y Z, Z X\right)$; then $A$ is Gorenstein but not c.i.

## 8

## Flatness revisited

The main theme of this chapter is flatness over Noetherian rings. In $\$ 22$ we prove a number of theorems known as the 'local flatness criterion' (the main result is Theorem 22.3). Together with Theorem 23.1 in the following section, this is extremely useful in applications.
In $\S 23$ we consider a flat morphism $A \longrightarrow B$ of Noetherian local rings, and investigate the remarkable relationships holding between $A, B$ and the fibre ring $F=B / \mathrm{m}_{A} B$. Roughly speaking, good properties of $B$ are usually inherited by $A$, and sometimes by $F$. Conversely, in order for $B$ to inherit good properties of $A$ one also requires $F$ to be good.
In $\S 24$ we discuss the so-called generic freeness theorem in the improved form due to Hochster and Roberts (Theorem 24.1), and investigate, following the ideas of Nagata, the openness of loci of points at which various properties hold, arising out of Theorem 24.3, which states that the set of points of flatness is open.

## 22 The local flatness criterion

Theorem 22.1. Let $A$ be a ring, $B$ a Noetherian $A$-algebra, $M$ a finite $B$ module, and $J$ an ideal of $B$ contained in $\operatorname{rad}(B)$; set $M_{n}=M / J^{n+1} M$ for $n \geqslant 0$. If $M_{n}$ is flat over $A$ for every $n \geqslant 0$, then $M$ is also flat over $A$.
Proof. According to Theorem 7.7, we need only show that for a finitely generated ideal $I$ of $A$, the standard map $u: I \otimes_{A} M \longrightarrow M$ is injective. Set $l \otimes M=M^{\prime}$; then $M^{\prime}$ is also a finite $B$-module, and hence is separated for the $J$-adic topology. Let $x \in \operatorname{Ker}(u)$; we prove that $x \in \bigcap J^{n} M^{\prime}=0$. For any $n \geqslant 0, \quad M_{n}^{\prime}=M^{\prime} / J^{n+1} M^{\prime}=\left(I \otimes_{A} M\right) \otimes_{B} B / J^{n+1}=I \otimes_{A} M_{n}$, and the induced map $M_{n}^{\prime} \longrightarrow M_{n}$ is injective, by the assumption that $M_{n}$ is flat. Then we deduce that $x \in J^{n+1} M^{\prime}$ from the commutative diagram


Theorem 22.2. Let $A$ be a ring, $B$ a Noetherian $A$-algebra, and $M$
a finite $B$-module; suppose that $b$ is an $M$-regular element of $\operatorname{rad}(B)$. Then if $M / b M$ is flat over $A$, so is $M$.
Proof. For each $i>0$ the sequence $0 \rightarrow M / b^{i} M \xrightarrow{b} M / b^{i+1} M \longrightarrow$ $M / b M \rightarrow 0$ is exact, so that by Theorem 7.9 and an induction on $i$, every $M / b^{i} M$ is flat over $A$. Thus we can just apply the previous theorem.

Definition. Let $A$ be a ring and $I$ an ideal of $A$; an $A$-module $M$ is said to be I-adically ideal-separated if $a \otimes M$ is separated for the $I$-adic topology for every finitely generated ideal $n$ of $A$.

For example, if $B$ is a Noetherian $A$-algebra and $I B \subset \operatorname{rad}(B)$ then a finite $B$-module $M$ is $I$-adically ideal-separated as an $A$-module.

Let $A$ be a ring, $I$ an ideal of $A$ and $M$ an $A$-module. Set $A_{n}=A / I^{n+1}$, $M_{n}=M / I^{n+1} M$ for $n \geqslant 0$ and $\operatorname{gr}(A)=\bigoplus_{n \geqslant 0} I^{I} / I^{n+1}, \quad \operatorname{gr}(M)=$ $\oplus_{n \geqslant 0} I^{n} M / I^{n+1} M$. There exist standard maps

$$
\gamma_{n}:\left(I^{n} / I^{n+1}\right) \otimes_{A_{0}} M_{0} \longrightarrow I^{n} M / I^{n+1} M \quad \text { for } n \geqslant 0,
$$

and we can put together the $\gamma_{n}$ into a morphism of $\operatorname{gr}(A)$-modules

$$
\gamma: \operatorname{gr}(A) \otimes_{A_{0}} M_{0} \longrightarrow \operatorname{gr}(M) .
$$

Theorem 22.3. In the above notation, suppose that one of the following two conditions is satisfied:
( $\alpha$ ) $I$ is a nilpotent ideal;
or $(\beta) A$ is a Noetherian ring and $M$ is $I$-adically ideal-separated. Then the following conditions are equivalent.
(1) $M$ is flat over $A$;
(2) $\operatorname{Tor}_{1}^{A}(N, M)=0$ for every $A_{0}$-module $N$;
(3) $M_{0}$ is flat over $A_{0}$ and $I \otimes_{A} M=I M$;
(3') $M_{0}$ is flat over $A_{0}$ and $\operatorname{Tor}_{1}^{A}\left(A_{0}, M\right)=0$;
(4) $M_{0}$ is flat over $A_{0}$ and $\gamma_{n}$ is an isomorphism for every $n \geqslant 0$;
(4) $M_{0}$ is flat over $A_{0}$ and $\gamma$ is an isomorphism;
(5) $M_{n}$ is flat over $A_{n}$ for every $n \geqslant 0$.

In fact, the implications $(1) \Rightarrow(2) \Leftrightarrow(3) \Leftrightarrow\left(3^{\prime}\right) \Rightarrow(4) \Rightarrow(5)$ hold without any assumption on $M$.
Proof. First of all, let $M$ be arbitrary.
$(1) \Rightarrow(2)$ is trivial.
(2) $\Rightarrow$ (3) If $N$ is an $A_{0}$-module then we have

$$
N \otimes_{A} M=\left(N \otimes_{A_{0}} A_{0}\right) \otimes_{A} M=N \otimes_{A_{0}} M_{0}
$$

and hence for an exact sequence $0 \rightarrow N_{1} \longrightarrow N_{2} \longrightarrow N_{3} \rightarrow 0$ of $A_{0}$ modules we get an exact sequence

$$
\begin{aligned}
0= & \operatorname{Tor}_{1}^{A}\left(N_{3}, M\right) \longrightarrow N_{1} \otimes_{A_{0}} M_{0} \longrightarrow N_{2} \otimes_{A_{0}} M_{0} \longrightarrow \\
& N_{3} \otimes_{A_{0}} M_{0} \rightarrow 0 ;
\end{aligned}
$$

therefore $M_{0}$ is flat over $A_{0}$. Also, from the exact sequence $0 \rightarrow I \rightarrow$ $A \rightarrow A_{0} \rightarrow 0$ we get an exact sequence

$$
0=\operatorname{Tor}_{1}^{A}\left(A_{0}, M\right) \longrightarrow I \otimes M \longrightarrow M \longrightarrow M_{0} \rightarrow 0,
$$

so that $I \otimes M=I M$.
(3) $\Leftrightarrow\left(3^{\prime}\right)$ is easy.
$\left(3^{\prime}\right) \Rightarrow(2)$ If $N$ is an $A_{0}$-module, we can choose an exact sequence of $A_{0}$-modules $0 \rightarrow R \longrightarrow F_{0} \rightarrow N \rightarrow 0$ with $F_{0}$ a free $A_{0}$-module. From this we get the exact sequence

$$
\operatorname{Tor}_{1}^{A}\left(F_{0}, M\right)=0 \longrightarrow \operatorname{Tor}_{1}^{A}(N, M) \longrightarrow R \otimes_{A_{0}} M_{0} \longrightarrow F_{0} \otimes_{A_{0}} M_{0}
$$

and since $M_{0}$ is flat over $A_{0}$ the final arrow is injective, so that $\operatorname{Tor}_{1}^{A}(N, M)=0$.
(3) $\Rightarrow$ (4) By (2) we have $\operatorname{Tor}_{1}^{A}\left(I / I^{2}, M\right)=0$, so that from $0 \rightarrow I^{2} \longrightarrow$ $I \rightarrow I / I^{2} \rightarrow 0$, the sequence $0 \rightarrow I^{2} \otimes M \longrightarrow I \otimes M \longrightarrow\left(I / I^{2}\right) \otimes M \rightarrow 0$ is exact. From $I \otimes M=I M$ we get $I^{2} \otimes M=I^{2} M$ and $\left(I / I^{2}\right) \otimes M \simeq$ $I M / I^{2} M$. Proceeding similarly, from $0 \rightarrow I^{n+1} \longrightarrow I^{n} \longrightarrow I^{n} / I^{n+1} \rightarrow 0$ we get by induction $I^{n+1} \otimes M=I^{n+1} M$ and $\left(I^{n} / I^{n+1}\right) \otimes M \simeq I^{n} M / I^{n+1} M$. (4') is just a restatement of (4).
(4) $\Rightarrow$ (5) We fix an $n>0$ and prove that $M_{n}$ is flat over $A_{n}$. For $i \leqslant n$ we have a commutative diagram

$$
\begin{array}{ccc}
\left(I^{i+1} / I^{n+1}\right) \otimes M & \longrightarrow\left(I^{i+1} / I^{n}\right) \otimes M \longrightarrow\left(I^{i} / I^{i+1}\right) \otimes M \rightarrow 0 \\
\alpha_{i+1} \downarrow & \alpha_{i} \downarrow & \gamma_{i} \downarrow \\
0 \rightarrow I^{i+1} / M_{n}=I^{i+1} M / I^{n+1} M & \longrightarrow I^{i} / M_{n}=I^{i} / I^{n+1} M & I^{i} M / I^{i+1} M \rightarrow 0
\end{array}
$$

with exact rows. By assumption $\gamma_{i}$ is an isomorphism, and since $\alpha_{n+1}$ is an isomorphism (from 0 to 0 ), by downwards induction on $i$ we see that $\alpha_{n}$, $\alpha_{n-1}, \ldots, \alpha_{1}$ are isomorphisms. In particular,

$$
\alpha_{1}:\left(I / I^{n+1}\right) \otimes_{A} M=I A_{n} \otimes_{A_{n}} M_{n} \xrightarrow{\sim} I M_{n},
$$

so that the conditions in (3) are satisfied by $A_{n}, M_{n}$ and $I / I^{n+1}$. Therefore by (2) $\Leftrightarrow(3)$, we have $\operatorname{Tor}_{1}^{A_{n}}\left(N, M_{n}\right)=0$ for every $A_{0}$-module $N$. Now if $N$ is an $A_{i}$-module then $I N$ and $N / I N$ are both $A_{i-1}$-modules, and $0 \rightarrow I N \longrightarrow N \longrightarrow N / I N \rightarrow 0$ is exact, so that by induction on $i$ we get finally that $\operatorname{Tor}_{1}^{A_{n}}\left(N, M_{n}\right)=0$ for all $A_{n}$-modules $N$. Therefore $M_{n}$ is a flat $A_{n}$ module.

Next, assuming either $(\alpha)$ or $(\beta)$ we prove $(5) \Rightarrow(1)$. In case $(\alpha)$ we have $A=A_{n}$ and $M=M_{n}$ for large enough $n$, so that this is clear. In case $(\beta)$, by Theorem 7.7, it is enough to prove that the standard map $J: \mathfrak{a} \otimes M \longrightarrow M$ is injective for any ideal a of $A$. By hypothesis we have $\bigcap_{n} I^{n}(a \otimes M)=0$, so that we need only prove that $\operatorname{Ker}(j) \subset I^{n}(\mathfrak{a} \otimes M)$ for all $n>0$. For a fixed $n$, by the Artin-Rees lemma, $I^{k} \cap a \subset I^{n}$ a for sufficiently large $k>n$. We now consider the natural map

$$
\mathfrak{a} \otimes M \xrightarrow{f}\left(\mathfrak{a} / I^{k} \cap \mathfrak{a}\right) \otimes M \xrightarrow{g}\left(\mathfrak{a} / I^{n} \mathfrak{a}\right) \otimes M=(\mathfrak{a} \otimes M) / I^{n}(\mathfrak{a} \otimes M) .
$$

Since $M_{k-1}$ is flat over $A_{k-1}=A / I^{k}$, the map

$$
\left(\mathfrak{a} / I^{k} \cap \mathfrak{a}\right) \otimes_{A} M=\left(\mathfrak{a} / I^{k} \cap \mathfrak{a}\right) \otimes_{A_{k-1}} M_{k-1} \longrightarrow M_{k-1}
$$

is injective, so that from the commutative diagram

we get $\operatorname{Ker}(j) \subset \operatorname{Ker}(f) \subset \operatorname{Ker}(g f)=I^{n}(\mathfrak{a} \otimes M)$. This is what we needed to prove.

This theorem is particularly effective when $A$ is a Noetherian local ring and $I$ is the maximal ideal, since if $A_{0}$ is a field, $M_{0}$ is automatically flat over $A_{0}$ in (3)-(4'). Also, in this case, requiring $M_{n}$ to be flat over $A_{n}$ in (5) is the same as requiring it to be a free $A_{n}$-module, by Theorem 7.10.

We now discuss some applications of the above theorem.
Theorem 22.4. Let ( $A, m$ ) and ( $B, n$ ) be Noetherian local rings, $\hat{A}$ and $\hat{B}$ their respective completions, and $A \longrightarrow B$ a local homomorphism.
(i) For $M$ a finite $B$-module, set $\hat{M}=M \otimes_{B} \hat{B}$; then $M$ is flat over $A \Leftrightarrow \hat{M}$ is flat over $A \Leftrightarrow \hat{M}$ is a flat over $\hat{A}$.
(ii) Writing $M^{*}$ for the ( $\left.\mathrm{m} B\right)$-adic completion of $M$ we have $M$ is flat over $A \Leftrightarrow M^{*}$ is flat over $A \Leftrightarrow M^{*}$ is flat over $\hat{A}$.
Proof. (i) The first equivalence comes from the transitivity law for flatness, together with the fact that $\hat{B}$ is faithfully flat over $B$; the second, from the fact that both sides are equivalent to $\hat{M} / \mathrm{m}^{n} \hat{M}$ being flat over $A / \mathrm{m}^{n}$ for all $n>0$.
(ii) All three conditions are equivalent to $M / \mathrm{m}^{n} M$ being flat over $A / \mathrm{m}^{n}$ for all $n$.

Theorem 22.5. Let $(A, \mathfrak{m}, k)$ and ( $B, \mathfrak{n}, k^{\prime}$ ) be Noetherian local rings, $A \longrightarrow B$ a local homomorphism, and $u: M \longrightarrow N$ a morphism of finite $B$-modules. Then if $N$ is flat over $A$, the following two conditions are equivalent:
(1) $u$ is injective and $N / u(M)$ is flat over $A$;
(2) $\bar{u}: M \otimes_{A} k \longrightarrow N \otimes_{A} k$ is injective.

Proof. (1) $\Rightarrow$ (2) is easy, so we only give the proof of (2) $\Rightarrow$ (1). Suppose that $x \in M$ is such that $u(x)=0$; then $\bar{u}(\bar{x})=0$, so that $\bar{x}=0$, in other words, $x \in m M$. Now assuming $x \in \mathfrak{m}^{n} M$, we will deduce $x \in \mathfrak{m}^{n+1} M$. Let $\left\{a_{1}, \ldots, a_{r}\right\}$ be a minimal basis of the $A$-module $\mathrm{m}^{n}$, and write $x=\sum a_{i} y_{i}$ with $y_{i} \in M$; then $0=\sum a_{i} u\left(y_{i}\right)$. Since $N$ is flat over $A$, by Theorem 7.6 there exist $c_{i j} \in A$ and $z_{j} \in N$ such that

$$
\sum a_{i} c_{i j}=0 \quad \text { for all } j, \text { and } u\left(y_{i}\right)=\sum_{i} c_{i j} z_{j} \quad \text { for all } i .
$$

By choice of $a_{1}, \ldots, a_{r}$, all the $c_{i j} \in \mathfrak{m}$, and hence $u\left(y_{i}\right) \in \mathfrak{m} N$ and $\bar{u}\left(\bar{y}_{i}\right)=0$, so that $\bar{y}_{i}=0$, and $y_{i} \in \mathfrak{m} M$. Therefore $x \in \mathfrak{m}^{n+1} M$. We have proved that $x \in \bigcap_{n} m^{n} M=0$, and hence $u$ is injective. Now from $0 \rightarrow M \longrightarrow N \longrightarrow N / u(M) \rightarrow 0$ we get $\operatorname{Tor}_{1}^{A}(k, N / u(M))=0$, so that by Theorem 3, $N / u(M)$ is flat over $A$.

Corollary. Let $A, B$ and $A \longrightarrow B$ be as above, and $M$ a finite $B$-module; set $\bar{B}=B \otimes_{A} k=B / \mathrm{m} B$, and for $x_{1}, \ldots, x_{n} \in \mathfrak{n}$ write $\bar{x}_{i}$ for the images in $\bar{B}$ of $x_{i}$. Then the following conditions are equivalent:
(1) $x_{1}, \ldots x_{n}$ is an $M$-sequence and $M_{n}=M / \sum_{1}^{n} x_{i} M$ is flat over $A$;
(2) $\bar{x}_{1}, \ldots, \bar{x}_{n}$ is an $M \otimes k$-sequence and $M$ is flat over $A$.

Proof. (2) $\Rightarrow(1)$ follows at once from the theorem. For $(1) \Rightarrow(2)$ we must prove that $M_{i}=M /\left(x_{1} M+\cdots+x_{i} M\right)$ is flat for $i=1, \ldots, n$; but if $M_{i}$ is flat over $A$ then by Theorem 2, so is $M_{i-1}$.

Theorem 22.6. Let $A$ be a Noetherian ring, $B$ a Noetherian $A$-algebra, $M$ a finite $B$-module, and $b \in B$ a given element. Suppose that $M$ is flat over $A$ and that $b$ is $M /(P \cap A)$-regular for every maximal ideal $P$ of $B$; then $b$ is $M$-regular and $M / b M$ is flat over $A$.
Proof. Writc $K$ for the kernel of $M^{b}, M$; then $K=0 \Leftrightarrow K_{P}=0$ for all $P$. Hence $b$ is $M$-regular if and only if $b$ is $M_{P}$-regular for all $P$. Moreover, according to Theorem 7.1, $A$-flatness is also a local property in both $A$ and $B$, so that we can replace $B$ by $B_{P}$ (for a maximal ideal $P$ of $B$ ), $A$ by $A_{(P \cap A)}$ and $M$ by $M_{P}$, and this case reduces to Theorem 5.

Corollary. Let $A$ be a Noetherian ring, $B=A\left[X_{1}, \ldots, X_{n}\right]$ the polynomial ring over $A$, and let $f(X) \in B$. If the ideal of $A$ generated by the coefficients of $f$ contains 1 then $f$ is a non-zero-divisor of $B$, and $B / f B$ is flat over $A$. The same thing holds for the formal power series ring $B=A \llbracket X_{1}, \ldots, X_{n} \rrbracket$.
Proof. The polynomial ring is a free $A$-module, and therefore flat; the formal power series ring is flat by Ex. 7.4. Furthermore, for $\mathfrak{p \in S p e c} A$, if $B=$ $A\left[X_{1}, \ldots, X_{n}\right]$ then $B / \mathfrak{p} B=(A / p)\left[X_{1}, \ldots, X_{n}\right]$, and in the formal power series case we also have $B / \mathfrak{p} B=(A / p)\left[X_{1}, \ldots, X_{n}\right]$ since $\mathfrak{p}$ is finitely generated. In either case $B / p B$ is an integral domain, so that the assertion follows directly from the theorem.
Remark (Flatness of a graded module). Let $G$ be an Abelian group, $R=\bigoplus_{y \in G} R_{g}$ a $G$-graded ring and $M=\bigoplus_{g \in G} M_{g}$ a graded $R$-module, not necessarily finitely generated.
(1) The following three conditions are equivalent:
(a) $M$ is $R$-flat;
(b) If $\mathscr{S}: \cdots \longrightarrow N \longrightarrow N^{\prime} \longrightarrow N^{\prime \prime} \longrightarrow \cdots$ is an exact sequence of graded $R$-modules and $R$-linear maps preserving degrees, then $\mathscr{P} \otimes M$ is
(c) $\operatorname{Tor}_{1}^{R}(M, R / H)=0$ for every finitely generated homogeneous ideal $H$ of $R$. The proof is left to the reader as an exercise, or can be found in Herrmann and Orbanz [3]. Using this criterion one can adapt the proof of Theorem 3 to prove the following graded version.
(2) Let $I$ be a (not necessarily homogeneous) ideal of $R$. Suppose that
(i) for every finitely generated homogeneous ideal $H$ of $R$, the $R$-module $H \otimes_{R} M$ is $I$-adically separated;
(ii) $M_{0}=M / I M$ is $R / I-$-flat;
(iii) $\operatorname{Tor}_{1}^{R}(M, R / I)=0$.

Then $M$ is $R$-flat.
As an application one can prove the following:
(3) Let $A=\oplus_{n \geqslant 0} A_{n}$ and $B=\oplus_{n \geqslant 0} B_{n}$ be graded Noetherian rings. Assume that $A_{0}, B_{0}$ are local rings with maximal ideals $\mathfrak{m}, n$ and set $M=\mathfrak{m}+$ $A_{1}+A_{2}+\cdots, N=n+B_{1}+B_{2}+\cdots$; let $f: A \longrightarrow B$ be a ring homomorphism of degree 0 such that $f(\mathrm{~m}) \subset \mathrm{n}$. Then the following are equivalent:
(a) $B$ is $A$-flat;
(b) $B_{N}$ is $A$-flat;
(c) $B_{N}$ is $A_{M}$-flat.

Exercises to §22. Prove the following propositions.
22.1. (The Nagata flatness theorem, see [N1], p. 65). Let $(A, \mathrm{~m}, k)$ and $\left(B, \mathrm{n}, k^{\prime}\right)$ be Noetherian local rings, and suppose that $A \subset B$ and that $\mathfrak{m} B$ is an $\mathfrak{n}$ primary ideal. We say that the transition theorem holds between $A$ and $B$ if $l_{A}(A / \mathfrak{q}) \cdot l_{B}(B / \mathrm{m} B)=l_{B}(B / \mathrm{q} B)$ for every m -primary ideal q of $A$. This holds if and only if $B$ is flat over $A$.
22.2. Let $(A, \mathrm{~m})$ be a Noetherian local ring, and $k \subset A$ a subfield. If $x_{1}, \ldots, x_{n} \in \mathfrak{m}$ is an $A$-sequence then $x_{1}, \ldots, x_{n}$ are algebraically independent over $k$, and $A$ is flat over $C=k\left[x_{1}, \ldots, x_{n}\right]$ (Hartshorne [2]).
22.3. Let $(A, \mathrm{~m}, k)$ be a Noetherian local ring, $B$ a Noetherian $A$-algebra, and $M$ a finite $B$-module. Suppose that $\mathfrak{m} B \subset \operatorname{rad}(B)$. If $x \in \mathfrak{m}$ is both $A$-regular and $M$-regular, and if $M / x M$ is flat over $A / x A$ then $M$ is flat over $A$.
22.4. Let $A$ be a Noetherian ring and $B$ a flat Noetherian $A$-algebra; if $I$ and $J$ are ideals of $A$ and $B$ such that $I B \subset J$ then the $J$-adic completion of $B$ is flat over the $I$-adic completion of $A$.

## 23 Flatness and fibres

Let $(A, \mathfrak{m})$ and $(B, \mathfrak{n})$ be Noetherian local rings, and $\varphi: A \longrightarrow B$ a local homomorphism. We set $F=B \otimes_{A} k(\mathrm{~min})=B / \mathrm{m} B$ for the fibre ring of $\varphi$ over m . If $B$ is flat over $A$ then according to Theorem 15.1, we have
(*) $\operatorname{dim} B=\operatorname{dim} A+\operatorname{dim} F$.

As the following shows, under certain conditions the converse holds.
Theorem 23.1. Let $A, B$ and $F$ be as above. If $A$ is a regular local ring, $B$ is Cohen-Macaulay, and $\operatorname{dim} B=\operatorname{dim} A+\operatorname{dim} F$ then $B$ is flat over $A$.
Proof. By induction on $\operatorname{dim} A$. If $\operatorname{dim} A=0$ then $A$ is a field, and we are done. If $\operatorname{dim} A>0$, take $x \in \mathfrak{m}-\mathrm{m}^{2}$ and set $A^{\prime}=A / x A$ and $B^{\prime}=B / x B$. By Theorem 15.1,

$$
\operatorname{dim} B^{\prime} \leqslant \operatorname{dim} A^{\prime}+\operatorname{dim} F=\operatorname{dim} A-1+\operatorname{dim} F=\operatorname{dim} B-1,
$$

and using a system of parameters of $B^{\prime}$ one sees that $\operatorname{dim} B^{\prime} \geqslant \operatorname{dim} B-1$, so that

$$
\operatorname{dim} B^{\prime}=\operatorname{dim} A^{\prime}+\operatorname{dim} F=\operatorname{dim} B-1 .
$$

One sees easily from this that $x$ is $B$-regular and $B^{\prime}$ is a CM ring. Hence by induction $B^{\prime}$ is flat over $A^{\prime}$. Thus $\operatorname{Tor}_{1}^{A^{\prime}}\left(A / \mathfrak{m}, B^{\prime}\right)=0$; moreover, $x$ is both $A$-regular and $B$-regular, so that $\operatorname{Tor}_{1}^{A^{\prime}}\left(A / \mathrm{m}, B^{\prime}\right)=\operatorname{Tor}_{1}^{A}(A / \mathrm{m}, B)$. Therefore by Theorem 22.3, $B$ is flat over $A$.

We give a translation of the above theorem into algebraic geometry for ease of application. (The language is that of modern algebraic geometry, see for example [Ha], Ch. 2.)

Corollary. Let $k$ be a field, $X$ and $Y$ irreducible algebraic $k$-schemes, and let $f: Y \longrightarrow X$ be a morphism. Set $\operatorname{dim} X=n, \operatorname{dim} Y=m$, and suppose that the following conditions hold: (1) $X$ is regular; (2) $Y$ is Cohen-Macaulay; (3) $f$ takes closed points of $Y$ into closed points of $X$ (this holds for example if $f$ is proper); (4) for every closed point $x \in X$ the fibre $f^{-1}(x)$ is ( $m-n$ )-dimensional (or empty). Then $f$ is flat.
Proof. Let $y \in Y$ be a closed point, and set $x=f(y), A=\mathcal{O}_{X . x}$ and $\boldsymbol{B}=\mathcal{O}_{Y, y}$. We have $\operatorname{dim} A=n, \operatorname{dim} B=m$, and since by Theorem 15.1 $\operatorname{dim} B / m_{x} B \geqslant m-n$, we get $\operatorname{dim} B / m_{x} B=m-n$ from (4). Therefore by the above theorem $B$ is flat over $A$, and this is what was required to prove.

Theorem 23.2. Let $\varphi: A \longrightarrow B$ be a homomorphism of Noetherian rings, and let $E$ be an $A$-module and $G$ a $B$-module. Suppose that $G$ is flat over $A$; then we have the following:
(i) if $\mathfrak{p} \in \operatorname{Spec} A$ and $G / p G \neq 0$ then

$$
{ }^{a} \varphi\left(\operatorname{Ass}_{B}(G / \mathfrak{p} G)\right)=\operatorname{Ass}_{A}(G / p G)=\{\mathfrak{p}\} ;
$$

(ii) $\operatorname{Ass}_{A}\left(E \otimes_{A} G\right)=\bigcup_{p \in \operatorname{Ass}_{A}(E)} \operatorname{Ass}_{B}(G / p G)$.

Proof. (i) $G / \mathfrak{p} G=G \otimes_{A}(A / \mathfrak{p})$ is flat over $A / \mathfrak{p}$, and $A / \mathfrak{p}$ is an integral domain, so that any non-zero element of $A / \mathfrak{p}$ is $G / \mathfrak{p} G$-regular (see Ex. 7.5.). In other words, the elements of $A-p$ are $G / p G$-regular. This gives Ass $_{A}(G / \mathfrak{p} G)=\{\mathfrak{p}\}$. Also, if $P \in \operatorname{Ass}_{B}(G / \mathfrak{p} G)$ then there exists $\xi \in G / \mathfrak{p} G$ such that $\operatorname{ann}_{B}(\xi)=P$, and then $P \cap A=\operatorname{ann}_{A}(\xi) \in \operatorname{Ass}_{A}(G / \mathfrak{p} G)=\{\mathfrak{p}\}$.
(ii) If $\mathfrak{p \in A s s} A_{A}(E)$ then there is an exact sequence of the form
$0 \rightarrow A / p \longrightarrow E$, and since $G$ is flat the sequence $0 \rightarrow G / p G \longrightarrow E \otimes G$ is also exact; thus

$$
\operatorname{Ass}_{\boldsymbol{B}}(G / p G) \subset \operatorname{Ass}_{\boldsymbol{B}}(E \otimes G) .
$$

Conversely, if $P \in A \operatorname{ss}(E \otimes G)$ then there is an $\eta \in E \otimes G$ such that $\operatorname{ann}_{B}(\eta)=P$. We write $\eta=\sum_{1}^{n} x_{i} \otimes y_{i}$ with $x_{i} \in E$ and $y_{i} \in G$, and set $E^{\prime}=\sum_{1}^{n} A x_{i}$; then by flatness of $G$, we can view $E^{\prime} \otimes G$ as a submodule $E^{\prime} \otimes G \subset E \otimes G$. Since $\eta \in E^{\prime} \otimes G$ we have $P \in \operatorname{Ass}_{\boldsymbol{B}}\left(E^{\prime} \otimes G\right)$. Now $E^{\prime}$ is a finite $A$-module, so that we can choose a shortest primary decomposition of 0 in $E^{\prime}$, say $0=Q_{1} \cap \cdots \cap Q_{r}$. Since $E^{\prime}$ can be embedded in $\oplus\left(E^{\prime} / Q_{i}\right)$, if we set $E_{i}^{\prime}=E^{\prime} / Q_{i}$ then

$$
\operatorname{Ass}_{B}\left(E^{\prime} \otimes G\right) \subset \bigcup_{i} \operatorname{Ass}_{B}\left(E_{i}^{\prime} \otimes G\right),
$$

and therefore $P \in \operatorname{Ass}_{B}\left(E_{i}^{\prime} \otimes G\right)$ for some $i$. This $E_{i}^{\prime}$ is a finite $A$-module having just one associated prime, say $\mathfrak{p}$. We have $p \in \operatorname{Ass}_{A}\left(E^{\prime}\right) \subset \operatorname{Ass}_{A}(E)$. For large enough $v$ we get $\mathfrak{p}^{v} E_{i}^{\prime}=0$, so that $\mathfrak{p}^{v}\left(E_{i}^{\prime} \otimes G\right)=0$, and thus $\mathfrak{p} \subset P \cap A$. Moreover, an element of $A-\mathfrak{p}$ is $E_{i}^{\prime}$-regular, and hence also $E_{i}^{\prime} \otimes G$-regular, so that finally $\mathfrak{p}=P \cap A$. Now choose a chain of submodules of $E_{i}^{\prime}$,

$$
E_{i}^{\prime}=E_{0} \supset E_{1} \supset \cdots \supset E_{r}=0
$$

such that $E_{j} / E_{j+1} \simeq A / \mathfrak{p}_{j}$ with $\mathfrak{p}_{j} \in \operatorname{Spec} A$. Then also

$$
E_{i}^{\prime} \otimes G \supset E_{1} \otimes G \supset \cdots \supset E_{r} \otimes G=0,
$$

with

$$
\left(E_{j} \otimes G\right) /\left(E_{j+1} \otimes G\right) \simeq\left(A / \mathfrak{p}_{j}\right) \otimes G=G / \mathfrak{p}_{j} G
$$

so that $\operatorname{Ass}_{B}\left(E_{i}^{\prime} \otimes G\right) \subset \bigcup_{j} \operatorname{Ass}_{B}\left(G / p_{j} G\right)$. Therefore $P \in \operatorname{Ass}_{B}\left(G / p_{j} G\right)$ for some $j$, but by (i), $P \cap A=\mathfrak{p}_{j}$, so that $\mathfrak{p}_{j}=\mathfrak{p}$ and $P \in \operatorname{Ass}_{B}(G / \mathfrak{p} G)$.

Theorem 23.3. Let $(A, \mathrm{~m}, k)$ and $\left(B, \mathrm{n}, k^{\prime}\right)$ be Noetherian local rings, and $\varphi: A \longrightarrow B$ a local homomorphism. Let $M$ be a finite $A$-module, $N$ a finite $B$-module, and assume that $N$ is flat over $A$. Then

$$
\operatorname{depth}_{B}\left(M \otimes_{A} N\right)=\operatorname{depth}_{A} M+\operatorname{depth}_{B}(N / \mathfrak{m} N) .
$$

Proof. Let $x_{1}, \ldots, x_{r} \in \mathfrak{m}$ be a maximal $M$-sequence, and $y_{1}, \ldots, y_{s} \in \mathbb{n}$ a maximal $N / \mathrm{m} N$-sequence. Writing $x_{i}^{\prime}$ for the images of $x_{i}$ in $B$, let us prove that $x_{1}^{\prime}, \ldots, x_{r}^{\prime}, y_{1}, \ldots, y_{s}$ is a maximal $M \otimes N$-sequence. Now $x_{1}^{\prime}, \ldots, x_{r}^{\prime}$ is an $M \otimes N$-sequence, and if we set $M_{r}=M / \sum x_{i} M$ then

$$
m \in \operatorname{Ass}_{A}\left(M_{r}\right), \quad \text { and } \quad(M \otimes N) / \sum_{i=1}^{r} x_{i}^{\prime}(M \otimes N)=M_{r} \otimes N
$$

Moreover, by the corollary of Theorem 22.5, $y_{1}$ is $N$-regular, and
$N_{1}=N / y_{1} N$ is flat over $A$, so that from the exact sequence $0 \rightarrow$ $N \xrightarrow{y_{1}} N \longrightarrow N_{1} \rightarrow 0$ we get the exact sequence $0 \rightarrow M_{r} \otimes N \longrightarrow M_{r} \otimes N$ $\longrightarrow M_{r} \otimes N_{1} \rightarrow 0$. Proceeding in the same way we see that $y_{1}, \ldots, y_{s}$ is an $M_{r} \otimes N$-sequence. After this we need only prove that the $B$-module.

$$
(M \otimes N) /\left(\sum x_{i}^{\prime}(M \otimes N)+\sum y_{j}(M \otimes N)\right)=M_{r} \otimes N_{s}
$$

has depth 0 , that is $n \in \operatorname{Ass}_{B}\left(M_{r} \otimes N_{s}\right)$; however, $m \in \operatorname{Ass}_{A}\left(M_{r}\right)$ and $\mathfrak{n} \in \operatorname{Ass}_{B}\left(N_{s} / m N_{s}\right)$, so that this follows at once from the previous theorem.

Corollary. Let $A \longrightarrow B$ be a local homomorphism of Noetherian rings as in the theorem, and set $F=B / \mathrm{m} B$. Assume that $B$ is flat over $A$. Then
(i) depth $B=\operatorname{depth} A+\operatorname{depth} F$;
(ii) $B$ is $\mathrm{CM} \Leftrightarrow A$ and $F$ are both CM .

Proof. (i) is the case $M=A, N=B$ of the theorem. From (i) and ( ${ }^{*}$ ) we have
$\operatorname{dim} B-\operatorname{depth} B=(\operatorname{dim} A-\operatorname{depth} A)+(\operatorname{dim} F-\operatorname{depth} F)$
and in view of $\operatorname{dim} A \geqslant \operatorname{depth} A$ and $\operatorname{dim} F \geqslant \operatorname{depth} F$, (ii) is clear.
Theorem 23.4. Let $A \longrightarrow B$ be a local homomorphism of Noetherian local rings, set $\mathfrak{m}=\operatorname{rad}(A)$ and $F=B / \mathfrak{m} B$. We assume that $B$ is flat over $A$; then
$B$ is Gorenstein $\Leftrightarrow A$ and $F$ are both Gorenstein.
Proof (K. Watanabe [1]). By the corollary just proved, we can assume that $A, B$ and $F$ are CM. Set $\operatorname{dim} A=r$ and $\operatorname{dim} F=s$, and let $\left\{x_{1}, \ldots, x_{r}\right\}$ be a system of parameters of $A$, and $\left\{y_{1}, \ldots, y_{s}\right\}$ a subset of $B$ which reduces to a system of parameters of $F$ modulo $m B$. Then as we have seen in the proof of Theorem $3,\left\{x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{s}\right\}$ is a $B$-sequence, and therefore a system of parameters of $B$, and $\bar{B}=B /(\underline{x}, \underline{y}) B$ is flat over $\bar{A}=A /(\underline{x}) A$. Thus replacing $A$ and $B$ by $\bar{A}$ and $\bar{B}$, we can reduce to the case $\operatorname{dim} A=\operatorname{dim} B=0$. Now in general, a zero-dimensional local ring $(R, M)$ is Gorenstein if and only if $\operatorname{Hom}_{R}(R / M, R)=(0: M)_{R}$ is isomorphic to $R / M$. Now set

$$
\operatorname{rad}(B)=\mathfrak{n}, \quad \operatorname{rad}(F)=\mathfrak{n} / \mathfrak{m} B=\overline{\mathrm{n}} \quad \text { and } \quad(0: \mathfrak{m})_{A}=I .
$$

Then $I$ is of the form $I \simeq(A / \mathrm{m})^{t}$ for some $t$, and $(0: \mathrm{m} B)_{B}=I B \simeq(A / \mathfrak{m})^{t} \otimes$ $B=F^{t}$. Furthermore, we have $(0: \pi)_{B}=(0: \pi)_{I B} \simeq\left((0: \bar{\pi})_{F}\right)^{t}$, and hence if we $\operatorname{set}(0: \overline{\mathrm{n}})_{F} \simeq(F / \overline{\mathrm{n}})^{u}=(B / \mathrm{n})^{u}$ then $(0: \mathfrak{n})_{B} \simeq(B / \mathrm{n})^{t u}$. Therefore

$$
B \text { is Gorenstein } \Leftrightarrow t u=1 \Leftrightarrow t=u=1 \Leftrightarrow A \text { are } F \text { are Gorenstein. }
$$

Theorem 23.5. If $A$ is Gorenstein then so are $A[X]$ and $A \llbracket X \rrbracket$.
Proof. We write $B$ for either of $A[X]$ or $A \llbracket X \rrbracket$, so that $B$ is flat over $A$.

For any maximal ideal $M$ of $B$ we set $M \cap A=\mathfrak{p}$ and $A_{\mathrm{p}} / \mathfrak{p} A_{\mathfrak{p}}=\kappa(\mathfrak{p})$. In case $B=A[X]$, the local ring $B_{M}$ is a localisation of $B \otimes_{A} A_{p}=A_{v}[X]$, and the fibre ring of $A_{\mathrm{p}} \longrightarrow B_{M}$ is a localisation of $\kappa(p)[X]$, hence regular. In case $B=A \llbracket X \rrbracket$ then $X \in M$, and $\mathfrak{p}$ a maximal ideal of $A$, so that $\kappa(\mathfrak{p})=A / \mathfrak{p}$ and

$$
B \otimes_{A} \kappa(\mathfrak{p})=(A / p) \llbracket X \rrbracket=\kappa(\mathfrak{p}) \llbracket X \rrbracket .
$$

This is a regular local ring, and is the fibre ring of $A_{\mathfrak{p}} \longrightarrow B_{M}$. Thus in either case $B_{M}$ is Gorenstein by the previous theorem.

Theorem 23.6. Let $A$ be a Gorenstein ring containing a field $k$; then for any finitely generated field extension $K$ of $k$, the ring $A \otimes_{k} K$ is Gorenstein. Proof. We need only consider the case that $K$ is generated over $k$ by one element $x$. If $x$ is transcendental over $k$ then $A \otimes_{k} K$ is isomorphic to a localisation of $A \otimes_{k} k[X]=A[X]$, and since $A[X]$ is Gorenstein, so is $A \otimes K$. If $x$ is algebraic over $k$ then since $K \simeq k[X] /(f(X))$ with $f(X) \in k[X]$ a monic polynomial, we have

$$
A \otimes K=A[X] /(f(X)) ;
$$

now $A[X]$ is Gorenstein and $f(X)$ is a non-zero-divisor of $A[X]$, so that we see that $A \otimes K$ is also Gorenstein.

Remark. Theorems 5 and 6 also hold on replacing Gorenstein by Cohen-Macaulay; the proofs are exactly the same. For complete intersection rings the counterpart of Theorem 4 also holds, so that the analogs of Theorems 5 and 6 follow; the proof involves André homology (Avramov [1]). As we see in the next theorem, a slightly weaker form of the same result holds for regular rings.

Theorem 23.7. Let $(A, \mathrm{~m}, k)$ and $\left(B, \mathfrak{n}, k^{\prime}\right)$ be Noetherian local rings, and $A \rightarrow B$ a local homomorphism; set $F=B / \mathrm{m} B$. We assume that $B$ is flat over $A$.
(i) If $B$ is regular then so is $A$.
(ii) If $A$ and $F$ are regular then so is $B$.

Proof. (i) We have $\operatorname{Tor}_{i}^{A}(k, k) \otimes_{A} B=\operatorname{Tor}_{i}^{B}(B \otimes k, B \otimes k)$, and the righthand side is zero for $i>\operatorname{dim} B$. Since $B$ is faithfully flat over $A$, we have $\operatorname{Tor}_{i}^{4}(k, k)=0$ for $i \gg 0$, so that by $\S 19$, Lemma 1 , (i), $\operatorname{proj}_{\operatorname{dim}}^{A} 10<\infty$, and since proj $\operatorname{dim} k=\operatorname{gldim} A$, by Theorem 19.2, $A$ is regular.
(ii) Set $r=\operatorname{dim} A$ and $s=\operatorname{dim} F$. Let $\left\{x_{1}, \ldots, x_{r}\right\}$ be a regular system of parameters of $A$, and $\left\{y_{1}, \ldots, y_{s}\right\}$ a subset of $n$ which maps to a regular system of parameters of $F$. Since $A \longrightarrow B$ is injective, we can view $A$ as a subring $A \subset B$. Then $\left\{x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{s}\right\}$ generates $n$, but $\operatorname{dim} B=r+s$, so that $B$ is regular.

Remark. In Theorem 7, even if $B$ is regular, $F$ need not be. For example, let $k$ be a field, $x$ an indeterminate over $k$, and $B=k[x]_{(x)}, A=$ $k\left[x^{2}\right]_{\left(x^{2}\right)} \subset B$; then $F=B / x^{2} B=k[x] /\left(x^{2}\right)$ has a nilpotent element. By Theorem 1, or directly, we see that $B$ is flat over $A$. (From a geometrical point of view, this example corresponds to the projection of the plane curve $y=x^{2}$ onto the $y$-axis, and, not surprisingly, the fibre over the origin is singular.)

Consider the following conditions $\left(R_{i}\right)$ and $\left(S_{i}\right)$ for $i=0,1,2, \ldots$ on a Noetherian ring $A$ :
$\left(R_{i}\right) A_{P}$ is regular for all $P \in \operatorname{Spec} A$ with ht $P \leqslant i$;
$\left(S_{i}\right)$ depth $A_{P} \geqslant \min ($ ht $P, i$ ) for all $P \in \operatorname{Spec} A$.
( $S_{0}$ ) always holds. ( $S_{1}$ ) says that all the associated primes of $A$ are minimal, that is $A$ does not have embedded associated primes. $\left(R_{0}\right)+\left(S_{1}\right)$ is the necessary and sufficient condition for $A$ to be reduced. $\left(S_{i}\right)$ for all $i \geqslant 0$ is just the definition of a CM ring.

For an integral domain $A,\left(S_{2}\right)$ is equivalent to the condition that every prime divisor of a non-zero principal ideal has height 1 . The characterisation of normal integral domain given in the corollary to Theorem 11.5 can be somewhat generalised as follows.

Theorem 23.8 (Serre). $\left(R_{1}\right)+\left(S_{2}\right)$ are necessary and sufficient conditions for a Noetherian ring $A$ to be normal.
Proof. We defined a normal ring (see $\S 9$ ), by the condition that the localisation at every prime is an integrally closed domain. The conditions $\left(R_{i}\right)$ and $\left(S_{i}\right)$ are also conditions on localisations, so that we can assume that $A$ is local.
Necessity. This follows from Theorems 11.2 and 11.5.
Sufficiency. Since $A$ satisfies $\left(R_{0}\right)$ and $\left(S_{1}\right)$ it is reduced, and the shortest primary decomposition of $(0)$ is $(0)=P_{1} \cap \cdots \cap P_{r}$, where $P_{i}$ are the minimal primes of $A$. Thus if we set $K$ for the total ring of fractions of $A$, we have $K=K_{1} \times \cdots \times K_{r}$, with $K_{i}$ the field of fractions of $A / P_{i}$.
First of all we show that $A$ is integrally closed in $K$. Suppose that we have a relation in $K$ of the form

$$
(a / b)^{n}+c_{1}(a / b)^{n-1}+\cdots+c_{n}=0,
$$

with $a, b, c_{1}, \ldots, c_{n} \in A$ and $b$ an $A$-regular element. This is equivalent to a relation

$$
a^{n}+\sum_{1}^{n} c_{i} a^{n-i} b^{i}=0
$$

in $A$. Let $P \in \operatorname{Spec} A$ be such that ht $P=1$; then by $\left(R_{1}\right), A_{\Gamma}$ is regular, and therefore normal, so that $a_{P} \in b_{P} A_{P}$, where we write $a_{P}, b_{P}$ for the
images in $A_{P}$ of $a, b$. Now $b$ is $A$-regular, so that by $\left(S_{2}\right)$, all the prime divisors of the principal ideal $b A$ have height 1 ; thus if $b A=q_{1} \cap \cdots \cap q_{m}$ is a shortest primary decomposition and we set $\mathfrak{p}_{i}$ for the prime divisor of $\mathfrak{q}_{i}$, then $a \in b A_{p_{i}} \cap A=\mathfrak{q}_{i}$ for all $i$, and hence $a \in b A$, so that $a / b \in A$. Therefore $A$ is integrally closed in $K$; in particular, the idempotents $e_{i}$ of $K$, which satisfy $e_{i}^{2}-e_{i}=0$, must belong to $A$, so that from $1=\sum e_{i}$ and $e_{i} e_{j}=0$ for $i \neq j$ we get

$$
A=A e_{1} \times \cdots \times A e_{r} .
$$

Now since $A$ is supposed to be local, we must have $r=1$, so that $A$ is an integrally closed domain.

Theorem 23.9. Let $(A, \mathfrak{m})$ and $(B, \mathfrak{n})$ be Noetherian local rings and $A \longrightarrow B$ a local homomorphism. Suppose that $B$ is flat over $A$, and that $i \geqslant 0$ is a given integer. Then
(i) if $B$ satisfies $\left(R_{i}\right)$, so does $A$;
(ii) if both $A$ and the fibre ring $B \otimes_{A} k(p)$ over every prime ideal $\mathfrak{p}$ of $A$ satisfy $\left(R_{i}\right)$, so does $B$.
(iii) The above two siatements also hold with $\left(S_{i}\right)$ in place of $\left(R_{i}\right)$.

Proof. (i) For $\mathfrak{p} \in \operatorname{Spec} A$, since $B$ is faithfully flat over $A$, there is a prime ideal of $B$ lying over $\mathfrak{p}$; if we let $P$ be a minimal element among these then $\operatorname{ht}(P / \mathfrak{p} B)=0$, so that ht $P=$ ht $\mathfrak{p}$. Hence ht $\mathfrak{p} \leqslant i \Rightarrow B_{P}$ is regular, so that by Theorem 7, $A_{p}$ is regular. Also, by the corollary to Theorem 3, depth $B_{P}=\operatorname{depth} A_{p}$, so that one sees easily that $\left(S_{i}\right)$ for $B$ implies $\left(S_{i}\right)$ for $A$.
(ii) Let $P \in \operatorname{Spec} B$ and set $P \cap A=\mathfrak{p}$. If ht $P \leqslant i$ then we have ht $\mathfrak{p} \leqslant i$ and $\mathrm{ht}(P / \mathfrak{p} B) \leqslant i$, hence $A_{\mathfrak{p}}$ and $B_{P} / \mathfrak{p} B_{P}$ are both regular, so by Theorem 7, (ii), $B_{P}$ is regular. Hence $B$ satisfies ( $R_{i}$ ). Moreover, for ( $S_{i}$ ) we have

$$
\begin{aligned}
\operatorname{depth} B_{P} & =\operatorname{depth} A_{\mathfrak{p}}+\operatorname{depth} B_{P} / \mathfrak{p} B_{\mathcal{P}} \\
& \geqslant \min (\text { ht } \mathfrak{p}, i)+\min (\text { ht } P / \mathfrak{p} B, i) \\
& \geqslant \min (\mathrm{ht} \mathfrak{p}+\mathrm{ht} P / \mathfrak{p} B, i)=\min (\mathrm{ht} P, i) .
\end{aligned}
$$

Corollary. Under the same assumptions as Theorem 9, we have
(i) if $B$ is normal (or reduced) then so is $A$;
(ii) if both $A$ and the fibre rings of $A \longrightarrow B$ are normal (or reduced) then so is $B$.

Remark. If $A$ and the closed fibre ring $F=B / \mathrm{m} B$ only are normal, then $B$ does not have to be; for instance, there are known examples of normal Noetherian rings for which the completion is not normal.

Finally, we would like to draw the reader's attention to the following obvious, but useful, fact concerning the fibre ring. Let $\varphi^{\prime}: A^{\prime} \longrightarrow B^{\prime}$ be a ring homomorphism and $I$ an ideal of $A^{\prime}$; we set $A=A^{\prime} / I, B=B^{\prime} / I B^{\prime}$, and write $\varphi: A \longrightarrow B$ for the map induced by $\varphi^{\prime}$. If $\mathfrak{p}^{\prime} \in \operatorname{Spec} A^{\prime}$ is such that
$I \subset \mathfrak{p}^{\prime}$, we set $\mathfrak{p}=\mathfrak{p}^{\prime} / I$; then the fibre of $\varphi^{\prime}$ over $\mathfrak{p}^{\prime}$ coincides with the fibre of $\varphi$ over $\mathfrak{p}$. To see this,

$$
B^{\prime} \otimes_{A^{\prime}} \kappa\left(\mathfrak{p}^{\prime}\right)=B^{\prime} \otimes_{A^{\prime}}\left(A^{\prime} / \mathfrak{p}^{\prime}\right)_{p^{\prime}}=B \otimes_{A}(A / \mathfrak{p})_{\mathrm{p}}=B \otimes_{A} \kappa(\mathfrak{p}) .
$$

It follows from this that if all the fibre rings of $\varphi^{\prime}$ have a good property, the same is true of $\varphi$. For an example of this, see Ex. 23.2.

Exercises to §23. Prove the following propositions.
23.1. If $A$ is a Gorenstein local ring then all the fibre rings of $A \longrightarrow \hat{A}$ are again Gorenstein; the same thing holds for Cohen-Macaulay.
23.2. If $A$ is a quotient of a CM local ring, and satisfies ( $S_{i}$ ), then the completion $\hat{A}$ also satisfies $\left(S_{i}\right)$. In particular, if $A$ does not have embedded associated primes then neither does $\bar{A}$.
23.3. Give another proof of Theorem 4 along the following lincs:
(1) Using $\operatorname{Ext}_{A}^{i}(A / \mathrm{m}, A) \otimes_{A} B=\operatorname{Ext}_{B}^{i}(F, B)$, show that $B$ Gorenstein implies $A$ Gorenstein. (2) Assuming that $A$ is Gorenstein, prove that $F$ is Gorenstein if and only if $B$ is. Firstly reduce to the case $\operatorname{dim} A=0$. Then prove that $\operatorname{Ext}_{B}^{i}(F, B)=0$ for $i>0$ and $\simeq F$ for $i=0$, and deduce that if $0 \rightarrow B \rightarrow I^{*}$ is an injective resolution of $B$ as a $B$-module then $0 \rightarrow$ $F \longrightarrow \operatorname{Hom}_{B}\left(F, I^{\circ}\right)$ is an injective resolution of $F$ as an $F$-module, so that, writing $k$ for the residue field of $B$, we have $\operatorname{Ext}_{B}^{i}(k, B)=\operatorname{Ext}_{F}^{i}(k, F)$ for all $i$.

## 24 Generic freeness and open loci results

Let $A$ be a Noetherian integral domain, and $M$ a finite $A$-module. Then there exists $0 \neq a \in A$ such that $M_{a}$ is a free $A_{a}$-module. This follows from Theorem 4.10, or can be proved as follows: choose a filtration

$$
M=M_{0} \supset M_{1} \supset \cdots \supset M_{r}=0
$$

such that $M_{i-1} / M_{i} \simeq A / \mathfrak{p}_{i}$, with $\mathfrak{p}_{i} \in \operatorname{Spec} A$; then if we take $a \neq 0$ contained in every non-zero $\mathfrak{p}_{i}$ we see that every $\left(M_{i-1} / M_{i}\right)_{a}$ is either zero or isomorphic to $A_{a}$, so that $M_{a}$ is a free $A_{a}$-module.

For applications, we require a more general version of this, which does not assume $M$ to be finite. We give below a theorem due to Hochster and Roberts [1]. First we give the following lemma.

Lemma. Let $B$ be a Noetherian ring, and $C$ a $B$-algebra generated over $B$ by a single element $x$; let $E$ be a finite $C$-module, and $F \subset E$ a finite $B$-module such that $C F=E$. Then $D=E / F$ has a filtration

$$
0=G_{0} \subset G_{1} \subset \cdots \subset G_{i} \subset G_{i+1} \subset \cdots \subset \mathrm{D} \text { with } \quad D=\bigcup_{i=0}^{\infty} G_{i}
$$

such that the successive quotients $G_{i+1} / G_{i}$ are isomorphic to a finite number of finite $B$-modules.

Proof. Set

$$
G_{i}^{\prime}=F+x F+\cdots+x^{i} F \subset E, \quad G_{i}=G_{i}^{\prime} / F,
$$

and

$$
F_{i}=\left\{f \in F \mid x^{i+1} f \in G_{i}\right\} \subset F .
$$

Then $0 \subset G_{1} \subset \cdots \subset G_{k} \subset G_{k+1} \subset \cdots$ is a filtration of $D$, and $G_{i+1} / G_{i} \simeq F / F_{i}$; on the other hand, $F_{0} \subset F_{1} \subset \cdots \subset F_{i} \subset \cdots$ is an increasing chain of $B$-submodules of $F$, so must terminate.

Theorem 24.1. Let $A$ be a Noetherian integral domain, $R$ a finitely generated $A$-algebra, and $S$ a finitely generated $R$-algebra; we let $E$ be a finite $S$-module, $M \subset E$ an $R$-submodule which is finite over $R$, and $N \subset E$ an $A$-submodule which is finite over $A$, and set $D=E /(M+N)$. Then there exists $0 \neq a \in A$ such that $D_{a}$ is a free $A_{a}$-module.
Proof. Write $A^{\prime}$ for the image of $A$ in $R$, and suppose that $R=$ $A^{\prime}\left[u_{1}, \ldots, u_{h}\right]$; similarly, write $R^{\prime}$ for the image of $R$ in $S$, and suppose that $S=R^{\prime}\left[v_{1}, \ldots, v_{k}\right]$. We work by induction on $h+k$; if $h=k=0$ then $D$ is a finite $A$-module, and we have already dealt with this case.

Write $R_{j}=A^{\prime}\left[u_{1}, \ldots, u_{j}\right]$ for $0 \leqslant j \leqslant h$, and $S_{j}=R^{\prime}\left[v_{1}, \ldots, v_{j}\right]$ for $0 \leqslant j \leqslant k$.

Suppose first that $k>0$; set $M+N=M^{\prime} \subset E$. We have a filtration

$$
S_{0} M^{\prime} \subset S_{1} M^{\prime} \subset \cdots \subset S_{k} M^{\prime}=S M^{\prime} \subset E
$$

the successive quotients of which are $S_{0} M^{\prime}, S_{1} M^{\prime} / S_{0} M^{\prime}, \ldots, S_{k-1} M^{\prime} /$ $S_{k-2} M^{\prime}, S_{k} M^{\prime} / S_{k-1} M^{\prime}, E / S M^{\prime}$. We can apply the induction hypothesis to each of these except the last two. By virtue of the lemma, $S_{k} M^{\prime} / S_{k-1} M^{\prime}$ has a filtration with (up to isomorphism) just a finite number of finite $S_{k-1}$-modules appearing as quotients, and so we can apply the induction hypothesis again. For the final term, write $E^{\prime}=E / S M^{\prime}$, and let $e_{1}, \ldots, e_{n}$ be a set of generators of $E^{\prime}$ over $S$; write $E_{k-1}=S_{k-1} e_{1}+\cdots+S_{k-1} e_{n}$. Then $S E_{k-1}=E^{\prime}$, so that the lemma again gives a filtration of $E^{\prime}$ with essentially finitely many finite $S_{k-1}$-modules appearing as quotients, and we can apply the induction hypothesis to this term also.

If $k=0$ then $E$ is a finite $R$-module, and replacing $E$ by $E / M$ we can assume that $M=0$. The preceding proof then applies almost verbatim to this case, with $R_{j}$ instead of $S_{i}$.
Theorem 24.2 (topological Nagata criterion). Let $A$ be a Noetherian ring, and $U \subset \operatorname{Spec} A$ a subset. Then the following two conditions are necessary and sufficient for $U \subset \operatorname{Spec} A$ to be open.
(1) for $P, Q \in \operatorname{Spec} A, P \in U$ and $P \supset Q \Rightarrow Q \in U$;
(2) if $P \in U$ then $U$ contains a non-empty open subset of $V(P)$.

Proof. Necessity is obvious, and we prove sufficiency. Let $V_{1}, \ldots, V_{r}$ be the irreducible components of the closure of $U^{c}=\operatorname{Spec} A-U$, and let $P_{i}$
be their generic points. If $P_{i} \in U$ then by (2) there is a proper closed subset $W$ of $V_{i}$ such that $U^{c} \cap V_{i} \subset W$, and so $U^{c} \subset W \cup\left(\bigcup_{j \neq 1} V_{j}\right)$, which contradicts the definition of $V_{i}$. Thus $P_{i} \notin U$, so that by (1), $V_{i} \subset U^{c}$ for all $i$ and therefore $U^{c}$ is closed.

Theorem 24.3. Let $A$ be a Noetherian ring, $B$ a finitely generated $A$-algebra, and $M$ a finite $B$-module. Set $U=\left\{P \in \operatorname{Spec} B \mid M_{P}\right.$ is flat over $\left.A\right\}$; then $U$ is open in $\operatorname{Spec} B$.
Proof. We verify the conditions (1) and (2) of Theorem 2.
(1) If $P \supset Q$ are prime ideals of $B$ then for an $A$-module $N$ we have $N \otimes_{A} M_{Q}=\left(N \otimes_{A} M_{P}\right) \otimes_{B_{P}} B_{Q}$, so that if $M_{P}$ is flat over $A$ then so is $M_{Q}$.
(2) Let $P \in U$ and $\mathfrak{p}=P \cap A$; set $\bar{A}=A / \mathfrak{p}$. Now if $Q \in V(P)$, we have $p B_{Q} \subset \operatorname{rad}\left(B_{Q}\right)$, and hence by Theorem 22.3, $M_{Q}$ is flat over $A$ if and only if $M_{Q} / \mathfrak{p} M_{Q}$ is flat over $\bar{A}$ and $\operatorname{Tor}_{1}^{A}\left(M_{Q}, \bar{A}\right)=0$. Now $\operatorname{Tor}_{1}^{A}\left(M_{P}, \bar{A}\right)=0$, and the left-hand side is equal to $\operatorname{Tor}_{1}^{A}(M, \bar{A}) \otimes_{B} B_{P}$. By computing the Tor by means of a finite free resolution of $\bar{A}$ over $A$, we see that $\operatorname{Tor}_{1}^{A}(M, \bar{A})$ is a finite $B$-module, so that there is a neighbourhood $W$ of $P$ in $\operatorname{Spec} B$ such that $\operatorname{Tor}_{1}^{A}\left(M_{Q}, \bar{A}\right)=0$ for $Q \in W$. Moreover, by Theorem 1, there exists $a \in A-\mathfrak{p}$ such that $M_{a} / \mathfrak{p} M_{a}$ is a free $\bar{A}_{a}$-module, so that if $Q \notin V(a B)$, then $M_{Q} / \mathrm{p} M_{Q}$ is flat over $\bar{A}$. Thus the open set $(W \cap V(P))-V(a B)$ of $V(P)$ is contained in $U$.

Remark. If $A$ is Noetherian and $B$ is a finitely generated $A$-algebra which is flat over $A$ then it is also known that the map $\operatorname{Spec} B \longrightarrow \operatorname{Spec} A$ is open; see [M], p. 48 or [G2], (2.4.6).

Let $A$ be a ring, and $\mathbf{P}$ a property of local rings; we define a subset $\mathbf{P}(A) \subset \operatorname{Spec} A$ by $\mathbf{P}(A)=\left\{p \in \operatorname{Spec} A \mid \mathbf{P}\right.$ holds for $\left.A_{\mathrm{p}}\right\}$. For example, if $\mathbf{P}=$ regular, complete intersection, Gorenstein or CM we write $\operatorname{Reg}(A)$, $\mathbf{C I}(\mathrm{A})$, $\operatorname{Gor}(A)$ or $\mathrm{CM}(A)$ for these loci. The question as to whether $\mathbf{P}(A)$ is open is an interesting and important question. For $\operatorname{Reg}(A)$ this is a classical question, but for the other properties the systematic study was initiated by Grothendieck.

The following proposition is called the (ring-theoretic) Nagata criterion for the property $\mathbf{P}$, and we abbreviate this to ( NC ).
$(\mathrm{NC})$ : Let $A$ be a Noetherian ring. If $\mathbf{P}(A / p)$ contains a non-empty open subset of $\operatorname{Spec}(A / p)$ for every $\mathfrak{p} \in \operatorname{Spec} A$, then $\mathbf{P}(A)$ is open in $\operatorname{Spec} A$.

The truth or otherwise of this proposition depends on $\mathbf{P}$; in the remainder of this section we discuss some $\mathbf{P}$ for which (NC) holds. In Ex. 24.2 and Ex. 24.3 we illustrate how (NC) can be applied to prove openness results.
Theorem 24.4 (Nagata). (NC) holds for $\mathbf{P}=$ regular.
Proof. Let $U=\operatorname{Reg}(A)$. A localisation of a regular local ring is again
regular, so that $U$ satisfies condition (1) of Theorem 2 . We now check condition (2). If $P \in U$ then $A_{P}$ is regular, so that we can take $x_{1}, \ldots, x_{n} \in P$ to form a regular system of parameters of $A_{P}$ (where $n=$ ht $P$ ). Then there exists a neighbourhood $W$ of $P$ in $\operatorname{Spec} A$ such that

$$
P A_{Q}=\left(x_{1}, \ldots, x_{n}\right) A_{Q}
$$

for all $Q \in W$. (In fact, if $a \in A$ is an element not contained in $P$, but contained in every other prime divisor of $\left(x_{1}, \ldots, x_{n}\right)$ then $P A_{a}=$ $\left(x_{1}, \ldots, x_{n}\right) A_{a}$.) Moreover, by the hypothesis in (NC) there exists a neighbourhood $W^{\prime}$ of $P$ in $V(P)$ such that $A_{Q} / P A_{Q}$ is regular for $Q \in W^{\prime}$. Then $A_{Q}$ is regular for $Q \in W^{\prime} \cap W$, so that $W^{\prime} \cap W \subset U$.

Theorem 24.5. (NC) also holds for $\mathbf{P}=\mathrm{CM}$.
Proof. As with the previous proof, we reduce to checking condition (2) of Theorem 2. Let $P \in \mathrm{CM}(A)$. If we take $a \in A-P$ and replace $A$ by $A_{a}$ then we are considering a neighbourhood of $P$ in $\operatorname{Spec} A$, so that we will refer to this procedure as 'passing to a smaller neighbourhood of $P$ '. Since $A_{P}$ is CM, if ht $P=n$ we can choose an $A_{P}$-sequence $y_{1}, \ldots, y_{n} \in P$. One sees easily that after passing to a smaller neighbourhood of $P$, we can assume that
(a) $y_{1}, \ldots, y_{n}$ is an $A$-sequence; and
(b) $I=\left(y_{1}, \ldots, y_{n}\right) A$ is a $P$-primary ideal.

Then for $Q \in V(P)$, it is equivalent to say that $A_{Q}$ is CM or that $A_{Q} I A_{Q}$ is CM . Thus replacing $A$ by $A / I$ we can assume that 0 is a $P$-primary ideal. Then $P^{r}=0$ for some $r>0$. Now consider the filtration $0 \subset P^{r-1} \subset \cdots \subset$ $P \subset A$ of $A$. Each $P^{i} / P^{i+1}$ is a finite $A / P$-module, but $A / P$ is an integral domain, so that passing to a smaller neighbourhood of $P$ we can assume that $P^{i} / P^{i+1}$ is a free $A / P$-module for $0 \leqslant i<r$. It is then easy to see that if $x_{1}, \ldots, x_{m} \in A$ is an $A / P$-sequence, it is also an $A$-sequence. However, according to the hypothesis in (NC), passing to a smaller neighbourhood of $P$, we can assume that $A / P$ is a CM ring. Then for $Q \in V(P)$ the ring $A_{Q} / P A_{Q}$ is CM , so that from what we have said above, $\operatorname{depth} A_{Q} \geqslant \operatorname{depth} A_{Q} / P A_{Q}=\operatorname{dim} A_{Q} / P A_{Q}=\operatorname{dim} A_{Q}$, and $A_{Q}$ is CM .

Let $A$ be a Noetherian ring and $I$ an ideal of $A$; we set $B=A / I$ and write $Y$ for the closed subset $V(I) \subset \operatorname{Spec} A$. Let $M$ be a finite $A$-modulc. We say that $M$ is normally flat along $Y$ if the $B$-module $\operatorname{gr}_{I}(M)=$ $\oplus_{i=0}^{\infty} I^{i} M / I^{i+1} M$ is flat over $B$. If $B$ is a local ring, this is the same as saying that each $I^{\prime} M / I^{i+1} M$ is a free $B$-module. Normal flatness is an important notion introduced by Hironaka, and it plays a leading role in the problem of resolution of singularities; we have used it in the above proof in the statement that if $P$ is nilpotent and $A$ is normally flat along
$V(P)$ then an $A / P$-sequence is an $A$-sequence. However, in this book we do not have space to discuss the theory of normal flatness any further, and we refer to Hironaka [1] and [G2], (6.10).
Theorem 24.6. (NC) holds for $\mathbf{P}=$ Gorenstein.
Proof. Once more we reduce to verifying condition (2) of Theorem 2. Suppose that $P \in \operatorname{Gor}(A)$; if ht $P=n$ then since $A_{P}$ is CM, we can take $x_{1}, \ldots, x_{n} \in P$ forming an $A_{P}$-sequence. Passing to a smaller neighbourhood of $P$, we can assume that $x_{1}, \ldots, x_{n}$ is an $A$-sequence. Moreover, replacing $A$ by $A /\left(x_{1}, \ldots, x_{n}\right)$ we can assume that ht $P=0$. In addition, we can assume that $P$ is the unique minimal prime ideal of $A$. Since $A_{P}$ is a zero-dimensional Gorenstein ring, we have

$$
\operatorname{Ext}_{A}^{1}(A / P, A) \otimes_{A} A_{P}=\operatorname{Ext}_{A_{P}}^{1}\left(\kappa(P), A_{P}\right)=0
$$

and

$$
\operatorname{Hom}_{A}(A / P, A) \otimes_{A} A_{P}=\operatorname{Hom}_{A_{P}}\left(\kappa(P), A_{P}\right)=\kappa(P) .
$$

Thus passing to a smaller neighbourhood, we can assume that $\operatorname{Ext}_{A}^{1}(A / P$, $A)=0$ and $\operatorname{Hom}_{A}(A / P, A) \simeq A / P$. In addition, as in the proof of the previous theorem, we can assume that $P^{i} / P^{i+1}$ is a free $A / P$-module for $i=0, \ldots, r-1$, where $P^{r}=0$. Then using

$$
0 \rightarrow P^{i} / P^{i+1} \longrightarrow P / P^{i+1} \longrightarrow P / P^{i} \rightarrow 0,
$$

we get by induction that $\operatorname{Ext}_{A}^{1}(P, A)=0$; from this it follows that $\operatorname{Ext}_{A}^{2}(A / P, A)=0$, and in turn by induction that $\operatorname{Ext}_{A}^{2}(P, A)=0$, so that $\operatorname{Ext}_{A}^{3}(A / P, A)=0$. Proceeding in the same way we see that $\operatorname{Ext}_{A}^{i}(A / P, A)=$ 0 for every $i>0$. If we take an injective resolution $0 \rightarrow A \longrightarrow I^{\cdot}$ of $A$ as an $A$-module, and consider the complex obtained by applying $\operatorname{Hom}_{A}(A / P,-)$ to it, from what we have just said we obtain an exact sequence $0 \rightarrow A / P \longrightarrow \operatorname{Hom}_{A}\left(A / P, I^{\bullet}\right)$, and this is an injective resolution of $A / P$ as an $A / P$-module. The same thing holds on replacing $A$ by $A_{Q}$ for $Q \in V(P)$, and then setting $k=\kappa(Q)$, we get $\operatorname{Ext}_{A_{Q} / P A_{Q}}^{i}\left(k, A_{Q} / P A_{Q}\right)=\operatorname{Ext}_{A_{Q}}^{i}\left(k, A_{Q}\right)$. Thus it is equivalent to say that $A_{Q}$ is Gorenstein or that $A_{Q} P A_{Q}$ is Gorenstein. Therefore from the hypothesis in (NC) we have that $\operatorname{Gor}(A) \cap V(P)$ contains a neighbourhood of $P$ in $V(P)$.

The above proof is due to Greco and Marinari [1]. Their paper also proves that (NC) also holds for $\mathbf{P}=$ complete intersection.

Exercises to §24. Prove the following propositions.
24.1. Let $A$ be a Noetherian ring, and $I$ an ideal of $A$; assume that $I r=0$, and that $I^{i} / I^{i+1}$ is a free $A / I$-module for $1 \leqslant i<r$. Then for $x_{1}, \ldots, x_{s} \in A$, it is equivalent for $\left(x_{1}, \ldots, x_{s}\right)$ to be an $A$-sequence or an $A / I$-sequence.
24.2. If $A$ is a quotient of a CM ring $R$ then $\mathrm{CM}(A)$ is open in $\operatorname{Spec} A$.
24.3. If $A$ is a quotient of a Gorenstein ring then $\operatorname{Gor}(A)$ is open in $\operatorname{Spec} A$.
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## Derivations

This chapter can be read independently of the preceding ones; the main themes are derivations of rings and modules of differentials. The results of this chapter will be applied in the proof of the structure theorem for complete local rings in the next chapter, but in addition derivations and modules of differentials have an important influence on properties of rings, for example via the connection with regularity.

In $\S 25$ we discuss the general theory of modules of differentials, and also prove the Hochschild formula for derivations of rings in characteristic p. §26 is pure field theory; Theorem 26.8, which states that a $p$-basis of a separable extension is algebraically independent, is taken from Matsumura [3]. The terminology 0 -etale is due to André, and corresponds to 'formally etale for the discrete topology' in EGA. In $\$ 27$ we treat the higher derivations of Hasse and F. K. Schmidt, concentrating on the extension problem which they did not treat, in a version due to author.

## 25 Derivations and differentials

Let $A$ be a ring and $M$ an $A$-module. A derivation from $A$ to $M$ is a map $D: A \longrightarrow M$ satisfying $D(a+b)=D a+D b$ and $D(a b)=b D a+a D b$; the set of all these is written $\operatorname{Der}(A, M)$. It becomes an $A$-module in a natural way, with $D+D^{\prime}$ and $a D$ defined by $\left(D+D^{\prime}\right) a=D a+D^{\prime} a$ and $(a D) b=a(D b)$.

If $A$ is a $k$-algebra via a ring homomorphism $f: k \longrightarrow A$, we say that $D$ is a $k$-derivation, or a derivation over $k$, if $D \circ f=0$; the set of all $k$-derivations of $A$ into $M$ is written $\operatorname{Der}_{k}(A, M)$. It is an $A$-submodule of $\operatorname{Der}(A, M)$. Since $1 \cdot 1=1$, for any $D \in \operatorname{Der}(A, M)$ we have $D(1)=D(1)+D(1)$, so that $D(1)=0$, and so viewing $A$ as $\mathbb{Z}$-algebra we have $\operatorname{Der}(A, M)=\operatorname{Der}_{\mathbb{Z}}(A, M)$.

In the particular case $M-A$, we write $\operatorname{Der}_{k}(A)$ for $\operatorname{Der}_{k}(A, A)$. If $D$, $D^{\prime} \in D_{k}(A)$, we can compose $D$ and $D^{\prime}$ as maps $A \longrightarrow A$, and it is easy to see that the bracket $\left[D, D^{\prime}\right]=D D^{\prime}-D^{\prime} D$ is again an element of $\operatorname{Der}_{k}(A)$, and that $\operatorname{Der}_{k}(A)$ becomes a Lie algebra with this bracket.

Quite generally, for $D \in \operatorname{Der}(A, M)$ and $a \in A$ one sees at once that $D\left(a^{n}\right)=n a^{n-1} D a$. Hence if $A$ is a ring of characteristic $p$ we have $D\left(a^{p}\right)=0$.

Also, in general we have a Leibnitz formula for powers of $D$,

$$
D^{n}(a b)=\sum_{i=0}^{n}\binom{n}{i} D^{i} a \cdot D^{n-i} b ;
$$

if $A$ has characteristic $p$ then this reduces to $D^{p}(a b)=D^{p} a \cdot b+a \cdot D^{p} b$, so that also $D^{p} \in \operatorname{Der}(A)$.

Let $k$ be a ring, $B$ a $k$-algebra, and $N$ an ideal of $B$ with $N^{2}=0$; set $A=B / N$. The $B$-module $N$ can in fact be viewed as an $A$-module. In this situation, we say that $B$ is an extension of the $k$-algebra $A$ by the $A$-module $N$; (note that $B$ does not contain $A$, so that this is a different usage of extension). We write this extension as usual in the form of an exact sequence

$$
0 \rightarrow N \xrightarrow{i} B \xrightarrow{f} A \rightarrow 0 .
$$

We say that this extension is split, or is the trivial extension, if there exists a $k$-algebra homomorphism $\varphi: A \longrightarrow B$ such that $f \circ \varphi=1_{A}$ (the identity map of $A$ ). Then we can identify $A$ and $\varphi(A)$, and we have $B=A \oplus N$ as a $k$-module. Conversely, starting from any $k$-algebra $A$ and an $A$-module $N$, we can make the direct sum $A \oplus N$ of $k$-modules into a trivial extension of $A$ by $N$, by defining the product

$$
(a, x)\left(a^{\prime}, x^{\prime}\right)=\left(a a^{\prime}, a x^{\prime}+a^{\prime} x\right) \text { for } a, a^{\prime} \in A \text { and } x, x^{\prime} \in N .
$$

In this book, we will write $A * N$ for this algebra.
In general, given a commutative diagram in the category of $k$-algebras

where we think of $f$ as being fixed, we say that $h$ is a lifting of $g$ to $B$. Write $N$ for the idcal Ker $f$ of $B$. If $h^{\prime}: C \longrightarrow B$ is another lifting of $g$, then $h-h^{\prime}$ is a map from $C$ to $N$. If $N^{2}=0$ then $N$ is an $f(B)$-module, and moreover, by means of $g: C \longrightarrow f(B) \subset A$, we can consider $N$ as a $C$-module. Then it is easy to see that $h-h^{\prime}: C \longrightarrow N$ is a $k$-derivation of $C$ to the $C$ module $N$. Conversely, if $D \in \operatorname{Der}_{k}(C, N)$ then $h+D$ is another lifting of $g$ to $B$.

Let $k$ be a ring and $A$ a $k$-algebra, and write $\mathscr{M}_{A}$ for the category of $A$-modules. We have a covariant functor $M \mapsto \operatorname{Der}_{k}(A, M)$ from $\mathscr{M}_{A}$ to itself, which turns out to be a representable functor. In other words, there exists an $A$-module $M_{0}$ and a derivation $\mathrm{d} \in \operatorname{Der}_{k}\left(A, M_{0}\right)$ with the following universal property: for any $A$-module $M$ and any $D \in \operatorname{Der}_{k}(A, M)$, there exists a unique $A$-linear map $f: M_{0} \longrightarrow M$ such that $D=f \circ \mathrm{~d}$. We are now going to prove this. Firstly, define $\mu: A \otimes_{k} A \longrightarrow k$ by

$$
\mu(x \otimes y)=x y ;
$$

then $\mu$ is a homomorphism of $k$-algebras. Set

$$
I=\operatorname{Ker} \mu, \quad \Omega_{A / k}=I / I^{2} \quad \text { and } \quad B=\left(A \otimes_{k} A\right) / I^{2} ;
$$

then $\mu$ induces $\mu^{\prime}: B \longrightarrow A$, and

$$
0 \rightarrow \Omega_{A / k} \longrightarrow B \xrightarrow{\mu^{\prime}} A \rightarrow 0
$$

is an extension of the $k$-algebra $A$ by $\Omega_{A / k}$; this extension splits, and in fact defining $\lambda_{i}: A \longrightarrow B$ for $i=1,2$ by

$$
\lambda_{1}(a)=a \otimes 1 \bmod I^{2} \quad \text { and } \quad \lambda_{2}(a)=1 \otimes a \bmod I^{2},
$$

we get two liftings of $1_{A}: A \rightarrow A$. Hence $\mathrm{d}=\lambda_{2}-\lambda_{1}$ is a derivation of $A$ to $\Omega_{A / k}$. Now we prove that the pair $\left(\Omega_{A / k}\right.$, d) satisfies the conditions for the above ( $M_{0}$, d). If $D \in \operatorname{Der}_{k}(A, M)$ and we define $\varphi: A \otimes_{k} A \longrightarrow A * M$ by $\varphi(x \otimes y)=(x y, x D y)$ then $\varphi$ is a homomorphism of $k$-algebras, and

$$
\mu\left(\sum x_{i} \otimes y_{i}\right)=\sum x_{i} y_{i}=0 \Rightarrow \varphi\left(\sum x_{i} \otimes y_{i}\right)=\left(0, \sum x_{i} D y_{i}\right) ;
$$

hence $\varphi$ maps $I$ into $M$. Now $M^{2}=0$, so that we finally get $f: I / I^{2}=$ $\Omega_{A / k} \longrightarrow M$. For $a \in A$ wc have

$$
\begin{aligned}
f(\mathrm{~d} a) & =f\left(1 \otimes a-a \otimes 1 \bmod I^{2}\right)=\varphi(1 \otimes a)-\varphi(a \otimes 1) \\
& =D a-a \cdot D(1)=D a,
\end{aligned}
$$

so that $D=f \circ \mathrm{~d}$. Moreover, $\Omega_{A / k}$ has the $A$-module structure induced by multiplication by $a \otimes 1$ in $A \otimes A$ (or multiplication by $1 \otimes a$; since $a \otimes 1-1 \otimes a \in I$, they both come to the same thing); thus if $\xi=\sum x_{i} \otimes y_{i} \quad \bmod I^{2} \in \Omega_{A / k}$ then $a \xi=\sum a x_{i} \otimes y_{i} \bmod I^{2}, \quad$ and $f(a \xi)=$ $\sum a x_{i} D y_{i}=a f(\xi)$, so that $f$ is $A$-linear. We have

$$
a \otimes a^{\prime}=(a \otimes 1)\left(1 \otimes a^{\prime}-a^{\prime} \otimes 1\right)+a a^{\prime} \otimes 1,
$$

so that if $\omega=\sum x_{i} \otimes y_{i} \in I$ then $\omega \bmod I^{2}=\sum x_{i} \mathrm{~d} y_{i}$. Hence $\Omega_{A / k}$ is generated as an $A$-module by $\{\mathrm{d} a \mid a \in A\}$, so that the uniqueness of a linear map $f: \Omega_{A / k} \longrightarrow M$ satisfying $D=f \circ \mathrm{~d}$ is obvious.

The $A$-module $\Omega_{A / k}$ which we have just obtained is called the module of differentials of $A$ over $k$, or the module of Kähler differentials, and for $a \in A$ the element $\mathrm{d} a \in \Omega_{A / k}$ is called the differential of $a$. We can write $\mathrm{d}_{A / k}$ for d to be more specific. From the definition, we see that

$$
\operatorname{Der}_{k}(A, M) \simeq \operatorname{Hom}_{A}\left(\Omega_{A / k}, M\right)
$$

Example. If $A$ is generated as a $k$-algebra by a subset $U \subset A$ then $\Omega_{A, k}$ is generated as an $A$-module by $\{\mathrm{d} a \mid a \in U\}$. Indeed, if $a \in A$ then there exist $a_{i} \in U$ and a polynomial $f(X) \in k\left[X_{1}, \ldots, X_{n}\right]$ such that $a=$ $f\left(a_{1}, \ldots, a_{n}\right)$, and then from the definition of derivation we have

$$
\mathrm{d} a=\sum_{1}^{n} f_{i}\left(a_{1}, \ldots, a_{n}\right) \mathrm{d} a_{i} \text {, where } f_{i}=\partial f / \partial X_{i} \text {. }
$$

In particular if $A=k\left[X_{1}, \ldots, X_{n}\right]$ then $\Omega_{A / k}=A \mathrm{~d} X_{1}+\cdots+A \mathrm{~d} X_{n}$, and
$\mathrm{d} X_{1}, \ldots, \mathrm{~d} X_{n}$ are linearly independent over $A$; this follows at once from the fact that there are $D_{i} \in \operatorname{Der}_{k}(A)$ such that $D_{i} X_{j}=\delta_{i j}$.

We say that a $k$-algebra $A$ is 0 -smooth (over $k$ ) if it has the following property: for any $k$-algebra $C$, any ideal $N$ of $C$ satisfying $N^{2}=0$, and any $k=$ algebra homomorphism $u: A \longrightarrow C / N$, there exists a lifting $v: A \longrightarrow C$ of $u$ to $C$, as a $k$-algebra homomorphism. In terms of diagrams, given an commutative diagram

$$
\begin{array}{cc}
A \xrightarrow[u]{u} C / N \\
\uparrow & \uparrow \\
k \longrightarrow C,
\end{array}
$$

there exists $v$ such that

is commutative. Moreover, we say that $A$ is 0 -unramified over $k$ (or 0 -neat) if there exists at most one such $v$. When $A$ is both 0 -smooth and 0 unramified, that is when for given $u$ there exists a unique $v$, we say that $A$ is 0 -etale. The condition for $A$ to be 0 -unramified over $k$ is that $\Omega_{A / k}=0$ : sufficiency is obvious, and if we recall that in the construction of $\Omega_{A / k}$ we had $\mathrm{d}=\lambda_{2}-\lambda_{1}$, necessity is clear.

If $A$ is a ring and $S \subset A$ is a multiplicative set then the localisation $A_{S}$ is 0 -etale over $A$. This follows from the fact (Ex. 1.1) that if $x \in C$ is a unit modulo a nilpotent ideal, then it is itself a unit. We leave the details to the reader.

Theorem 25.1 (First fundamental exact sequence). A composite $k \xrightarrow{f}$ $A \xrightarrow{g} B$ of ring homomorphisms leads to an exact sequence of $B$ modules

$$
\begin{equation*}
\Omega_{A / k} \otimes_{A} B \xrightarrow{\alpha} \Omega_{B / k} \xrightarrow{\beta} \Omega_{B / A} \rightarrow 0, \tag{1}
\end{equation*}
$$

where the maps are given by $\alpha\left(\mathrm{d}_{A / k} a \otimes b\right)=b \mathrm{~d}_{B / k} g(a)$ and $\beta\left(\mathrm{d}_{B / k} b\right)=\mathrm{d}_{B / A} b$ for $a \in A$ and $b \in B$. If moreover $B$ is 0 -smooth over $A$ then the sequence
(2) $0 \rightarrow \Omega_{A / k} \otimes B \longrightarrow \Omega_{B / k} \longrightarrow \Omega_{B / A} \rightarrow 0$,
obtained from (1) by adding $0 \rightarrow$ at the left, is a split exact sequence.
Proof. In order for a sequence $N^{\prime} \xrightarrow{\alpha} N \xrightarrow{\beta} N^{\prime \prime}$ of $B$-modules to be exact, it is sufficient that for every $B$-module $T$, the induced sequence

$$
\operatorname{Hom}_{B}\left(N^{\prime}, T\right) \stackrel{\alpha^{*}}{\leftarrow} \operatorname{Hom}_{B}(N, T) \stackrel{\beta^{*}}{\leftarrow} \operatorname{Hom}_{B}\left(N^{\prime \prime}, T\right)
$$

is exact. Indeed, taking $T=N^{\prime \prime}$, we get $\alpha^{*} \beta^{*}\left(1_{T}\right)=0$, and therefore $\beta \alpha=0$; and taking $T=N / \operatorname{Im} \alpha$, we see easily that $\operatorname{Ker} \beta=\operatorname{Im} \alpha$. From this, to prove that (1) above is exact, it is enough to show that for any $B$-module $T$,
(3) $\operatorname{Der}_{k}(A, T) \longleftarrow \operatorname{Der}_{k}(B, T) \longleftarrow \operatorname{Der}_{A}(B, T) \leftarrow 0$
is exact, but this is obvious.
Now suppose that $B$ is 0 -smooth over $A$. Choose $D \in \operatorname{Der}_{k}(A, T)$ and consider the commutative diagram


Then by assumption, there exists $h: B \longrightarrow B * T$ which can be added to the diagram, leaving it commutative. If we write $h(h)=\left(h, D^{\prime} h\right)$ then $D^{\prime}: B \longrightarrow T$ is a derivation of $B$ such that $D=D^{\prime} \circ g$, and $D^{\prime}$ corresponds to a $B$-linear map $\alpha^{\prime}: \Omega_{B / k} \longrightarrow T$. Now take $T$ to be $\Omega_{A / k} \otimes B$, and define $D$ by $D(a)=d_{A / k}(a) \otimes 1$, so that $D=D^{\prime} \circ g$ implies that $\alpha^{\prime} \alpha=1_{r}$. Thus (2) is split.

Now consider the case $k \xrightarrow{s} A \xrightarrow{g} B$ when $g$ is surjective; set $\operatorname{Ker} g=\mathfrak{m}$, so $B=A / \mathfrak{m}$. Then in (1) of the previous theorem we of course have $\Omega_{B / A}=0$, and we want to determine $\operatorname{Ker} \alpha$.

Theorem 25.2 (Second fundamental exact sequence). In the above notation, we have an exact sequence

$$
\begin{equation*}
\mathrm{m} / \mathrm{m}^{2} \xrightarrow{\delta} \Omega_{A / k} \otimes_{A} B \xrightarrow{x} \Omega_{B / k} \rightarrow 0 \tag{4}
\end{equation*}
$$

where $\delta_{1}$ is the $B$-linear map defined by $\delta\left(x \bmod \mathfrak{m}^{2}\right)=\mathrm{d}_{A / k} x \otimes 1$. If $B$ is 0 -smooth over $k$ then
(5) $0 \rightarrow \mathrm{~m} / \mathrm{m}^{2} \longrightarrow \Omega_{A / k} \otimes B \longrightarrow \Omega_{B / k} \rightarrow 0$
is a split exact sequence.
Proof. We once more take an arbitrary $B$-module $T$ and consider
(6) $\operatorname{Hom}_{B}\left(111 / \mathrm{Mt}^{2}, T\right) \stackrel{\alpha^{*}}{\stackrel{ }{2}} \operatorname{Der}_{k}(A, T) \leftarrow \alpha^{*}-\operatorname{Der}_{k}(B, T)$.

For $D \in \operatorname{Der}_{k}(A, T)$, to say that $\delta^{*}(D)=0$ is just to say that $D(\mathfrak{m})=0$, so that $D$ can be considered as a derivation from $B=A / m$; hence (6) is exact. If $B$ is 0 -smooth over $k$ then the extension

$$
0 \rightarrow m / m^{2} \longrightarrow A / m^{2} \xrightarrow{g} B \rightarrow 0
$$

of the $k$-algebra $B$ by $m / \mathfrak{m}^{2}$ splits, that is there exists a homomorphism of $k$-algebras $s: B \longrightarrow A / \mathrm{m}^{2}$ such that $g s=1_{B}$. Now $s g: A / \mathrm{m}^{2} \longrightarrow A / \mathrm{m}^{2}$ is a homomorphism vanishing on $\mathrm{m} / \mathrm{m}^{2}$, and $g(1-s g)=0$, so that if we set
$D=1-s g$ then $D: A / \mathfrak{m}^{2} \longrightarrow \mathrm{~m} / \mathrm{m}^{2}$ is a derivation. If $\psi \in \operatorname{Hom}_{B}\left(\mathfrak{m} / \mathrm{m}^{2}, T\right)$ then the composite $D^{\prime}$ of

$$
A \longrightarrow A / \mathfrak{m}^{2} \xrightarrow{D} \mathfrak{m} / \mathfrak{m}^{2} \xrightarrow{\psi} T
$$

is an element of $\operatorname{Der}_{k}(A, T)$ satisfying $\delta^{*}\left(D^{\prime}\right)=\psi$. Indeed, for $x \in \mathfrak{m}$, if we let $\bar{x}=x \bmod \mathrm{~m}^{2}$ then

$$
D^{\prime}(x)=\psi(D(\bar{x}))=\psi(\bar{x}-s g(\bar{x}))=\psi(\bar{x}) .
$$

Therefore $\delta^{*}$ is surjective. If we set $T=\mathfrak{m} / \mathfrak{m}^{2}$ then we see that (5) is a split exact sequence.

Example. Suppose that $B=k\left[X_{1}, \ldots, X_{n}\right] /\left(f_{1}, \ldots, f_{m}\right)=k\left[x_{1}, \ldots, x_{n}\right]$; then setting $A=k\left[X_{1}, \ldots, X_{n}\right]$ and using the above theorem, we have

$$
\Omega_{B / k}=\left(\Omega_{A / k} \otimes B\right) / \sum B d f_{i}=F / R,
$$

where $F$ is the free $B$-module with basis $\mathrm{d} X_{1}, \ldots, \mathrm{~d} X_{n}$, and $R$ is the submodule of $F$ generated by $\mathrm{d} f_{i}=\sum_{j}\left(\partial f_{i} / \partial X_{j}\right) \mathrm{d} X_{j}$ for $1 \leqslant i \leqslant m$. For example, if $k$ is a field of characteristic $\neq 2$ and

$$
B=k[X, Y] /\left(X^{2}+Y^{2}\right)=k[x, y],
$$

then $\Omega_{B / k}=B \mathrm{~d} x+B \mathrm{~d} y$, where the only relation between $\mathrm{d} x$ and $\mathrm{d} y$ is $x \mathrm{~d} x+y \mathrm{~d} y=0$. If $k$ has characteristic 2 then $\Omega_{B / k}$ is the free $B$-module of rank 2 with basis $\mathrm{d} x, \mathrm{~d} y$.

Theorem 25.3. Suppose that a field $L$ is a separable algebraic extension of a subfield $K$; then $L$ is 0 -etale over $K$. Moreover, for any subfield $k \subset K$ we have $\Omega_{L / k}=\Omega_{K / k} \otimes_{K} L$.
Proof. Suppose that $0 \rightarrow N \longrightarrow C \longrightarrow C / N \rightarrow 0$ is an extension of $K$ algebras with $N^{2}=0$, and that $u: L \longrightarrow C / N$ is a given $K$-algebra homomorphism. If $L^{\prime}$ is an intermediate field $K \subset L^{\prime} \subset L$ with $L^{\prime}$ finite over $K$, then, as is well-known in field theory, we can write $L^{\prime}=K(\alpha)$; let $f(X)$ be the minimal polynomial of $\alpha$ over $K$ so that $L^{\prime} \simeq K[X] /(f)$, and $f^{\prime}(\alpha) \neq 0$. Thus to lift $u_{1 L}: L^{\prime} \longrightarrow C / N$ to $C$, we need only find an element $y \in C$ satisfying $f(y)=0$ and $y \bmod N=u(x)$. Now choose some inverse image $y \in C$ of $u(\alpha)$; then $f(y) \bmod N=u(f(\alpha))=0$, so that $f(y) \in N$. Moreover, $N^{2}=0$, so that for $\eta \subset N$ we get

$$
f(y+\eta)=f(y)+f^{\prime}(y) \cdot \eta
$$

but $f^{\prime}(\alpha)$ is a unit of $L$, so that $u\left(f^{\prime}(\alpha)\right)=f^{\prime}(y) \bmod N$ is a unit of $C / N$, and hence $f^{\prime}(y)$ is a unit of $C$ by Ex. 1.1. Thus if we set $\eta=-f(y) / f^{\prime}(y)$ we have $\eta \in N$ and $f(y+\eta)=0$. The $K$-algebra homomorphism $v: L^{\prime} \longrightarrow C$ obtained by taking $\alpha$ to $v(\alpha)=y+\eta$ is a lifting of $u_{L L}$, and one can see by the construction that $v$ is unique. Thus for every $\alpha \in L$ there is a uniquely determined lifting $v_{\alpha}: K(\alpha) \longrightarrow C$ of $u_{\mid(\alpha))}$ and we can define $v: L \longrightarrow C$
by $v(x)=v_{\alpha}(\alpha)$. In fact, for $\alpha, \beta \in L$ there exists $\gamma \in L$ such that $K(\gamma)$ contains both $\alpha$ and $\beta$, and then by uniqueness we have

$$
v_{y \mid K(\alpha)}=v_{\alpha} \quad \text { and } \quad v_{\gamma \mid K(\beta)}=v_{\beta} .
$$

The second half comes from $\Omega_{L / K}=0$ and Theorem 1 .
We turn now to derivations. As we have seen, if $A$ is a ring of characteristic $p$ then for $D \in \operatorname{Der}(A)$ we have $D^{p} \in \operatorname{Der}(A)$. What can we say if $i<p$ ?

Theorem 25.4. Let $K$ be a field of characteristic $p$, and let $0 \neq D \in \operatorname{Der}(K)$.
(i) $1, D, D^{2}, \ldots, D^{p-1}$ are linearly independent over $K$;
(ii) the only way in which $c_{0}+c_{1} D+\cdots+c_{p-1} D^{p-1}$ with $c_{i} \in K$ can be a derivation is if $c_{0}-c_{2}-\cdots=c_{p-1}=0$.
Proof. For $a \in K$, write $a_{L}$ for the operation of multiplying by $a$; then the property $D(a x)=D(a) \cdot x+a \cdot D x$ of a derivation means that $D \cdot a_{L}=$ $D(a)_{L}+a D$. We can write the Lcibnitz formula as

$$
D^{i} \circ a_{L}=a D^{i}+i \cdot D(a) D^{i-1}+\binom{i}{2} D^{2}(a) D^{i-2}+\cdots+D^{i}(a)_{L} ;
$$

our proof exploits this formula.
(i) For some $i<p$ suppose that $1, D, \ldots, D^{i-1}$ are linearly independent over $K$, but that $1, D, \ldots, D^{i}$ are not. Then we can write $D^{i}=c_{i-1} D^{i-1}+$ $\cdots+c_{0}$, with $c_{v} \in K$. If we choose some $a \in K$ such that $D(a) \neq 0$, then in view of $D^{i} \circ a_{L}=c_{i-1} D^{i-1_{\circ}} a_{L}+\cdots$, we get

$$
a D^{i}+i \cdot D(a) D^{i-1}+\cdots=c_{i-1} a D^{i-1}+\cdots,
$$

where $\ldots$ indicates a linear combination of $1, D, \ldots, D^{i-2}$. Subtracting $a$ times our original relation from this gives a relation of the form

$$
i \cdot D(a) D^{i-1}=\cdots
$$

and this contradicts the assumption that $1, D, \ldots, D^{i-1}$ are linearly independent.
(ii) Suppose that $E=c_{i} D^{i}+\cdots+c_{1} D+c_{0}$ is a derivation of $K$, with $i<p$ and $c_{i} \neq 0$. Then $E(1)=c_{0}$, so that $c_{0}=0$. Now if $i>1$ then take $a \in K$ such that $D(a) \neq 0$, and substitute both sides of $E \circ a_{L}=c_{i} D^{t} \circ a_{L}+\cdots$ in the Leibnitz formula: we get

$$
a E+E(a)_{L}=a c_{i} D^{i}+\left[i \cdot c_{i} \cdot D(a)+a c_{i-1}\right] D^{i-1}+\cdots,
$$

but then in view of the linear independence of $1, D, \ldots, D^{p-1}$, the coefficients of $D^{i-1}$ on both sides must be equal; therefore $i \cdot c_{i} \cdot D(a)=0$, which is a contradiction.

Remarks. (i) The theorem also holds if char $K=0$.
(ii) If $K$ is not a field, this result does not necessarily hold. For example, let $k$ be a field of characteristic $p$, and set $A=k[X] /\left(X^{p}\right)=k[x]$, with
$x^{p}=0$; then every derivation of $k[X]$ will take the ideal $\left(X^{p}\right)$ into itself, and therefore induces a derivation of $A$. In particular, the derivation $X^{p-1} \cdot \partial / \partial X$ of $k[X]$ induces $D \in \operatorname{Der}_{k}(A)$ such that $D(x)=x^{p-1}$, but $D\left(x^{i}\right)=i \cdot x^{i-1} x^{p-1}=0$ if $i>1$, and therefore for $p>2$ we have $D^{2}=0$.

Theorem 25.5 (the Hochschild formula). Lct $A$ be a ring of characteristic $p$; then for $a \in A$ and $D \in \operatorname{Der}(A)$ we have

$$
(a D)^{p}=a^{p} D^{p}+(a D)^{p-1}(a) \cdot D .
$$

Proof. Set $E=a D$. Then $E^{2}=E \circ a_{L} \circ D=(a E+E(a)) D=a^{2} D^{2}+E(a) D$, and proceeding by induction, we get a relation of the form

$$
E^{k}=a^{k} D^{k}+\sum_{i=2}^{k-1} b_{k, i} D^{i}+E^{k-1}(a) D,
$$

where $b_{k, i}$ are elements of $A$ given by a purely formal computation, so that

$$
b_{k, i}=f_{k, i}\left(a, D(a), D^{2}(a), \ldots, D^{k-i}(a)\right),
$$

where the $f_{k, i}$ are polynomials with coefficients in $\mathbb{Z} /(p)$ not depending on $A$, on $a$ or on $D$. Now to prove our theorem we need only show that $f_{p, i}=0$ for $1<i<p$. Let $k$ be a field of characteristic $p$, and let $x_{1}, x_{2}, \ldots$ be a countable number of indeterminates over $k$; set $K=k\left(x_{1}, x_{2}, \ldots\right)$. Define a $k$-derivation $D$ of $K$ by $D x_{i}=x_{i+1}$. (Since $\Omega_{A / k}$ is the free $K$-module with basis $\mathrm{d} x_{1}, \mathrm{~d} x_{2}, \ldots$, given any $f_{i} \in K$ there exists a unique $D \in \operatorname{Der}_{k}(K)$ such that $D x_{i}=f_{i}$. For this $D$, we set $E=x_{1} D$; then since $E^{p}-x_{1}^{p} D^{p}=$ $b_{p, p-1} D^{p-1}+\cdots+b_{p, 2} D^{2}+E^{p-1}(a) \cdot D$ is a derivation, by the previous theorem we must have $b_{p, i}=0$ for $1<i<p$. Therefore

$$
b_{p, i}=f_{p, i}\left(x_{1}, x_{2}, \ldots, x_{p-i+1}\right)=0,
$$

and this proves that $f_{p, i}=0$.
This formula is known as the Hochschild formula, although it is also reported to have been first proved by Serre. Be that as it may, it is an important fact that $(a D)^{p}$ is a linear combination of $D^{p}$ and $D$.

Exercises to §25. Prove the following propositions.
25.1. Let $A$ be a ring, $a, b \in A$ and $D, D^{\prime} \in \operatorname{Der}(A)$; then

$$
\left[a D, b D^{\prime}\right]=a b\left[D, D^{\prime}\right]+a D(b) D^{\prime}-b D^{\prime}(a) D .
$$

Hence in order for an $A$-submodule $\mathrm{g} \subset \operatorname{Der}(A)$ to be closed under $[$,$] , it is enough to have \mathfrak{g}=\sum_{i e l} A D_{i}$ with $\left[D_{i}, D_{j}\right] \in \mathfrak{g}$ for all $i, j \in I$.
25.2. Let $A$ be a ring containing the rational field $\mathbb{Q}$. Suppose that $x \in A$ and $D \in \operatorname{Der}(A)$ are such that $D x=1$ and $\bigcap_{n=1}^{\infty} x^{n} A=(0)$; then $x$ is a non-zero-divisor of $A$.
25.3. Let $A$ be a ring, and $I$ an ideal of $A$; set $\hat{A}$ for the $I$-adic completion of $A$. Then for $D \in \operatorname{Der}(A)$ we have $D\left(I^{n}\right) \subset I^{n-1}$ for all $n>0$, so that $D$ is $I$ -
adically continuous, and hence induces a derivation of $\hat{A}$. Also for a multiplicative set $S \subset A$, a derivation $D$ induces a derivation of $A_{S}$ by means of $D(a / s)=(D(a) \cdot s-a \cdot D(s)) / s^{2}$.
25.4. Let $k$ be a ring, $k^{\prime}$ and $A$ two $k$-algebras, and set $A^{\prime}=k^{\prime} \otimes_{k} A$; let $S \subset A$ be a multiplicative set. Then $\Omega_{A^{\prime} / k^{\prime}}=\Omega_{A / k} \otimes_{k} k^{\prime}=\Omega_{A / k} \otimes_{A} A^{\prime}$, and $\Omega_{A_{s} / k}=\Omega_{A / k} \otimes_{A} A_{S}$.
25.5. Let $A$ be a ring of characteristic $p$, and $x \in A, D \in \operatorname{Der}(A)$ elements such that $D^{p}=0$ and $D x=1$; set $A_{0}=\{a \in A \mid D a=0\}$. Then $A_{0}$ is a subring of $A$, and $A=A_{0}[x]=A_{0}+A_{0} x+\cdots+A_{0} x^{p-1}$, with $1, x, \ldots, x^{p-1}$ linearly independent over $A_{0}$.

## 26 Separability

Let $k$ be a field and $A$ a $k$-algebra. We say that $A$ is separable over $k$ if for every extension field $k^{\prime}$ of $k$, the ring $A^{\prime}=A \otimes_{k} k^{\prime}$ is reduced, that is does not contain nilpotents. From the definition, one sees at once the following:
(1) a subalgebra of a separable $k$-algebra is separable;
(2) $A$ is separable over $k$ if and only if every finitely generated $k$ subalgebra of $A$ is separable over $k$;
(3) for $A$ to be separable over $k$ it is sufficient that $A \otimes_{k} k^{\prime}$ is reduced for every finitely generated extension field $k^{\prime}$ of $k$;
(4) if $A$ is separable over $k$ and $k^{\prime}$ is an extension field of $k$ then $A \otimes_{k} k^{\prime}$ is separable over $k^{\prime}$.

Remark. When $A$ is a finite $k$-algebra, the separability condition can be checked using the discriminant. The trace of an element $\alpha$ of $A$, denoted by $\operatorname{tr}_{A / k}(\alpha)$, is defined to be the trace of the $k$-linear mapping $A \longrightarrow A$ induced by multiplication by $\alpha$. Let $\omega_{1}, \ldots, \omega_{n}$ be a linear basis of $A$ over $k$. Then $d$ $=\operatorname{det}\left(\operatorname{tr}_{A / k}\left(\omega_{i} \omega_{j}\right)\right)$ is called a discriminant of $A$ over $k$. If we use another basis $\omega_{1}^{\prime}, \ldots, \omega_{n}^{\prime}$, and if $\omega_{i}^{\prime}=\sum c_{i j} \omega_{j}$, then the discriminant with respect to this basis is $\operatorname{det}\left(c_{i j}\right)^{2} \cdot d$. Thus $d=0$ or $d \neq 0$ is a property of $A$ independent of the choice of basis. Now we claim that $A$ is separable if and only if $d \neq 0$. Proof. If $k^{\prime}$ is an extension field of $k$ and $A^{\prime}=A \otimes_{k} k^{\prime}$, then $\omega_{1}, \ldots, \omega_{n}$ is also a linear basis of $A^{\prime}$ over $k^{\prime}$, and so $d$ is also a discriminant of $A^{\prime}$ over $k^{\prime}$. If $A^{\prime}$ is not reduced, let $N=\operatorname{nil}\left(A^{\prime}\right)$. Take a basis $\omega_{1}^{\prime}, \ldots, \omega_{n}^{\prime}$ of $A^{\prime}$ such that $\omega_{1}^{\prime}, \ldots, \omega_{r}^{\prime}$ span $N$. Then $\omega_{i}^{\prime} \omega_{j}^{\prime}$ is nilpotent for $i \leqslant r$, hence its trace is zero. It follows that $\operatorname{det}\left(\operatorname{tr}\left(\omega_{i}^{\prime} \omega_{j}^{\prime}\right)\right)=0$, and so $d=0$. Conversely, if $A$ is separable over $k$, take an algebraic closure $K$ of $k$. Then $A \otimes_{k} K$ is reduced. Therefore we need only prove that if $k$ is algebraically closed and $A$ is reduced then $d \neq 0$. Now $A$ is an Artinian reduced ring, hence is a finite product of fields, each of which (as a finite extension of $k$ ) is
isomorphic to $k$. Thus $A=k e_{1}+\cdots+k e_{n}$ with $e_{i} e_{j}=0$ for $i \neq j$ and $e_{i}^{2}=e_{i}$. Hence $\operatorname{tr}\left(e_{i}\right)=1$ and $d \neq 0$.

In what follows we consider mainly the case when $A$ is a field. If $K$ is an algebraic extension field of $k$, and is separable in the usual sense (that is every element of $K$ is a root of a polynomial with coefficients in $k$ having no multiple roots), then $K$ is separable over $k$ in our sense. To see this, by (2) above we can assume that $K$ is finitely generated over $k$, and then according to the well-known primitive element theorem of field theory, $K \simeq k[X] /(f(X))$, where $f \in k[X]$ is irreducible and with no multiple roots. Then if $k^{\prime}$ is an extension field of $k$ we have

$$
K \otimes_{k} k^{\prime} \simeq k^{\prime}[x] /(f(X)),
$$

and when we factorise $f$ into primes in $k^{\prime}[X]$ we get $f=f_{1} \ldots f_{r}$ with $\left(f_{i}, f_{j}\right)=1$ for $i \neq j$, so that by Theorem 1.4,

$$
k^{\prime}[X] /(f) \simeq k^{\prime}[X] /\left(f_{1}\right) \times \cdots \times k^{\prime}[X] /\left(f_{r}\right) ;
$$

since this is a direct product of fields, it is reduced.
We say that an extension field $K$ of $k$ is separably generated over $k$ if $K$ has a separating transcendence basis over $k$, that is a transcendence basis $\Gamma$ such that $K$ is a separable algebraic extension of $k(\Gamma)$.

Theorem 26.1. A separably generated extension field is separable.
Proof. Let $k$ be a field and $K$ a separably generated extension of $k$, with $\Gamma$ a separating transcendence basis of $K$. If $k^{\prime}$ is any extension field of $k$ then $k(\Gamma) \otimes_{k} k^{\prime}$ is a ring of fractions of $k[\Gamma] \otimes_{k} k^{\prime}=k^{\prime}[\Gamma]$, so that it is an integral domain with field of fractions $k^{\prime}(\Gamma)$. Thus $K \otimes_{k} k^{\prime}=K \otimes_{k(\Gamma)}$ $\left(k(\Gamma) \otimes_{k} k^{\prime}\right)$ is a subring of $K \otimes_{k(\Gamma)} k^{\prime}(\Gamma)$. Now $K$ is a separable algebraic extension of $k(\Gamma)$, so that as we have seen above $K \otimes_{k(\Gamma)} k^{\prime}(\Gamma)$ is reduced.

Theorem 26.2. Let $k$ be a field of characteristic $p$, and $K$ a finitely generated extension field of $k$; then the following conditions are equivalent:
(1) $K$ is separable over $k$;
(2) $K \otimes_{k} k^{1 / p}$ is reduced;
(3) $K$ is separably generated over $k$.

Proof. (1) $\Rightarrow(2)$ is trivial and (3) $\Rightarrow$ (1) has just been proved.
(2) $\Rightarrow$ (3) Let $K=k\left(x_{1}, \ldots, x_{n}\right)$; we can assume that $x_{1}, \ldots, x_{r}$ is a transcendence basis for $K$ over $k$. Assume furthermore that $x_{r+1}, \ldots, x_{q}$ are separable algebraic over $k\left(x_{1}, \ldots, x_{r}\right)$, and that $x_{q+1}$ is not; set $y=x_{q+1}$ and let $f\left(Y^{p}\right)$ be the minimal polynomial of $y$ over $k\left(x_{1}, \ldots, x_{r}\right)$. The coefficients of $f\left(Y^{p}\right)$ are rational functions of $x_{1}, \ldots, x_{r}$, so that clcaring denominators we get an irreducible polynomial $F\left(X_{1}, \ldots X_{r}, Y^{p}\right) \in$ $k\left[X_{1}, \ldots, X_{r}, Y\right]$, with $F\left(x, y^{p}\right)=0$. Now if $\partial F / \partial X_{i}=0$ for $1 \leqslant i \leqslant r$ then $F\left(X, Y^{p}\right)$ is the $p$ th power of a polynomial $G(X, Y)$ with coefficients in $k^{1 / p}$,
but then we would have

$$
\begin{aligned}
k\left[x_{1}, \ldots, x_{r}, y\right] \otimes_{k} k^{1 / p} & =\left(k[X, Y] /(F(X, Y)) \otimes_{k} k^{1 / p}\right. \\
& =k^{1 / p}[X, Y] /\left(G(X, Y)^{p}\right) ;
\end{aligned}
$$

this is a subring of $K \otimes_{k} k^{1 / p}$ containing nilpotent elements, and this contradicts (2). Hence we can assume that $\partial F / \partial X_{1} \neq 0$. Then $x_{1}$ is separable algebraic over $k\left(x_{2}, \ldots, x_{r}, y\right)$, and hence so are $x_{r+1}, \ldots, x_{q}$. Therefore exchanging $x_{1}$ and $y=x_{q+1}$, we find that $x_{r+1}, \ldots, x_{q+1}$ are separably algebraic over $k\left(x_{1}, \ldots, x_{r}\right)$, so that by induction on $q$, we have (3).
Remark. As we have seen in the proof, if $K=k\left(x_{1}, \ldots, x_{n}\right)$ is separable over $k$ then we can choose a separating transcendence basis from among $x_{1}, \ldots, x_{n}$.
Theorem 26.3. If $k$ is a perfect field then every extension field $K$ of $k$ is separable over $k$, and a $k$-algebra $A$ is separable if and only if it is reduced. Proof. Recall that a field $k$ is perfect if every algebraic extension of $k$ is separable. If $k$ has characteristic 0 then every extension field $K$ is separably generated, and therefore separable. In characteristic $p$, perfect implies $k=k^{1 / p}$, so that by the previous theorem, all subfields of $K$ finitely generated over $k$ are separable, so that $K$ itself is separable over $k$. (Caution: $K$ may fail to be separably generated over $k$; for a counter-example, let $x$ be an indeterminate over $k$, and $K=k\left(x, x^{p^{-1}}, x^{p^{-2}}, \ldots\right)$ ). Now we show that if $A$ is a reduced $k$-algebra then $A$ is separable. We can assume that $A$ is finitely generated over $k$. Then $A$ is a Noetherian ring, and the total ring of fractions $K$ of $A$ is of the form $K=K_{1} \times \cdots \times K_{r}$ by Ex. 6.5. Each $K_{i}$ is separable over $k$, so that $K$ is also separable, and hence so is its subring $A$.
In general two subfields $K, K^{\prime}$ of a given field $L$ are said to be linearly disjoint over a common subfield $k$ if the following three equivalent conditions are satisfied:
(a) if $\alpha_{1}, \ldots, \alpha_{n} \in K$ are linearly independent over $k$ they are also linearly independent over $K^{\prime}$;
(b) the same with $K$ and $K^{\prime}$ interchanged;
(c) if we write $K\left[K^{\prime}\right]$ for the subring of $L$ generated by $K$ and $K^{\prime}$, the natural map $K \otimes_{k} K^{\prime} \longrightarrow K\left[K^{\prime}\right]$ is an isomorphism.
Proof of equivalence. $(a) \Rightarrow(c) \operatorname{Let} \xi=\sum_{1}^{m} x_{i} \otimes y_{i}$ be an element of the kernel of $K \otimes_{k} K^{\prime} \longrightarrow K\left[K^{\prime}\right]$. Suppose that $x_{1}, \ldots, x_{r}$ are linearly independent over $k$, and that the remainder $x_{r+1}, \ldots, x_{m}$ are linear combinations of them, and rewrite $\xi=\sum_{1}^{r} x_{i} \otimes y_{i}^{\prime}$. The image in $K\left[K^{\prime}\right]$ of $\xi$ is $\sum x_{j} y_{i}^{\prime}$, but if this is 0 then by $(a)$ we have $y_{i}^{\prime}=0$ for all $i$, so that $\xi=0$. This proves ( $c$ ).
$(c) \Rightarrow(a)$ is also easy; finally, since $(c)$ is symmetric in $K$ and $K^{\prime}$, we of course also get $(a) \Leftrightarrow(b)$.

Let $k$ be a field of characteristic $p$, and $K$ an extension field of $k$. Inside 4n algebraic closure $\bar{K}$ of $K$, consider the subfields $k^{p^{-n}}=\left\{\alpha \in \bar{K} \mid \alpha^{\rho n} \in k\right\}$ and $k^{n^{-\infty}}=\bigcup_{n>0} k^{p^{-n}}$. These are purely inseparable extension fields of $k$, Fand $k^{p^{-\infty}}$ is the smallest perfect field containing $k$.
fheorem 26.4 (S. MacLane). Let $k$ and $K$ be as above. We have
(i) if $K$ is separable over $k$ then $K$ and $k^{p^{-\infty}}$ are linearly disjoint over $k$;
(ii) if $K$ and $k^{p^{-n}}$ are linearly disjoint over $k$ for some $n>0$ then $K$ is separable over $k$.
Proof. (i) Suppose that $\alpha_{1}, \ldots, \alpha_{n} \in K$ are linearly independent over $k$. If $\sum \alpha_{i} \xi_{i}=0$ with $\xi_{i} \in k^{p^{-x}}$, we set $k_{1}=k\left(\xi_{1}, \ldots, \xi_{n}\right)$, so that $k_{1}$ is a finite extension of $k$; for some sufficiently large $n$ we have $k_{1}^{p^{n}} \subset k$, and if we set $A=K \otimes_{k} k_{1}$, then $A$ is a reduced ring. However, $A$ is finite as a $K$-module, so is a zero-dimensional ring, but the $p^{n}$ th power of any element of $A$ is in $K$, so that we see that $A$ has only one prime ideal. Hence $A$ is a field, and $A \simeq K\left[k_{1}\right]$. From this we get $\sum \alpha_{i} \otimes \xi_{i}=0$, that is $\xi_{i}=0$ for all $i$.
(ii) If $K$ and $k^{p^{-n}}$ are linearly disjoint, then $k^{p^{-1}} \subset k^{p^{-n}}$, and hence $K$ and $k^{p^{-1}}$ are also linearly disjoint over $k$, so that $K \otimes_{k} k^{p^{-1}}$ is a field. If $K^{\prime}$ is a subfield of $K$ which is finitely generated over $k$ then by Theorem $2, K^{\prime}$ is separable over $k$. Hence $K$ is also separable over $k$.

## Differential bases

Let $K$ be an extension field of a field $k$; then $\Omega_{K / k}$ is a vector space over $K$, and is generated by $\{\mathrm{d} x \mid x \in K\}$, so that there exists a subset $B \subset K$ such that $\{\mathrm{d} x \mid x \in B\}$ forms a basis of the vector space $\Omega_{K / k}$. A subset $B \subset K$ with this property is called a differential basis of $K$ over $k$. The following condition $\left({ }^{*}\right)$ is necessary and sufficient for a subset $\left\{x_{\hat{A}}\right\}_{\lambda \in \Lambda} \subset K$ to form a differential basis for $K$ over $k$.
$\left(^{*}\right)$ if $y_{\lambda} \in K$ are specified for every $\lambda \in \Lambda$ in an arbitrary way, then there exists a unique $D \in \operatorname{Der}_{k}(K)$ such that $D\left(x_{\lambda}\right)=y_{\lambda}$ for all $\lambda$.

For $x_{1}, \ldots, x_{n} \in K$, let us study the condition for $\mathrm{d} x_{1}, \ldots, \mathrm{~d} x_{n} \in \Omega_{K / k}$ to be linearly independent over $k$. If $k$ has characteristic 0 then this is equivalent to $x_{1}, \ldots, x_{n}$ being algebraically independent over $k$. Indeed, if there exists $0 \neq f(X) \in k\left[X_{1}, \ldots, X_{n}\right]$ such that $f\left(x_{1}, \ldots, x_{n}\right)=0$, then choose such a relation of smallest degree; suppose for instance that $X_{1}$ actually appears in $f$, so that $f_{1}=\partial f / \partial X_{1}$ is non-zero, but of smaller degree than $f$, and hence $f_{1}(x) \neq 0$. Then $f(x)=0$ gives

$$
0=\mathrm{d} f=\sum f_{i}(x) \mathrm{d} x_{i},
$$

so that $\mathrm{d} x_{1}, \ldots, \mathrm{~d} x_{n}$ are linearly dependent. Conversely, if $x_{1}, \ldots, x_{n}$ are algebraically independent over $k$ then there exists a transcendence basis $B$ of $K / k$ containing these, so that there exists $k$-derivations $D_{i}$ of the purely
transcendental extension $k(B)$ satisfying

$$
D_{i}\left(x_{i}\right)=1 \quad \text { and } \quad D_{i}(y)=0 \quad \text { for } \quad x_{i} \neq y \in B
$$

(namely, $\partial / \partial x_{i}$ ). Moreover, $K$ is a separable algebraic extension of $k(B)$, and so by Theorem 25.3 is 0 -etale, so that the derivations $D_{i}$ extend to derivations from $K$ to $K$. Then since $D_{i}\left(x_{j}\right)=\delta_{i j}$, the differentials $\mathrm{d} x_{1}, \ldots, \mathrm{~d} x_{n} \in \Omega_{K / k}$ are clearly linearly independent. Thus in this case a differential basis is the same thing as a transcendence basis.

Now consider a field $k$ of characteristic $p$. We say that elements $x_{1}, \ldots, x_{n} \in K$ of an extension field $K$ are $p$-independent over $k$ if $\left[K^{p}\left(k, x_{1}, \ldots, x_{n}\right): K^{p}(k)\right]=p^{n}$, and a subset $B \subset K$ is $p$-independent if any finite subset of $B$ is $p$-independent. This condition means precisely that the set

$$
\Gamma_{B}=\left\{x_{1}^{\alpha_{1}} \ldots x_{n}^{\alpha_{n}} \left\lvert\, \begin{array}{l}
x_{1}, \ldots, x_{n} \text { are distinct } \\
\text { elements of } B \text { and } 0 \leqslant x_{i}<p
\end{array}\right.\right\}
$$

is linearly independent over $K^{p}(k)$; the elements of $\Gamma_{B}$ are called the $p$-monomials of $B$. If $B$ is not $p$-independent, we say it is $p$-dependent. The condition of $p$-independence is not just a property of $B$ and $k$, but also depends on $K$. If $B \subset K$ is $p$-independent over $k$ and $K=K^{p}(k, B)$, we say that $B$ is a $p$-basis of $K / k$. If $C \subset K$ is $p$-independent over $k$ then one can easily show by Zorn's lemma that there exists a $p$-basis of $K / k$ containing $C$.

One sees easily that $B$ is a $p$-basis of $K / k$ is equivalent to $\Gamma_{B}$ being a basis of $K$ over $K^{p}(k)$ in the sense of lincar algebra. If this holds then any map $D: B \longrightarrow K$ has a unique extension to an element $D \in \operatorname{Der}_{k}(K)$. Indeed, for a $p$-monomial of $B$ we set

$$
D\left(x_{1}^{\alpha_{1}} \ldots x_{n}^{\alpha_{n}}\right)=\sum_{i=1}^{n} \alpha_{i} x_{i}^{\alpha_{1}} \ldots x_{i}^{\alpha_{i}-1} \ldots x_{n}^{\alpha_{n}} D\left(x_{i}\right),
$$

and extend $D$ to $K$ as a $K^{p}(k)$-linear map; then $D$ is a $k$-derivation. Thus a $p$-basis $B$ is a differential basis of $K / k$. Conversely, if $B^{\prime}$ is a differential basis of $K / k$ then $B^{\prime}$ is $p$-independent over $k$; for if $x_{1}, \ldots, x_{n} \in B^{\prime}$ are $p$-dependent, we can assume that $x_{1} \in K^{p}\left(k, x_{2}, \ldots, x_{n}\right)$, so that we can write $x_{1}=f\left(x_{2}, \ldots, x_{n}\right)$, where $f$ is a polynomial with coefficients in $K^{p}(k)$. Then in $\Omega_{K / k}$ we get $\mathrm{d} x_{1}=\sum_{2}^{n}\left(\partial f / \partial x_{i}\right) \mathrm{d} x_{i}$, which contradicts the linear independence of $\mathrm{d} x_{1}, \ldots, \mathrm{~d} x_{n}$. Now if we take a $p$-basis $B$ of $K / k$ containing $B^{\prime}$, then since both $B$ and $B^{\prime}$ are differential bases, we have $B=B^{\prime}$. We summarise the above as follows:

Theorem 26.5. The notion of differential basis coincides with transcendence basis in characteristic 0 , and with $p$-basis in characteristic $p$.

Now we look at the relation between separability and differential bases. Letting $\Pi \subset k$ denote the prime subfield of $k$, we write $\Omega_{k}$ for $\Omega_{k / \Pi}$.
Theorem 26.6. For a field extension $K / k$, the following conditions are
(1) $K / k$ is separable;
(2) for any subfield $k^{\prime} \subset k$ the standard map $\Omega_{k / k^{\prime}} \otimes_{k} K \longrightarrow \Omega_{K / k^{\prime}}$ is injective;
(2') for any subfield $k^{\prime} \subset k$ and any differential basis $B$ of $k / k^{\prime}$, there exists a differential basis of $K / k^{\prime}$ containing $B$;
(3) $\Omega_{k} \otimes_{k} K \longrightarrow \Omega_{K}$ is injective;
(4) any derivation of $k$ to an arbitrary $K$-module $M$ extends to a derivation from $K$ to $M$.
Proof. (2) and (2') are clearly equivalent, and (2) $\Rightarrow(3) \Leftrightarrow(4)$ are trivial. In Characteristic 0 , both (1) and ( $2^{\prime}$ ) hold, so that we need only consider the case of characteristic $p$.
$(1) \Rightarrow\left(2^{\prime}\right)$ Since $K$ and $k^{1 / p}$ are linearly disjoint over $k$, we can apply the somorphism $x \mapsto x^{p}$ to all three of these to get $K^{p}$ and $k$ linearly disjoint over $k^{p}$. Hence $K^{p}\left(k^{p}, k^{\prime}\right)=K^{p}\left(k^{\prime}\right)$ and $k$ are linearly disjoint over $k^{p}\left(k^{\prime}\right)$ (see Ex. 26.1 below). If we choose a $p$-basis $B$ of $k$ over $k^{\prime}$ then the set $\Gamma_{B}$ of $p$-monomials of $B$ is linearly independent over $k^{p}\left(k^{\prime}\right)$, hence also linearly independent over $K^{p}\left(k^{\prime}\right)$, and $B$ as a subset of $K$ is also $p$-independent bver $k^{\prime}$. Therefore $B$ can be extended to a $p$-basis of $K / k^{\prime}$.
(3) $\Rightarrow$ (1) If we take a $p$-basis $B$ of $k$ over $\Pi$ then the set $\Gamma_{B}$ of $p$-monomials of $B$ is a basis of $k$ over $k^{p} .\{\mathrm{d} x \mid x \in B\}$ is a basis of $\Omega_{k}$ over $k$, and by hassumption is linearly independent in $\Omega_{K}$ over $K$, so that $\Gamma_{B}$ is also linearly modependent over $K^{p}$. Therefore

$$
k \otimes_{k^{p}} K^{p} \simeq k\left(K^{p}\right),
$$

end $k$ and $K^{p}$ are linearly disjoint over $k^{p}$, so that by Theorem $4, K / k$ is separable.
Let $k$ be a field of characteristic $p$, and $\Pi \subset k$ the prime subfield; a $p$-basis of $k / \Pi$ is called an absolute p-basis of $k$. If $k_{0} \subset k$ is any perfect field contained in $k$ then $k^{p}\left(k_{0}\right)=k^{p}=k^{p}(\Pi)$, so that an absolute $p$-basis of $k$ is 3lso a $p$-basis of $k / k_{0}$.
Theorem 26.7. Let $k$ be a field of characteristic $p$, and $K$ an extension field of k. If an absolute $p$-basis of $k$ is also an absolute $p$-basis of $K$, then $K$ is 0 -etale over $k$, and conversely.
Proof. Consider a commutative diagram of ring homomorphisms

there $\bar{C}=C / N$, with $N$ an ideal of $C$ satisfying $N^{2}=0$, and $g$ the natural aap. For $\alpha \in K$, if we choose $a \in C$ such that $u(\alpha)=g(a)$, then $a^{p}$ is dependent of the choice of $a$. For if $g(a)=g\left(a^{\prime}\right)$ then we can write
characteristic $p$, so that

$$
a^{\prime p}=a^{p}+x^{p}=a^{p}
$$

Now we define a map $v_{0}: K^{p} \longrightarrow C$ by $v_{0}\left(\alpha^{p}\right)=a^{p}$ for $\alpha \in K$, where $a \in C$ is such that $u(\alpha)=g(a)$; one checks easily that $v_{0}$ is a homomorphism, and coincides with $j$ on $k^{p}$. So far we have not used the assumption on $K / k$. Now since by assumption $K$ is separable over $k$, and $K=K^{p}[k]$, we can think of $K$ as

$$
K=K^{p} \otimes_{k p} k
$$

and thus we can define $v: K \longrightarrow C$ by letting $v$ be equal to $v_{0}$ on $K^{p}$, and equal to $j$ on $k$; this is a lifting of $u$ to $C$. Uniqueness of the lifting is clear from the fact that $K^{p}(k)=K$, so that $\Omega_{K / k}=0$.

Conversely, if we assume that $K / k$ is 0 -etale, then first of all, from 0 -unramified we have $\Omega_{K / k}=0$, so that by 0 -smoothness and Theorem 25.1 we have $\Omega_{K}=\Omega_{k} \otimes_{k} K$. Thus an absolute $p$-basis of $k$ is also an absolute $p$-basis of $K$.

Theorem 26.8. Let $K / k$ be a separable extension of fields of characteristic $p$, and let $B$ be a $p$-basis of $K / k$. Then $B$ is algebraically independent over $k$, and $K$ is 0 -etale over $k(B)$.
Proof. Suppose by contradiction that $b_{1}, \ldots, b_{n} \in B$ are algebraically dependent over $k$. Suppose that $0 \neq f \in k\left[X_{1}, \ldots, X_{n}\right]$ is a polynomial of minimal degree among all those with $f(b)=0$, and set $\operatorname{deg} f=d$. Then write

$$
f\left(X_{1}, \ldots, X_{n}\right)=\sum_{0 \leqslant i_{1}, \ldots, i_{n}<p} g_{i_{1} \ldots i_{n}}\left(X_{1}^{p}, \ldots, X_{n}^{p}\right) X_{1}^{i_{1}} \ldots X_{n}^{i_{n}}
$$

Then since $b_{1}, \ldots, b_{n}$ are $p$-independent over $k$ and $f(b)=0$, we have $g_{i_{1} \ldots i_{n}}\left(b^{p}\right)=0$ for all values of $i_{1}, \ldots, i_{n}$. However, since

$$
d \geqslant \operatorname{deg} g_{i_{1} \ldots i_{n}}\left(X^{p}\right)+i_{1}+\cdots+i_{n},
$$

by choice of $f$ we must have $f(X)=g_{0 \ldots 0}\left(X^{p}\right)$. Hence we can write $f$ in the form $f(X)=h(X)^{p}$, with $h \in k^{1 / p}\left[X_{1}, \ldots, X_{n}\right]$. However, since $K$ and $k^{1 / p}$ are linearly disjoint over $k$, the monomials of degree $<d$ in $b_{1}, \ldots, b_{n}$, being linearly independent over $k$, must also be linearly independent over $k^{1 / p}$. Thus $h(b) \neq 0$, but this contradicts $h(b)^{p}=f(b)=0$. For the second half, see the proof of the following theorem.
Remark. Although $k(B)$ is purely transcendental over $k$, it does not follow that $K$ is algebraic over $k(B)$; for a counter-example, let $K=$ $k\left(x, x^{p^{-1}}, x^{p^{-2}}, \ldots\right)$, with $x$ an indeterminate over $k$. In this case $B=\varnothing$.
Theorem 26.9. If $K$ is a separable field extension of a field $k$, then $K$ is 0 -smooth, and conversely.
Proof. Let $B$ be a differential basis of $K / k$. If $K / k$ is separable then by Theorem 5 and Theorem $8, k(B)$ is purely transcendental over $k$. Then, as one sees at once from the definition, $k(B)$ is 0 -smooth over $k$. Moreover,
characteristic $p$, by Theorem 6 we have an exact sequence $0 \rightarrow \Omega_{k} \otimes K$ $\longrightarrow \Omega_{K} \longrightarrow \Omega_{K / k} \rightarrow 0$, so that putting together an absolute $p$-basis of $k$ with $B$ we have an absolute $p$-basis of $K$, and this is clearly also an absolute $p$-basis of $k(B)$. Hence $K / k(B)$ is 0 -etale by Theorem 7. Therefore $K / k$ is 0 -smooth.

Conversely, if $K / k$ is 0 -smooth then by Theorem $25.1, \Omega_{k} \otimes K \longrightarrow \Omega_{K}$ is injective, so that by Theorem $6, K / k$ is separable.

## Imperfection modules and the Cartier equality

Quite generally, if $k \longrightarrow A \longrightarrow B$ are ring homomorphisms, we write $\Gamma_{B / A / k}$ for the kernel of $\Omega_{A / k} \otimes_{A} B \longrightarrow \Omega_{B / k}$, and call it the imperfection module of the $A$-algebra $B$ over $k$. If $k=\mathbb{Z}$ or $k=\mathbb{Z} / p$ (the prime field of characteristic $p$ ) we omit $k$, and write $\Gamma_{B / A}$.
Lemma 1. Let $k \longrightarrow K \longrightarrow L \longrightarrow L^{\prime}$ be field homomorphisms. Then there exists a natural exact sequence

$$
\begin{aligned}
0 & \rightarrow \Gamma_{L / K / k} \otimes_{L} L^{\prime} \longrightarrow \Gamma_{L^{\prime} / K / k} \longrightarrow \Gamma_{L^{\prime} / L / k} \\
& \longrightarrow \Omega_{L / K} \otimes_{L} L^{\prime} \longrightarrow \Omega_{L^{\prime} / K} \longrightarrow \Omega_{L^{\prime} / L} \rightarrow 0 .
\end{aligned}
$$

Proof. We have a commutative diagram with exact rows.

$$
\begin{gathered}
0 \rightarrow \Gamma_{L / K / k} \otimes_{L} L^{\prime} \longrightarrow \Omega_{K / k} \otimes_{K} L^{\prime} \longrightarrow \Omega_{L / k} \otimes_{L} L^{\prime} \longrightarrow \Omega_{L / K} \otimes_{L} L^{\prime} \rightarrow 0 \\
f_{1} \downarrow \\
0 \rightarrow \quad \Gamma_{L^{\prime} / K / k} \rightarrow \Omega_{K / k} \otimes L^{\prime} \\
f, \Omega^{\prime}
\end{gathered}
$$

We abbreviate this as

and from it construct

$$
\begin{aligned}
& 0 \rightarrow A / X \longrightarrow B \longrightarrow P \rightarrow 0 \\
& \bigsqcup_{0 \rightarrow A / Y} \longrightarrow C \longrightarrow Q \longrightarrow s_{3} \downarrow
\end{aligned}
$$

applying the snake lemma gives the exact sequence

$$
0 \rightarrow Y / X \longrightarrow \operatorname{Ker} f_{2} \longrightarrow \operatorname{Ker} f_{3} \rightarrow 0
$$

from which we easily get

$$
0 \rightarrow X \longrightarrow Y \longrightarrow \operatorname{Ker} f_{2} \longrightarrow P \longrightarrow Q \longrightarrow \text { Coker } f_{3} \rightarrow 0 .
$$

This is just what we wanted to prove.
Theorem 26.10 (the Cartier equality). Let $k$ be a perfect field, $K$ an extension of $k$ and $L$ a finitely generated extension field of $K$; then
(*)

$$
\mathrm{rk}_{L} \Omega_{L / K}=\operatorname{tr}^{2} \operatorname{deg}_{K} L+\mathrm{rk}_{L} \Gamma_{L / K / k},
$$

Proof. Suppose that $k \subset K \subset L \subset L^{\prime}$, with $L$ finitely generated over $K$ and $L^{\prime}$ finitely generated over $L$. If the theorem holds for $k \subset L \subset L^{\prime}$ and for $k \subset K \subset L$ then both $\Gamma_{L / L, k}$ and $\Gamma_{L / K, k} \otimes L^{\prime}$ are finite-dimensional over $L^{\prime}$, so that by the lemma, $\Gamma_{L^{\prime} / K / k}$ is also finite-dimensional, and

$$
\begin{aligned}
& \mathrm{rk}_{L^{\prime}} \Omega_{L^{\prime} / K}-\mathrm{rk}_{L^{\prime} / K / k} \\
& \quad=\left(\mathrm{rk}_{L^{\prime}} \Omega_{L^{\prime} L}-\mathrm{rk}_{L^{\prime}} \Gamma_{L^{\prime} L / k}\right)+\left(\mathrm{rk}_{L^{\prime}} \Omega_{L^{\prime / K}}-\mathrm{rk}_{L} \Gamma_{L / K / k}\right) \\
& \quad=\operatorname{tr} \cdot \operatorname{deg}_{L} L^{\prime}+\operatorname{tr}^{2} \cdot \operatorname{deg}_{K} L=\operatorname{tr} \cdot \operatorname{deg}_{K} L^{\prime} ;
\end{aligned}
$$

thus the theorem also holds for $k \subset K \subset L^{\prime}$. Now every finitely generated field extension can be obtained by a succession of the following three kinds of simple extensions:
(1) $L=K(\alpha)$ where $\alpha$ is transcendental over $K$;
(2) $L=K(\alpha)$ where $\alpha$ is separable algebraic over $K$;
(3) $L=K(\alpha)$ where char $K=p$, and $\alpha^{p}=a \in K$, but $\alpha \notin K$.

Hence we need only prove ( ${ }^{*}$ ) in each of these special cases. (1) and (2) are easy. For (3), if we write $L=K[X] /\left(X^{p}-a\right)$ we see that

$$
\begin{aligned}
\Omega_{L / k} & =\left(\Omega_{\mathrm{K}[X] / k} \otimes L\right) / L \mathrm{~d} a \\
& =\left(\Omega_{K / k} / K \mathrm{~d} a\right) \otimes L \oplus L \mathrm{~d} \alpha,
\end{aligned}
$$

and $\mathrm{d} \alpha \neq 0$. Furthermore, since $k$ is a perfect field, we have $a \notin K^{p}=k K^{p}$, so that in $\Omega_{K / k}\left(=\Omega_{K}\right)$ we have $\mathrm{d} a \neq 0, r k \Omega_{L / K}=1$ and $r k \Gamma_{L / K / k}=1$, so that $\left(^{*}\right)$ also holds in this case.

Remark (Harper's theorem). An ideal $I$ of a ring $R$ is called a differential ideal if it maps into itself under every derivation of $R$ to $R$. A ring $R$ is said to be differentiably simple if it has no non-trivial differential ideals. The following beautiful theorem is due to L. Harper, Jr.:
Theorem. A Noetherian ring $R$ of characteristic $p$ is differentiably simple if and only if it has the form $R=k\left[T_{1}, \ldots, T_{n}\right] /\left(T_{1}^{p}, \ldots, T_{n}^{p}\right)$, where $k$ is a field of characteristic $p$.
The 'if' part is easy. The proof of the 'only if' part is not so easy and we refer the reader to Harper [1] and Yuan [1]. Recently this theorem was used by Kimura-Niitsuma [1] to prove the following theorem which had been known as Kunz' Conjecture:
Theorem. Let $R$ be a regular local ring of characteristic $p$, and let $S$ be a local subring of $R$ containing $R^{p}$. Assume that $R$ is a finite $S$-module. Then $R$ has a $p$-basis over $S$ if and only if $S$ is regular.

Exercises to §26. Prove the following propositions.
26.1. Let $L$ be a field and $k, k^{\prime}, K, K^{\prime}$ subfields of $L$, assume that $k \subset k^{\prime} \subset K$ and $k \subset K^{\prime}$, and that $K$ and $K^{\prime}$ are linearly disjoint over $k$. Then we have (i) $K \cap K^{\prime}=k$, and (ii) $K$ and $k^{\prime}\left(K^{\prime}\right)$ are linearly disjoint over $k^{\prime}$.
26.2. Let $L$ be a separable extension of a field $K$; then $L\left(\left(T_{1}, \ldots, T_{n}\right)\right.$ is separable over $K\left(\left(T_{1}, \ldots, T_{n}\right)\right)$. Here $L\left(\left(T_{1}, \ldots, T_{n}\right)\right)$ denotes the field of fractions of $L \llbracket T_{1}, \ldots, T_{n} \rrbracket$.

## 27 Higher derivations

Let $k \xrightarrow{f} A \xrightarrow{g} B$ be ring homomorphisms. Let $t$ be an indeterminate over $B$, and set $B_{m}=B[t] /\left(t^{m+1}\right)$ for $m=0,1, \ldots$, and $B_{\infty}=$ $\boldsymbol{B}[t]$. We can view $B_{m}$ as a $k$-algebra in a natural way (for $m \leqslant \infty$ ).

For $m \leqslant \infty$ we define a higher derivation (over $k$ ) of length $m$ from $A$ to $B$ to be a sequence $\underline{\mathrm{D}}=\left(\mathrm{D}_{0}, \mathrm{D}_{1}, \ldots, \mathrm{D}_{m}\right)$ of $k$-linear maps $\mathrm{D}_{i}$ : $A \longrightarrow B$, satisfying the conditions

$$
\left(^{*}\right) \quad \mathrm{D}_{0}=g \quad \text { and } \quad \mathrm{D}_{i}(x y)=\sum_{r+s=i} \mathrm{D}_{r}(x) \mathrm{D}_{s}(y)
$$

for $1 \leqslant i \leqslant m$ and $x, y \in A$. These conditions are equivalent to saying that the $\operatorname{map} E_{t}: A \rightarrow B_{m}$ defined by

$$
E_{t}(x)=\sum_{i=0}^{m} \mathrm{D}_{i}(x) t^{i}
$$

Is a $k$-algebra homomorphism with $E_{t}(x) \equiv g(x) \bmod t$.
When $A=B$ and $g=1$ (the identity map of $A$ ) then we speak simply of a higher $k$-derivation of $A$. In what follows we consider mainly this case.

If $\underline{\mathrm{D}}=\left(\mathrm{D}_{0}, \mathrm{D}_{1}, \mathrm{D}_{2}, \ldots\right)$ is a higher derivation then $\mathrm{D}_{1} \in \operatorname{Der}_{k}(A, B)$. Furthermore, $\mathrm{D}_{i}$ is 0 on $f(k)$ for $i>0$. In general we say that $\underline{\mathrm{D}}$ is trivial on $a \in A$ if $\mathrm{D}_{i}(a)=0$ for $i>0$; this means precisely that $a$ goes over Finto a constant under the homomorphism $E_{t}$ corresponding to $\underline{\mathrm{D}}$.

The theory of higher derivations was initiated by Hasse and F. K. Schmidt [1]. In view of this, in this book we write $\mathrm{HS}_{k}(A, m)$ for the set of all higher $k$-derivations of length $m$ of $A$, and we also write $\operatorname{HS}_{k}(A)$ for $\mathrm{HS}_{k}(A, \infty)$. When we are not concerned with $k$, we simplify this to $\operatorname{HS}(A, m)$ Pind $\operatorname{HS}(A)$. These sets do not have a module structure like that of $\operatorname{Der}_{k}(A)$, but they do have a group structure (generally non-Abelian), which we now explain. The homomorphism $E_{i}: A \longrightarrow A_{m}$ corresponding to $09 \in \mathrm{HS}_{k}(A, m)$ can be extended to an endomorphism of $A_{m}$ by setting

$$
E_{t}\left(\sum_{v} a_{v} t^{v}\right)=\sum_{v} E_{t}\left(a_{v}\right) t^{v}
$$

Now $E_{t}$ is injective, since if $\xi=a_{r} t^{r}+a_{r+1} t^{r+1}+\cdots \in A_{m}$ with $a_{r} \neq 0$ then $E_{1}(\xi) \equiv a_{r} t^{r} \bmod t^{r+1}$; also, by setting

$$
\begin{aligned}
& \xi-E_{t}\left(a_{r} t^{t}\right)=b_{r+1} t^{r+1}+\cdots, \\
& \xi-E_{t}\left(a_{r} t^{r}+b_{r+1} t^{t+1}\right)=c_{r+2} t^{r+2}+\cdots
\end{aligned}
$$

and proceeding in the same way, we see easily that $E_{t}$ is surjective. In other words, $E_{t}$ is an automorphism of $A_{m}$. Conversely, an automorphism $E$ of the $k$-algebra $A_{m}$ satisfying $E(a) \equiv a \bmod t$ corresponds to a higher derivation. Thus if we identify $\operatorname{HS}_{k}(A, m)$ with a subgroup of the automorphism group $\mathrm{Aut}_{k}\left(A_{m}\right)$ of $A_{m}$, it acquires the group structures which we are looking for. Let us start computing this structure. For $\underline{\mathrm{D}}=\left(\mathrm{D}_{0}, \mathrm{D}_{1}, \ldots\right), \underline{\mathrm{D}}^{\prime}=\left(\mathrm{D}_{0}^{\prime}, \mathrm{D}_{1}^{\prime}, \ldots\right)$, set

$$
\underline{\mathrm{D}} \cdot \underline{\mathrm{D}}^{\prime}=\left(\overline{\mathrm{D}}_{0}^{\prime \prime}, \mathrm{D}_{1}^{\prime \prime}, \ldots\right), \quad \text { and } \quad \underline{\mathrm{D}}^{-1}=\left(\mathrm{D}_{0}^{*}, \mathrm{D}_{1}^{*}, \ldots\right) ;
$$

then

$$
\begin{aligned}
E_{t}\left(E_{t}^{\prime}(a)\right)= & E_{t}\left(a+\mathrm{D}_{1}^{\prime}(a) t+\mathrm{D}_{2}^{\prime}(a) t^{2}+\cdots\right) \\
= & \left(a+\mathrm{D}_{1}(a) t+\mathrm{D}_{2}(a) t^{2}+\cdots\right) \\
& +\left(\mathrm{D}_{1}^{\prime}(a)+\mathrm{D}_{1}\left(\mathrm{D}_{1}^{\prime}(a)\right) t+\mathrm{D}_{2}\left(\mathrm{D}_{1}^{\prime}(a)\right) t^{2}+\cdots\right) t \\
& +\left(\mathrm{D}_{2}^{\prime}(a)+\mathrm{D}_{1}\left(\mathrm{D}_{2}^{\prime}(a) t+\cdots\right) t^{2}+\cdots\right. \\
= & a+\left(\mathrm{D}_{1}+\mathrm{D}_{1}^{\prime}\right)(a) t+\left(\mathrm{D}_{2}+\mathrm{D}_{1} \mathrm{D}_{1}^{\prime}+\mathrm{D}_{2}^{\prime}\right)(a) t^{2}+\cdots,
\end{aligned}
$$

so that

$$
\mathrm{D}_{i}^{\prime \prime}=\sum_{p+q=i} \mathrm{D}_{p} \mathrm{D}_{q}^{\prime} \text { for all } i
$$

and the $\mathrm{D}_{i}^{*}$ are obtained by solving $\sum_{p+q=i} \mathrm{D}_{p} \mathrm{D}_{q}^{*}=0$ for $i>0$, that is

$$
\begin{aligned}
& \mathrm{D}_{0}^{*}=\mathrm{D}_{0}=1, \mathrm{D}_{1}^{*}=-\mathrm{D}_{1}, \mathrm{D}_{2}^{*}=\mathrm{D}_{1}^{2}-\mathrm{D}_{2}, \\
& \mathrm{D}_{3}^{*}=-\mathrm{D}_{1}^{3}+\mathrm{D}_{1} \mathrm{D}_{2}+\mathrm{D}_{2} \mathrm{D}_{1}-\mathrm{D}_{3}, \ldots
\end{aligned}
$$

If $S \subset A$ and $T \subset B$ are multiplicative sets such that $g(S) \subset T$, then the given homomorphism $g: A \longrightarrow B$ induces a homomorphism $A_{S} \longrightarrow B_{T}$. Now we show that in a similar way, a higher derivation has a unique extension to the localisations. To see this, let $\underline{\mathrm{D}}=\left(\mathrm{D}_{0}, \mathrm{D}_{1}, \ldots, \mathrm{D}_{m}\right)$ be a higher derivation of length $m$ from $A$ to $B$; if we compose the homomorphism $E_{t}: A \longrightarrow B_{m}$ corresponding to $\underline{\mathrm{D}}$ with the localisation $B_{m} \longrightarrow\left(B_{T}\right)_{m}$, then an element $x \in S$ maps to $g(x)_{T}+D_{1}(x)_{T} t+\cdots$, and this is a unit of $\left(B_{T}\right)_{m}$, since the constant term $g(x)_{T}$ is a unit of $B_{T}$. This $E_{t}$ induces a homomorphism $A_{S} \longrightarrow\left(B_{T}\right)_{m}$, which provides a higher derivation $A_{S} \longrightarrow B_{T}$.

Let $\underline{\mathrm{D}}=\left(\mathrm{D}_{0}, \mathrm{D}_{1}, \ldots, \mathrm{D}_{m}\right)$ be a higher $k$-derivation of length $m<\infty$ from $A$ to $B$. Consider the problem of extending this to a higher derivation of length $m+1$. If $E_{t, m}: A \longrightarrow B_{m}$ is the homomorphism corresponding to $\underline{\mathrm{D}}$, the problem of extending $\underline{\mathrm{D}}$ is equivalent to that lifting $E_{t, m}$ to a homomorphism $A \longrightarrow B_{m+1}$. The following theorem is then clear from this.
Theorem 27.1. If the ring $A$ is 0 -smooth over a ring $k$, then a higher derivation of length $m<\infty$ over $k$ from $A$ to an $A$-algebra $B$ can be extended to a derivation of length $\infty$.

This theorem can be applied for example to the case of a field $k$ and a separable extension field $A$ of $k$.

If $A$ is a ring of characteristic $p$ then an ordinary derivation of $A$ is zero on the subring $A^{p}$, but higher derivations need not vanish on $A^{p}$. If $\mathrm{D}=\left(\mathrm{D}_{0}, \mathrm{D}_{1}, \mathrm{D}_{2}, \ldots\right)$ is a higher derivation of length $m \geqslant p$ then from $\bar{E}_{t}\left(a^{p}\right)=E_{\mathrm{t}}(a)^{p}=a^{p}+\mathrm{D}_{1}(a)^{p} \cdot t^{p}+\cdots$, we get

$$
\mathrm{D}_{p}\left(a^{p}\right)=\mathrm{D}_{1}(a)^{p}, \quad \text { and in general } \quad \mathrm{D}_{p^{r}}\left(a^{p^{r}}\right)=\mathrm{D}_{1}(a)^{r^{r}}
$$

For example, it follows from this that if $k$ is a ficld of characteristic $p$, and $K=k(\alpha)$ with $\alpha^{p} \in k$ but $\alpha \notin k$, then although there exists $\mathrm{D} \in \operatorname{Der}_{k}(K)$ such that $\mathrm{D}(\alpha)=1$, this D cannot be extended to a higher $k$-derivation of length $\geqslant p$. Since $K$ is separable over the prime subfield, D can be extended to a higher derivation of length $\infty$ (over the prime subfield), but this extension cannot be trivial on $k$.
We say that a higher derivation $\underline{\mathrm{D}}=\left(\mathrm{D}_{0}, \mathrm{D}_{1}, \ldots\right) \in \mathrm{HS}_{k}(A)$ is iterative if it satisfies the following conditions:

$$
\mathrm{D}_{i} \circ \mathrm{D}_{j}=\binom{i+j}{i} \mathrm{D}_{i+j} \text { for all } i, j .
$$

This condition is equivalent to asking that the following diagram is commutative:

$$
\begin{gathered}
A \llbracket t \rrbracket \xrightarrow{E_{u}} A \llbracket t, u \rrbracket \\
E_{t_{t}} \uparrow \xrightarrow{\uparrow} \begin{array}{c}
\uparrow \\
A \xrightarrow{E_{t+x}} A \llbracket t+u \rrbracket,
\end{array},
\end{gathered}
$$

where $E_{t}(a)=\sum t^{v} \mathrm{D}_{v}(a)$ and $E_{u}\left(\sum t^{v} a_{v}\right)=\sum t^{\nu} E_{u}\left(a_{v}\right)$, and the right-hand vertical arrow is the inclusion map. Indeed,

$$
E_{u}\left(E_{t}(a)\right)=E_{u}\left(\sum t^{v} \mathrm{D}_{v}(a)\right)=\sum_{v} t^{v} \sum_{\mu} u^{\mu} \mathrm{D}_{\mu} \mathrm{D}_{v}(a),
$$

and

$$
E_{t+u}(a)=\sum_{\lambda}(t+u)^{\lambda} \mathrm{D}_{\lambda}(a)=\sum_{v} t^{v} \sum_{\mu} u^{\mu}\binom{v+\mu}{v} \mathrm{D}_{v+\mu}(a) .
$$

If $A$ contains the rational field $\mathbb{Q}$, then one sees by induction on $n$ that an iterative higher derivation satisfies $\mathrm{D}_{n}=\mathrm{D}_{1}^{n} / n!$, and is hence determined by $\mathrm{D}_{1}$ only. Conversely, for $\mathrm{D} \in \operatorname{Der}_{k}(A)$, we see that $\left(1, \mathrm{D}, \mathrm{D}^{2} / 2!, \mathrm{D}^{3} / 3!, \ldots\right)$ is an iterative higher derivation. If $A$ has characteristic $p$ then for an iterative $\underline{\mathrm{D}}=\left(\mathrm{D}_{0}, \mathrm{D}_{1}, \ldots\right)$ we have $\mathrm{D}_{i}=\mathrm{D}_{1}^{i} / i$ ! for $i<p$, and $\mathrm{D}_{1}^{p}=0$. Thus one cannot hope to extend any derivation to an iterative higher derivation, even if $A$ is a field.

Theorem 27.2. Let $k \xrightarrow{f} A \xrightarrow{g} B$ be ring homomorphisms, and suppose that $B$ is 0 -etale over $A$. Then given $\underline{\mathrm{D}}=\left(\mathrm{D}_{0}, \mathrm{D}_{1}, \ldots\right) \in \mathrm{HS}_{k}(A, B)$, there exists a unique $\underline{\mathrm{D}}^{\prime}=\left(\mathrm{D}_{0}^{\prime}, \mathrm{D}_{1}^{\prime}, \ldots\right) \in \mathrm{H}_{k}(B)$ such that $\mathrm{D}_{i}^{\prime}(g(a))=$
$\mathrm{D}_{i}(a)$ for all $i$. Moreover, if $\underline{\mathrm{D}}^{*}=\left(\mathrm{D}_{0}^{*}, \mathrm{D}_{1}^{*}, \ldots\right) \in \mathrm{HS}_{k}(A)$ is such that $\mathrm{D}_{i}=g \circ \mathrm{D}_{i}^{*}$ for all $i$, and if $\underline{\mathrm{D}}^{*}$ is iterative, then $\underline{\mathrm{D}}^{\prime}$ is also iterative.

Proof. There is no problem about $\mathrm{D}_{0}^{\prime}=1_{B}$. Now assume that $\left(\mathrm{D}_{0}^{\prime}, \ldots, \mathrm{D}_{m}^{\prime}\right) \in$ $\mathrm{HS}_{k}(B, m)$ has been constructed so that $\mathrm{D}_{i}^{\prime} \circ g=\mathrm{D}_{i}$ for $i \leqslant m$; then if we define

$$
h: A \rightarrow B_{m+1}=B[t] /\left(t^{m+2}\right) \text { by } h(a)=\sum_{0}^{m+1} t^{v} \mathrm{D}_{v}(a),
$$

and $u: B \longrightarrow B_{m}$ by $u(b)=\sum_{0}^{m} t^{v} \mathrm{D}_{v}^{\prime}(b)$, we obtain the left-hand commutative diagram.


Hence by the 0 -etale assumption, there exists a unique $v: B \longrightarrow B_{m+1}$ which makes the right-hand diagram commutative. Repeating this we see that $\underline{\mathrm{D}}^{\prime}$ exists and is unique. If $\underline{\mathrm{D}}^{*}$ is iterative, and we consider the homomorphisms $E_{t}: A \longrightarrow A \llbracket t \rrbracket$ and $E_{t}^{\prime}: B \longrightarrow B \llbracket t \rrbracket$ corresponding respectively to $\underline{\mathrm{D}}^{*}$ and $\underline{\mathrm{D}}^{\prime}$, then we know $E_{u}{ }^{\circ} E_{\mathrm{t}}=E_{t+u}$, and we need only prove that $E_{u}^{\prime}{ }^{\circ} E_{t}^{\prime}=E_{t+u}^{\prime}$. By induction on $m$, assume that

$$
E_{u}^{\prime}\left(E_{t}^{\prime}(b)\right) \equiv E_{t+u}^{\prime}(b) \bmod (t, u)^{m+1} \text { for all } b \in B
$$

then from the commutativity of

from $E_{t+u}=E_{u}{ }^{\circ} E_{t}$ and from the assumption that $B$ is 0 -etale over $A$, we get

$$
E_{u}^{\prime}\left(E_{t}^{\prime}(b)\right) \equiv E_{t+u}^{\prime}(b) \bmod (t, u)^{m+2} \quad \text { for all } \quad b \in B
$$

This proves that $E_{u}^{\prime} \circ E_{t}^{\prime}=E_{t+u}^{\prime}$.
Remark. The above $\underline{\mathrm{D}}^{\prime}$ will be called an extension of $\underline{\mathrm{D}}$ (or of $\underline{\mathrm{D}}^{*}$ ) to $B$, (even if $A$ is not a subring of $B$ ).
Theorem 27.3. (i) Let $A$ be a ring of characteristic $p$, and suppose that $x \in A, D \in \operatorname{Der}(A)$ satisfy $D x=1$ and $D^{p}=0$; set $A_{0}=\{a \in A\}$ $D a=0\}$. Then $A$ is a free module over $A_{0}$ with basis $1, x, \ldots, x^{p-1}$.
(ii) Let $k$ be a field of characteristic $p$, and $K$ a separable extension of $k$;
let $D \in \operatorname{Der}_{k}(K)$ be such that $D \neq 0, D^{p}=0$. Set $K_{0}=\{a \in K \mid D a=0\}$. Then there exists an $x \in K$ such that $D x=1$, and a subset $B_{0} \subset K_{0}$ such that $B=\{x\} \cup B_{0}$ is a $p$-basis for $K$ over $k$.
Proof. (i) Suppose that $\alpha_{0}+\alpha_{1} x+\cdots+\alpha_{i} x^{i}=0$ for some $i<p$ and $\alpha_{j} \in A_{0}$. Then applying $D^{i}$ we get $i!x_{i}=0$, hence $\alpha_{i}=0$. Hence by downward induction on $i$ we see that $1, x, \ldots, x^{p-1}$ are linearly independent over $A_{0}$. Now in view of $D^{p}=0$, for every $a \in A$ we have $D^{i+1} a=0$ for some $0 \leqslant i<p$. If $i=0$ we have $a \in A_{0}$. If $i>0$ then $D^{i}\left(a-x^{i} D^{i} a / i!\right)=0$, so that we see by induction that

$$
D^{i+1} a=0 \Rightarrow a \in A_{0}+A_{0} x+\cdots+A_{0} x^{i}
$$

Setting $i=p-1$ in this gives $A=A_{0}+A_{0} x+\cdots+A_{0} x^{p-1}$.
(ii) Since $D \neq 0$ we can find $z \in K$ such that $D z \neq 0$. Now in view of $D^{p_{z}}=0$, there is an $i$ such that $D^{i} z \neq 0$ but $D^{i+1} z=0$. If we set $y=D^{i} z^{z}$ and $x=\left(D^{i-1} z\right) / y$ then $D x=1$, so that by (i) we have $K=K_{0}(x)$ and $\left[K: K_{0}\right]=p$. Now if we had $x^{p} \in K_{0}^{p} k$, then $x \in K_{0} k^{1 / p}$, and we could write $x=\sum_{1}^{n} \omega_{i} \alpha_{i}$ with $\omega_{1}, \ldots, \omega_{n} \in K_{0}$ linearly independent over $k$, and $\alpha \in k^{1 / p}$. Now $k \subset K_{0}$ and $x \notin K_{0}$, so that $x, \omega_{1}, \ldots, \omega_{n}$ are linearly independent over $k$, and hence by the assumption that $K$ is separable over $k$, they are also linearly independent over $k^{1 / p}$, which contradicts $x=\sum \omega_{i} \alpha_{i}$. Thus $x^{p} \notin K_{0}^{p} k$. Hence we can choose a $p$-basis $C$ of $K_{0}$ over $k$ such that $x^{p} \in C$; set $B_{0}=C-\left\{x^{p}\right\}$. Then if $y_{1}, \ldots, y_{n}$ are distinct elements of $B_{0}$, we have $\left[K_{0}^{p} k\left(x^{p}, y_{1}, \ldots, y_{n}\right): K_{0}^{p} k\right]=p^{n+1}$, and together with $K=K_{0}(x)$ this gives $\left[K^{p} k\left(y_{1}, \ldots, y_{n}\right): K^{p} k\right]=p^{n}$. Thus $B_{0}$ as a subset of $K$ is $p$-independent over $k$. Since also $K_{0}=K_{0}^{p} k\left(x^{p}, B_{0}\right)$, we have $K=$ $K_{0}(x)=K^{p} k\left(x, B_{0}\right)$, so that setting $B=B_{0} \cup\{x\}$ we get a $p$-basis of $K$ over $k$.

Theorem 27.4. Let $K$ be a field of characteristic $p$, and $k \subset K$ a subfield such that $K$ is separable over $k$. Then a necessary and sufficient condition for $D \in \operatorname{Der}_{k}(K)$ to extend to an iterative element of $\mathrm{HS}_{k}(K)$ is that $D^{p}=0$. Proof. We have already seen necessity, and we prove sufficiency. We can assume that $D \neq 0$; if $D^{p}=0$ then we can choose $K_{0}, x$ and $B_{0}$ as in Theorem 3, (ii). We set $K^{\prime}=k\left(B_{0}\right)$; then $D$ is a $K^{\prime}$-derivation, $K$ is 0 -etale over $K^{\prime}(x)$, and $K^{\prime}(x)$ is a purely transcendental extension of $K^{\prime}$. We define a homomorphism $E_{t}: K^{\prime}(x) \longrightarrow K^{\prime}(x) \llbracket t \rrbracket$ by setting $E_{t}(\alpha)=\alpha$ for $\alpha \in K^{\prime}$ and $E_{t}(x)=x+t$; then

$$
E_{u}\left(E_{t}(x)\right)=x+u+t=E_{t+u}(x),
$$

so that $E_{u} \circ E_{t}=E_{t+u}$ holds over the whole of $K^{\prime}(x)$. Thus $E_{t}$ defines a iterative higher derivation $\underline{D}$ of $K^{\prime}(x)$ over $K^{\prime}$. Since $K$ is 0 -etale over $K^{\prime}(x)$, by Theorem 2 there is an extension of $\underline{D}$ to an iterative higher derivation of
$K$ over $K^{\prime}$; the term of degree 1 in $\underline{D}$ is D , so that $\underline{\mathrm{D}}$ is an extension of $D$ (or more precisely, of $(1, D)$ ).

## Exercises to § 27.

27.1. Let $k$ be a ring, $A$ a $k$-algebra and $D \in \operatorname{Der}_{k}(A)$. Say that $D$ is integrable over $k$ if there exists an extension $\underline{\mathrm{D}} \in \mathrm{HS}_{k}(A)$ with $\underline{\mathrm{D}}=\left(\mathrm{D}_{0}, \mathrm{D}_{1}, \ldots\right)$ and $D=\mathrm{D}_{1}$ (then $\underline{\mathrm{D}}$ is an integral of $D$ ); set $\operatorname{Ider}_{k}(A)=\left\{D \in \operatorname{Der}_{k}(A) \mid D\right.$ is integrable over $k\}$. Then prove that $\operatorname{Ider}_{k}(A) \subset \operatorname{Der}_{k}(A)$ is an $A$ submodule.
27.2. In the notation of this section, consider the construction of $E_{1}: A \longrightarrow$ $A \llbracket t \rrbracket$ corresponding to D ; then if $t^{\prime} \in A \llbracket t \rrbracket$ is any power series with no constant term, we have $A \llbracket t^{\prime} \rrbracket \subset A \llbracket t \rrbracket$, so that $E_{t^{\prime}}: A \longrightarrow A \| t^{\prime} \rrbracket$ can be composed to a homomorphism $E_{t}: A \longrightarrow A \llbracket t \rrbracket$, to give a different higher derivation. Thus for $\underline{\mathrm{D}}=\left(\mathrm{D}_{0}, \mathrm{D}_{1}, \ldots\right)$, the homomorphism $E_{t^{2}}$ corresponds to the higher derivation $\underline{D}^{\prime}=\left(D_{0}, 0, D_{1}, 0, D_{2}, \ldots\right)$; taking the product $\underline{D} \cdot \underline{D^{\prime}}$ we get an integral of $\bar{D}_{1}$ different from $\underline{D}$. Thus for given $D \in \operatorname{Ider}_{k}(A)$ there will in general exist many integrals of $D$; verify that if $D^{p}=0$ and we impose the condition that the integral should be iterative, it is still not uniquely determined.

## 10

I-smoothness

I-smoothness is a notion which Grothendieck obtained by reformulating the theory of simple (non-singular) points in algebraic geometry in terms of an algebraic 'infinitesimal analysis', which makes effective use of nilpotent elements. The definition looks complicated at first sight, but it has various alternative formulations, and is a natural and useful notion. In §28, along with the general theory of $I$-smoothness following [G1] we prove the existence of a coefficient field for a complete local ring of equal characteristic, relating this to the author's idea of quasi-coefficient field (Theorem 28.3), and discuss Faltings' very simple proof of the equivalence of $m$-smoothness and geometric regularity for local rings. In $\S 29$ we deduce the existence of a coefficient ring for a complete local ring of unequal characteristic from Theorem 28.10, and prove some classical theorems of Cohen on complete local rings; these results are of decisive significance for the usefulness of taking completions. $\S 30$ is something of a jumble of various theories, but is for the most part occupied with the so-called Jacobian criterion for regularity. On this subject, we treat the simple and powerful method obtained by the author's 1972 seminar in the case of a ring containing a field of characteristic 0 ; in the most difficult case of power series rings in characteristic $p$, the only method currently available is that of Nagata, and we explain this as simply as possible.

## 28 I-smoothness

Let $A$ be a ring, $B$ an $A$-algebra, and $I$ an ideal of $B$; we consider $B$ with the $I$-adic topology. We say that $B$ is $I$-smooth over $A$ if given an $A$-algebra $C$, an ideal $N$ of $C$ satisfying $N^{2}=0$, and an $A$-algebra homomorphism $u: B \longrightarrow C / N$ which is continuous for the discrete topology of $C / N$ (that is, such that $u\left(I^{v}\right)=0$ for some $v$ ), then there exists a lifting $v: B \longrightarrow C$ of $u$ to $C$.


If $I=(0)$, that is if no continuity condition is imposed on $u$, then this is the definition of 0 -smooth given in $\S 25$. Write $f: C \longrightarrow C / N$ for the natural map; then from $f v\left(I^{v}\right)=u\left(I^{v}\right)=0$ we have $v\left(I^{v}\right) \subset N$, hence $v\left(I^{2 v}\right) \subset N^{2}=0$, so that $v: B \longrightarrow C$ (assuming it exist) is continuous for the discrete topology of $C$. From this, one sees that if $B$ is $I$-smooth over $A$, and instead of the condition $N^{2}=0$ we assume that $C$ is an $N$-adically complete ring, then a continuous homomorphism $u: B \longrightarrow C / N$ has a lifting $v: B \longrightarrow C$, and $v$ is continuous with respect to the $N$-adic topology of $C$; this is because we can lift $u$ successively to $B \longrightarrow C / N^{i}$ of $i=1,2, \ldots$, and then $v$ is given by $B \longrightarrow \lim C / N^{i}=C$.

We now return to the original assumption $N^{2}=0$; we say that $B$ is $I$-unramified (or $I$-neat) over $A$ if given $C, N$ and a continuous homomorphism $u: B \longrightarrow C / N$, there exists at most one lifting of $u$ to $C$. If $B$ is both $I$-smooth and $I$-unramified over $A$, we say that $B$ is $I$-etale. These conditions become weaker if we replace $I$ by a larger ideal.

Theorem 28.1 (Transitivity). Let $A \xrightarrow{g} B \xrightarrow{g^{\prime}} B^{\prime}$ be ring homomorphisms, and suppose that $g^{\prime}$ is continuous for the $I$-adic topology of $B$ and the $I^{\prime}$-adic topology of $B^{\prime}$; if $B$ is $I$-smooth over $A$, and $B^{\prime}$ is $I^{\prime}$-smooth over $B$ then $B^{\prime}$ is $I^{\prime}$ smooth over $A$. The same thing holds with $I$-unramified in place of $I$-smooth.
Proof. Suppose that $u$ is given in the diagram;

then since $u g^{\prime}: B \longrightarrow C / N$ is continuous, by the $I$-smoothness of $B$, there exists a lifting $w: B \longrightarrow C$. Next by the $I^{\prime}$-smoothness of $B^{\prime}$ over $B$, we can lift $u$ to $v: B^{\prime} \longrightarrow C$. Also if $B$ is $I$-unramified over $A$, and the map $v$ in the diagram exists, then $w=v g^{\prime}$ is unique, and if in addition $B^{\prime}$ is $I^{\prime}$-unramified over $B$ then $v$ is unique.

Theorem 28.2 (Base-change). Let $A$ be a ring, $B$ and $A^{\prime}$ two $A$-algebras, and set $B^{\prime}=B \otimes_{A} A^{\prime}$. If $B$ is $I$-smooth over $A$ then $B^{\prime}$ is $I B^{\prime}$-smooth over $A^{\prime}$. The same thing holds for $I$-unramified.

Proof. We have the diagram

where $p, q$ are the natural homomorphisms. Then if $u$ satisfies $u\left(I^{v} B^{\prime}\right)=0$, there is a lifting $v: B \longrightarrow C$ of $u$. Then if we define $v^{\prime}: B^{\prime}=B \otimes_{A} A^{\prime} \longrightarrow C$, by $u^{\prime}=v \otimes \lambda$, this is a lifting of $u$ to $C$. For unramified, this is clear from the fact that $v^{\prime}$ is uniquely determined by $v$.

Example 1. Let $k$ be a ring, $(A, \mathrm{~m})$ a local ring, $(\hat{A}, \hat{\mathrm{~m}})$ its completion, and $k \longrightarrow A$ a homomorphism. Then
(i) $\hat{A}$ is $\hat{\mathrm{m}}$-etale over $A$;
(ii) $A$ is m -smooth (or m -unramified) over $k \Leftrightarrow \hat{A}$ is $\hat{\mathrm{m}}$-smooth (or $\hat{\mathrm{m}}$-unramified) over $k$.
We get a proof at once from the fact that $\hat{A} / \hat{\mathbf{m}}^{\nu} \simeq A / \mathrm{m}^{v}$ for all $\nu$.
Example 2. Let $A$ be any ring, and set $B=A \llbracket X_{1}, \ldots, X_{n} \rrbracket$ and $I=\sum_{1}^{n} X_{i} B$; we give $B$ the $I$-adic topology. Then $B$ is $I$-smooth over $A$.

Remark. The gap between $I$-smoothness and 0 -smoothness has been studied by Tanimoto [1], [2]. For instance, if $k$ is a field, then $k \llbracket X_{1}, \ldots, X_{n} \rrbracket$ is 0 -smooth over $k$ only when char $k=p$ and $\left[k: k^{p}\right]<\infty$.

Let $(A, \mathfrak{m}, K)$ be a local ring. If $A$ is of characteristic $p$, then also char $K=p$; moreover, if char $K=0$, then char $A=0$, and $A$ contains the rational number field $\mathbb{Q}$. In either of these cases $A$ is said to be equicharacteristic, or a local ring of equal characteristic; this is equivalent to saying that $A$ contains a field. If $A$ is not of equal characteristic, then either

$$
\operatorname{char} A=0 \quad \text { and } \quad \text { char } K=p,
$$

or

$$
\operatorname{char} A=p^{n} \text { for some } n>1 \text { and char } K=p .
$$

In this case we say that $A$ is a local ring of unequal characteristic.
Let $A$ be an equicharacteristic local ring and let $K^{\prime}$ be a subfield of $A$. We say that $K^{\prime}$ is a coefficient field of $A$ if $K^{\prime}$ maps isomorphically to $K$ under the natural map $A \longrightarrow A / \mathfrak{m}=K$, or equivalently, if $A=K^{\prime}+$ m . Moreover, we say that $K^{\prime}$ is a quasi-coefficient field of $A$ if $K$ is 0 -etale over $K^{\prime}$ (or rather, over the image of $K^{\prime}$ in $K$ ).

Theorem 28.3. Let $(A, \mathrm{~m}, K)$ be an equicharacteristic local ring. Then
(i) $A$ has a quasi-coefficient field;
(ii) if $A$ is complete, it has a coefficient field;
(iii) if the residue field $K$ of $A$ is separable over a subfield $k \subset A$ then $A$ has a quasi-coefficient field $K^{\prime}$ containing $k$;
(iv) if $K^{\prime}$ is a quasi-coefficient field of $A$, then there exists a unique coefficient field $K^{\prime \prime}$ of the completion $\hat{A}$ containing $K^{\prime}$.
Proof. (iii) Suppose that $B=\left\{\xi_{1}, \xi_{2}, \ldots\right\}$ is a differential basis of $K / k$, and for each $\xi_{i}$, choose an inverse image $x_{i} \in A$. Then by Theorem 26.8, $\xi_{1}, \xi_{2}, \ldots$ are algebraically independent over $k$, so that the subring $k\left[x_{1}, x_{2}, \ldots\right]$ of $A$ meets $m$ in $\{0\}$, and hence $A$ contains the field $K^{\prime}=k\left(x_{1}, x_{2}, \ldots\right)$. We identify $K^{\prime}$ with its image $k(B)$ in $K$, so that $K$ is clcarly 0 -ctale over $K^{\prime}$, and $K^{\prime}$ is a quasi-coefficient field, as required.
(i) By assumption $A$ contains a field, so that it contains a perfect field (for example, the prime subfield). We need only apply (iii) to this.

(iv) In the diagram above, there exists a unique lifting of the identity map $K \longrightarrow \hat{A} / \hat{m}$ to $K \longrightarrow \hat{A}$, and its image is the required coefficient field.
(ii) follows from (i) and (iv).

The next lemma will be made more precise in Theorem 28.7.
Lemma 1. Suppose that $(A, \mathrm{~m}, K)$ is a Noetherian local ring containing a field $k$. If $A$ is $m$-smooth over $k$ then $A$ is regular. The converse holds if the residue field $K$ is separable over $k$.
Proof. Take a perfect subfield $k_{0} \subset k$; then $k$ is 0 -smooth over $k_{0}$, so that by transitivity, $A$ is also $m$-smooth over $k_{0}$, so that we can assume that $k$ is a perfect field. Also, replacing $A$ by $\hat{A}$, we can assume that $A$ is complete. Then $A$ has a coefficient field containing $k$; for ease of notation we write $K$ for this, and identify it with the residue field. If $\left\{x_{1}, \ldots, x_{n}\right\}$ is a minimal basis of $m$ then as $K$-algebras we have

$$
A / \mathfrak{m}^{2} \simeq K\left[X_{1}, \ldots, X_{n}\right] /\left(X_{1}, \ldots, X_{n}\right)^{2} .
$$

The composite

$$
A \longrightarrow A / \mathrm{m}^{2} \xrightarrow{\sim} K\left[X_{1}, \ldots, X_{n}\right] /(X)^{2} \xrightarrow{\sim} K \llbracket X_{1}, \ldots, X_{n} \rrbracket /(X)^{2}
$$

lifts to $A \rightarrow K \llbracket X_{1}, \ldots, X_{n} \rrbracket$, and by Theorem 8.4, this is surjective. Thus $\operatorname{dim} A \geqslant \operatorname{dim} K \llbracket X_{1}, \ldots, X_{n} \rrbracket=n$, and together with $\operatorname{emb} \operatorname{dim} A=n$ this gives the regularity of $A$.

Conversely, if $A$ is regular and $K$ is separable over $k$, then $\hat{A}$ has a coefficient field $K$ containing $k$. Let $\left\{x_{1}, \ldots, x_{n}\right\}$ be a regular system
of parameters of $\hat{A}$, and define a homomorphism of $K$-algebras $\psi: K \llbracket X_{1}, \ldots, X_{n} \rrbracket \longrightarrow \hat{A}$ by $\psi\left(X_{i}\right)=x_{i}$; then once more by Theorem 8.4, $\psi$ is surjective, and comparing dimensions, we see that

$$
K \llbracket X_{1}, \ldots, X_{n} \rrbracket \xrightarrow{\sim} \hat{A} .
$$

Therefore $\hat{A}$ is $\hat{\mathrm{m}}$-smooth over $K$, and since $K$ is 0 -smooth over $k$, we see that $\hat{A}$ is $\hat{\mathrm{m}}$-smooth over $k$, and therefore $A$ is m -smooth over $k$.

Let $k \longrightarrow A \longrightarrow B$ be ring homomorphisms, and let $I$ be an ideal of $B$; we consider $B$ in the $I$-adic topology. We say that $B$ is $I$-smooth over $A$ relative to $k$ if the following condition holds: for any $A$-algebra $C$, and an ideal $N$ of $C$ such that $N^{2}=0$, given an $A$-algebra homomorphism $u: B \longrightarrow C / N$ satisfying $u\left(I^{v}\right)=0$ for sufficiently large $v$, if $u$ has lifting $v^{\prime}: B \longrightarrow C$ as a $k$-algebra homomorphism, it also has a lifting $v^{\prime}: B \longrightarrow C$ as an $A$-algebra homomorphism:


Theorem 28.4 Let $k \xrightarrow{f} A \xrightarrow{g} B$ and $I \subset B$ be as above; then the following three conditions are equivalent:
(1) $B$ is $I$-smooth over $A$ relative to $k$;
(2) if $N$ is a $B$-module such that $I^{v} N=0$ for sufficiently large $\nu$, then $\operatorname{Der}_{k}(B, N) \longrightarrow \operatorname{Der}_{k}(A, N)$ is surjective;
(3) for every $v>0$, the $\operatorname{map} \Omega_{A / k} \otimes_{A}\left(B / I^{v}\right) \longrightarrow \Omega_{B / k} \otimes_{B}\left(B / I^{v}\right)$ has a left inverse (that is, it maps injectively onto a direct summand).
Proof. (1) $\Rightarrow$ (2) If $I^{v} N=0$, set $C=\left(B / I^{v}\right) * N$, and let $u: B \longrightarrow B / I^{v}=C / N$ be the natural map. Given $D \in \operatorname{Der}_{k}(A, N)$, define $\lambda: A \longrightarrow C$ by $\lambda(a)=$ ( $u g(a), D(a)$ ). If we consider $C$ as an $A$-algebra via $\lambda$, then $b \mapsto(u(b), 0) \in C$ is a $k$-algebra homomorphism from $B$ to $C$ lifting $u$, so that by assumption there exists a lifting $v^{\prime}: B \longrightarrow C$ of $u$ as an $A$-algebra homomorphism; then writing $v^{\prime}$ in the form

$$
v^{\prime}(b)=\left(u(b), D^{\prime}(b)\right), \quad \text { with } \quad D^{\prime} \in \operatorname{Der}_{k}(B, N),
$$

we have $v^{\prime} g=\lambda$, so that $D^{\prime} g=D$.
(2) $\Rightarrow$ (1) Suppose given a commutative diagram

with $j$ the natural map, and $u\left(I^{v}\right)=0$; if $v: B \longrightarrow C$ is a $k$-algebra homomorphism satisfying $j v=u$ and $v g f=\lambda f$, then setting $D=\lambda-v g$, we can view $D$ as an element of $\operatorname{Der}_{k}(A, N)$. By assumption there exists $D^{\prime} \in \operatorname{Der}_{k}(B, N)$ such that $D=D^{\prime} g$. Using this, we set $v^{\prime}=v+D^{\prime}$; then

$$
v^{\prime} g=v g+D^{\prime} g=\lambda-D+D=\lambda, \quad \text { and } \quad j v^{\prime}=u .
$$

(2) $\Leftrightarrow$ (3) comes from observing the general fact that for a ring $R$, a $\operatorname{map} \varphi: M \longrightarrow M^{\prime}$ of $R$-modules has a left inverse if and only if for every $R$-module $N$ the induced map

$$
\operatorname{Hom}_{R}\left(M^{\prime}, N\right) \longrightarrow \operatorname{Hom}_{R}(M, N)
$$

is surjective.
Theorem 28.5. Let $A$ be a ring, $B$ an $A$-algebra, and $I$ an ideal of $B$; set $\bar{B}=B / I$, and assume that $B$ is $I$-smooth over $A$. Then $\Omega_{B / A} \otimes_{B} \bar{B}$ is projective as a $\bar{B}$-module.
Proof. It is enough to show that for an exact sequence $L \stackrel{\varphi}{\longrightarrow} M \rightarrow 0$ of $\bar{B}$-modules, the sequence

$$
\operatorname{Hom}_{B}\left(\Omega_{B / A} \otimes \bar{B}, L\right) \longrightarrow \operatorname{Hom}_{B}\left(\Omega_{B / A} \otimes \bar{B}, M\right) \rightarrow 0
$$

is exact, that is that

$$
\operatorname{Der}_{A}(B, L) \longrightarrow \operatorname{Der}_{A}(B, M) \rightarrow 0
$$

is exact. Set $C=\bar{B} * L$ and $N=\operatorname{Ker} \varphi$. If we view both $L$ and $N$ as ideals of $C$, we have $L^{2}=N^{2}=0$ and $C / N \simeq \bar{B} * M$. Now for any $D \in \operatorname{Der}_{A}(B, M)$ we have an $A$-algebra homomorphism $B \longrightarrow C / N$ given by

$$
b \mapsto(\bar{b}, D(b)) \in \bar{B} * M,
$$

and lifting this to $B \longrightarrow C$ is equivalent to lifting $D$ to an element of $\operatorname{Der}_{A}(B, L)$.

Lemma 2. Let $B$ be a ring and $I$ an ideal of $B$, and let $u: L \longrightarrow M$ be a map of $B$-modules; assume that $M$ is projective. Suppose also that one of the following two conditions hold:
( $\alpha$ ) $I$ is nilpotent;
or $(\beta) L$ is a finite $B$-module and $I \subset \operatorname{rad}(B)$.
Then
$u$ has a left inverse $\Leftrightarrow \bar{u}: L / I L \longrightarrow M / I M$ has a left inverse.
Proof. $(\Leftrightarrow)$ is trivial. To prove $(\Leftrightarrow)$, suppose that $\bar{v}: M / I M \longrightarrow L / I L$ is a left inverse of $\bar{u}$. Since $M$ is projective, there is a map $v: M \longrightarrow L$ such that the diagram

commutes. Set $w=v u$. Then $w$ induces the identity on $L / I L$, so that $L=w(L)+I L$, so that by NAK, $L=w(L)$. Hence if $L$ is a finite $B$-module, then by Theorem 2.4, $w$ is also injective. Furthermore, if $I^{v}=0$ we do the following: if $x \in \operatorname{Ker} w$ then $0=w(x) \equiv x \bmod I L$, so that $x \in I L$, and we can write $x=\sum a_{i} y_{i}$ with $a_{i} \in I$ and $y_{i} \in L$. Then

$$
0=w(x)=\sum a_{i} w\left(y_{i}\right) \equiv \sum a_{i} y_{i}=x \bmod I^{2} L,
$$

so that $x \in I^{2} L$, and proceeding in the same way we arrive at $x \in I^{\nu} L=0$. Hence also in this case $w$ is an automorphism of $L$, and $w^{-1} v$ is the required left inverse of $u$.
Theorem 28.6. Let $k \longrightarrow A \longrightarrow B$ be ring homomorphisms, $I$ an ideal of $B$, and suppose that $B$ is $I$-smooth over $k$. Set $B_{1}=B / I$. Then the following conditions are equivalent:
(1) $B$ is $I$-smooth over $A$;
(2) $\Omega_{A / k} \otimes_{A} B_{1} \longrightarrow \Omega_{B / k} \otimes_{B} B_{1}$ has a $B_{1}$-linear left inverse.

Proof. (1) $\Rightarrow(2)$ is contained in Theorem 4. Conversely, suppose that (2) holds. For any $v>0$, set $B_{v}=B / I^{v}$; then since $I$-smoothness and $I^{v}$-smoothness are the same, by Theorem $5, \Omega_{B / k} \otimes B_{v}$ is a projective $B_{v}$-module. Now set $I_{v}=I / I^{v}$; then $B_{v} / I_{v}=B_{1}$, and $\left(I_{v}\right)^{v}=0$, so that applying Lemma 2 , we see that $\Omega_{A / k} \otimes_{A} B_{v} \longrightarrow \Omega_{B / k} \otimes_{B} B_{v}$ has a left inverse. By Theorem $4, B$ is $I$-smooth over $A$ relative to $k$, but since it is also $I$-smooth over $k$, it is also $I$-smooth over $A$.

Corollary. Let $(A, \mathrm{~m}, K)$ be a regular local ring containing a field $k$; then $A$ is m-smooth over $k \Leftrightarrow \Omega_{k} \otimes_{k} K \quad \rightarrow \Omega_{A} \otimes_{A} K$ is injective.
Proof. Let $k_{0} \subset k$ be the prime subfield. Then by Lemma $1, A$ is $\mathfrak{m}$-smooth over $k_{0}$, so that we need only apply the theorem to $k_{0} \longrightarrow k \longrightarrow A$.

Let $A$ be a Noetherian local ring, and $k \subset A$ a subfield. We say that $A$ is geometrically regular over $k$ if $A \otimes_{k} k^{\prime}$ is a regular ring for every finite extension field $k^{\prime}$ of $k$.

Theorem 28.7. Let ( $A, \mathfrak{m}, K$ ) be a Noetherian local ring, and $k \subset A$ a subfield; then
$A$ is $\mathfrak{m}$-smooth over $k \Leftrightarrow A$ is geometrically regular over $k$.
Proof. ( $\Rightarrow$ ) Let $k^{\prime}$ be a finite extension field of $k$. Then $A \otimes_{k} k^{\prime}=A^{\prime}$ is $\mathfrak{m} A^{\prime}$-smooth over $k^{\prime}$ by base-change. Let $\pi$ be any maximal ideal of $A^{\prime}$; then $A^{\prime}$ is a finite $A$-module, hence integral over $A$, so that $\mathfrak{n} \supset \mathfrak{m} A^{\prime}$. Thus if we set $A^{\prime \prime}=A_{\mathrm{n}}^{\prime}$ and $\mathrm{m}^{\prime \prime}=\mathrm{n} A^{\prime \prime}$ then $A^{\prime} \longrightarrow A^{\prime \prime}$ is continuous for the $\mathrm{m} A^{\prime}-$ adic topology of $A^{\prime}$ and the $\mathfrak{m}^{\prime \prime}$-adic topology of $A^{\prime \prime}$, but as a localisation $A^{\prime \prime}$ is 0 -etale over $A^{\prime}$, so that by Theorem $1, A^{\prime \prime}$ is $\mathrm{m}^{\prime \prime}$-smooth over $k^{\prime}$, and hence by Lemma $1, A^{\prime \prime}=A_{n}^{\prime}$ is a regular local ring. This is what was required to prove.
$(\Leftrightarrow)$ According to Lemma 1 , there is only a problem if $k$ is of characteristic p. The proof we now give was discovered in 1977 by G. Faltings [1] while he was still a student.

By the corollary of the previous theorem, we need only prove that $\Omega_{k} \otimes_{k} K \longrightarrow \Omega_{A} \otimes_{A} K$ is injective. For this, we let $x_{1}, \ldots, x_{r} \in k$ be $p$-independent elements, and prove that $\mathrm{d} x_{1}, \ldots, \mathrm{~d} x_{r} \in \Omega_{A} \otimes K$ are linearly independent over $K$. Write $\alpha_{i}$ for $p$ th roots of the $x_{i}$, and set $k^{\prime}=k\left(\alpha_{1}, \ldots, \alpha_{r}\right)$. Then

$$
B=A \otimes_{k} k^{\prime}=A\left[T_{1}, \ldots, T_{r}\right] /\left(T_{1}^{p}-x_{1}, \ldots, T_{r}^{p}-x_{r}\right)
$$

is a Noetherian local ring; write $n$ for its maximal ideal, and $L$ for the residue field $L=B / n$. By Theorem 25.2 the sequence

$$
0 \rightarrow \mathfrak{n} / \mathfrak{n}^{2} \longrightarrow \Omega_{B} \otimes_{B} L \longrightarrow \Omega_{L} \rightarrow 0
$$

is exact. Similarly,

$$
0 \rightarrow \mathrm{~m} / \mathrm{m}^{2} \longrightarrow \Omega_{A} \otimes_{A} K \longrightarrow \Omega_{\mathrm{K}} \rightarrow 0
$$

is exact. Now consider the commutative diagram:

where $\varphi_{1}, \varphi_{2}$ and $\varphi_{3}$ are the natural maps. Then by the snake lemma, we get a long exact sequence of $L$-modules

$$
\begin{aligned}
0 & \rightarrow \operatorname{Ker} \varphi_{1} \longrightarrow \operatorname{Ker} \varphi_{2} \longrightarrow \operatorname{Ker} \varphi_{3} \\
& \rightarrow \operatorname{Coker} \varphi_{1} \longrightarrow \operatorname{Coker} \varphi_{2} \longrightarrow \operatorname{Coker} \varphi_{3} \rightarrow 0 .
\end{aligned}
$$

By assumption $A$ and $B$ are regular local rings of the same dimension, so that rank $m / m^{2}=\operatorname{dim} A=\operatorname{rank} n / n^{2}$, so rank $\operatorname{Ker} \varphi_{1}$ and rank $\operatorname{Coker} \varphi_{1}$ are finite and equal; moreover, since $L$ is a finite extension field of $K$, both rank $\operatorname{Ker} \varphi_{3}$ and rank $\operatorname{Coker} \varphi_{3}$ are finite and equal (the Cartier equality). Therefore by the above exact sequence, we get

$$
\operatorname{rank} \operatorname{Ker} \varphi_{2}=\operatorname{rank} \operatorname{Coker} \varphi_{2}
$$

However, Coker $\varphi_{2}=\Omega_{B / A} \bigotimes_{B} L$, and by Theorem 25.2,

$$
\Omega_{B / A}=B \mathrm{~d} T_{1}+\cdots+B \mathrm{~d} T_{r} \simeq B^{r},
$$

so that both of $\operatorname{Ker} \varphi_{2}$ and Coker $\varphi_{2}$ have rank equal to $r$. Now if we set $J=\left(T_{1}^{p}-x_{1}, \ldots, T_{r}^{p}-x_{r}\right)$ we have an exact sequence

$$
J / J^{2} \xrightarrow{\delta} \Omega_{A\left[T_{1} \ldots, T_{r}\right]} \otimes B=\Omega_{A} \otimes B \oplus \sum B \mathrm{~d} T_{i} \longrightarrow \Omega_{B} \rightarrow 0,
$$

and since this remains exact after performing $\otimes_{B} L$, we see that $\operatorname{Ker} \varphi_{2}$ is generated by $\mathrm{d} x_{1}, \ldots, \mathrm{~d} x_{r}$. Therefore $\mathrm{d} x_{1}, \ldots, \mathrm{~d} x_{r} \in \Omega_{A} \otimes L$ are linearly independent over $L$, so that they must also be linearly independent over $K$ as elements of $\Omega_{A} \otimes K$. This is what we had to prove.

Let $B$ be an $A$-algebra, $I$ an ideal of $B$, and consider $B$ with the $I$-adic topology. Let $N$ be a $B$-module such that $I^{\nu} N=0$ for some $v>0$; in what follows we will say that a $B$-module with this property is discrete. An $A$-bilinear map $f: B \times B \longrightarrow N$ will be called a continuous symmetric 2 -cocycle if it satisfies the three conditions.
( $\alpha) ~ x f(y, z)-f(x y, z)+f(x, y z)-f(x, y) z=0$ for all $x, y, z \in B$,
( $\beta$ ) $f(x, y)=f(y, x)$,
$(\gamma)$ there exists $\mu \geqslant v$ such that $f(x, y)=0$ if either $x \in I^{\mu}$ or $y \in I^{\mu}$.
If this holds, we set $f(1,1)=\tau$; then substituting $y=z=1$ in ( $\alpha$ ) gives $x \tau=f(x, 1)$.

Define a product on the $A$-module $C=\left(B / I^{\mu}\right) \oplus N$ by

$$
(\bar{x}, \xi)(\bar{y}, \eta)=(\overline{x y},-f(x, y)+x \eta+y \xi)
$$

for $x, y \in B$; then $C$ is a commutative ring with unit $(1, \tau)$, and $N$ is an ideal of $C$ satisfying $N^{2}=0$. If we define a map $A \longrightarrow C$ by $a \mapsto(\bar{a}, a \tau)$ then this is a ring homomorphism, and the diagram

is commutative; then a necessary and sufficient condition for $u$ to have a lifting to $B \longrightarrow C$ is that there should exist an $A$-linear map $g: B \longrightarrow N$ such that
( $\left.\alpha^{\prime}\right) \quad f(x, y)=x g(y)-g(x y)+g(x) y$ for all $x, y \in B$.
For if $g$ exists, then defining $v: B \longrightarrow C$ by $v(x)=(\bar{x}, g(x))$ we find that $v$ is a lifting of $u$, and conversely, if there is a lifting $v$ of $u$ one checks easily that one can find a $g$ as above.

We say that the 2-cocycle $f$ splits if there exists $g$ satisfying ( $\alpha^{\prime}$ ). For any $A$-linear map $g: B \longrightarrow N$, we write $\delta g$ for the bilinear map $B \times B$ $\longrightarrow N$ given by the right-hand side of ( $\alpha^{\prime}$ ); this satisfies $(\alpha)$ and $(\beta)$, and if $g$ is continuous (that is, $\exists \mu$ such that $g\left(I^{\mu}\right)=0$ ), then it also satisfies $(\gamma)$.

Theorem 28.8. Let $A$ be a ring and $B$ an $A$-algebra with an $I$-adic topology.
(i) If $B$ is $I$-smooth over $A$ then every continuous symmetric 2 -cocycle $f: B \times B \longrightarrow N$ with values in a discrete $B$-module $N$ splits.
(ii) If $B / I^{n}$ is projective as an $A$-module for infinitely many $n$, and if every continuous symmetric 2-cocycle with values in a discrete $B$-module splits, then $B$ is $I$-smooth over $A$.
Proof. (i) is what we have just said.
(ii) Suppose that we are given a commutative diagram

with $N^{2}=0$ and $u\left(I^{v}\right)=0$; then in view of $N^{2}=0$, the $C$-module $N$ can be viewed as a $C / N$-module, and by means of $u$ as a $B$-module; but then $I^{v} N=0$, so that $N$ is a discrete $B$-module. Take an integer $n>v$ such that $B / I^{n}$ is projective as an $A$-module. Then $u$ can be lifted as a map of $A$-modules to $\lambda: B \longrightarrow C$ such that $\lambda\left(I^{n}\right)=0$. For $x, y \in B$ we set

$$
f(x, y)=\lambda(x y)-\lambda(x) \lambda(y),
$$

and since $\lambda$ is a ring homomorphism modulo $N$, we have $f(x, y) \in N$. Now for $\xi \in N$ and $x \in B$, by definition we have $\lambda(x) \cdot \xi=x \cdot \xi$ (both sides are products evaluated in $C$ ), and using this one computes the left-hand side of $(\alpha)$ to be zero. The symmetry $(\beta)$ is obvious. Also $\lambda\left(I^{n}\right)=0$, so that we also get $(\gamma)$. Thus $f$ is a continuous symmetric 2 -cocycle, and hence by assumption there is an $A$-linear map $g: B \longrightarrow N$ satisfying

$$
f(x, y)=x g(y)-g(x y)+g(x) y .
$$

Now if we set $v=\lambda+g$, we have

$$
\begin{aligned}
v(x y) & =\lambda(x y)+g(x y) \\
& =\lambda(x) \lambda(y)+f(x, y)+g(x y) \\
& =\lambda(x) \lambda(y)+\lambda(x) g(y)+g(x) \lambda(y) \\
& =v(x) v(y),
\end{aligned}
$$

so that $v$ is an $A$-algebra homomorphism, and is a lifting of $u$.
Theorem 28.9 ([G1], 19.7.1). Let ( $A, \mathrm{~m}, k$ ) and ( $B, \mathrm{n}, k^{\prime}$ ) be Noetherian local rings, and $\varphi: A \longrightarrow B$ a local homomorphism; set $B_{0}=B \otimes_{A} k=B / \mathrm{m} B$ and $\pi_{0}=\pi / m B$. Then the following conditions are equivalent:
(1) $B$ is $n$-smooth over $A$,
(2) $B$ is flat over $A$ and $B_{0}$ is $n_{0}$-smooth over $k$.

This is an extremely important theorem, but the proof is long and difficult, and we refer to [G1] for it. We content ourselves with proving the following analogous theorem, which is all that we will need in what follows.
Theorem 28.10. Let $(A, \mathrm{~m}, k)$ be a local ring, and $B$ a flat $A$-algebra; suppose that $B_{0}=B \otimes_{A} k$ is 0 -smooth over $k$. Then $B$ is $m B$-smooth over $A$.
Proof. As one sees from the definition of $m B$-smoothness, it is enough to prove that $B / \mathfrak{m}^{\nu} B$ is 0 -smooth over $A / \mathfrak{m}^{\nu}$ for every $v>0$. Since $B / \mathfrak{m}^{\nu} B$ is flat over $A / \mathfrak{m}^{\nu}$, we can assume that $\mathfrak{m}$ is nilpotent. Then a flat $A$-module is free (by Theorem 7.10), so that $B$ is a projective $A$-module, and hence by Theorem 8, we need only show that every symmetric 2-cocycle $f: B \times B \longrightarrow N$ with values in a $B$-module $N$ splits. First of all, in the case that $N$ satisfies $\mathrm{m} N=0$, then since $f$ is $A$-bilinear $f$ is essentially a 2 cocycle over $B_{0}$, that is there is a map $f_{0}: B_{0} \times B_{0} \longrightarrow N$ such that $f(x, y)=f_{0}(\bar{x}, \bar{y})$.

Now $B_{0}$ is 0 -smooth over $k$, so that by Theorem $8, f_{0}$ splits, that is
there is a map $g_{0}: B_{0} \longrightarrow N$ such that $f_{0}=\delta g_{0}$. Thus setting $g(x)=g_{0}(\bar{x})$ we get

$$
f=\delta g .
$$

In the general case, write $\varphi$ for the natural map $N \longrightarrow N / \mathrm{m} N$, and consider $\varphi \circ f$; then this splits, that is there exists $\bar{g}: B \longrightarrow N / \mathrm{m} N$ such that

$$
\varphi \circ f=\delta \bar{g}
$$

Now since $B$ is projective over $A$, we can lift $\bar{g}$ to an $A$-linear map $g: B \longrightarrow N$, and then $f-\delta g$ is a 2 -cocycle with values in $m N$. Doing the same thing once more, we find $h: B \longrightarrow \mathrm{~m} N$ such that $f-\delta(g+h)$ is a 2-cocycle with values in $\mathfrak{m}^{2} N$. Proceeding in the same way, since $m$ is nilpotent we finally see that $f$ splits.

Exercises to §28. Prove the following propositions.
28.1. Theorem 28.10 also holds on replacing smooth by unramified or etale.
28.2. Let $k$ be a non-perfect field of characteristic $p$, and $a \in k-k^{p}$; set $A=k[X]_{\left(X^{p-a}\right)}$. Then the residue field $k\left(a^{1 / p}\right)$ of $\boldsymbol{A}$ is inseparable over $k$. This ring $A$ does not have a coefficient field containing $k$, but is 0 -smooth over $k$.

## 29 The structure theorems for complete local rings

By Theorem 28.3, a complete local ring of equal characteristic $A$ has a coefficient field. If $K$ is a coefficient field of $A$, and $x_{1}, \ldots, x_{n}$ are generators of the maximal ideal, then any element of $A$ can be expanded as a power series in $x_{1}, \ldots, x_{n}$ with coefficients in $K$, and therefore $A$ is a quotient of the regular local ring $K \llbracket X_{1}, \ldots, X_{n} \rrbracket$. We now want to extend all of this to the case of unequal characteristic.

We say that a DVR of characteristic 0 is a p-ring if its maximal ideal is generated by the prime number $p$. If $K$ is a given field of characteristic $p$, then there exists a $p$-ring having $K$ as its residue field. This follows by applying the next theorem to $A=\mathbb{Z}_{p \mathbb{Z}}$.
Theorem 29.1. Let $(A, t A, k)$ be a DVR and $K$ an extension field of $k$; then there exists a DVR $(B, t B, K)$ containing $A$.
Proof. Let $\left\{x_{\lambda}\right\}_{\lambda \in \Lambda}$ be a transcendence basis of $K$ over $k$, and set $k_{1}=$ $\boldsymbol{k}\left(\left\{x_{\lambda}\right\}\right)$. We take indeterminates $\left\{X_{\lambda}\right\}_{\lambda \in \Lambda}$ over $A$ in bijection with the $\left\{x_{\lambda}\right\}$, and set $A\left[\left\{X_{\lambda}\right\}\right]=A^{\prime}$ and $A_{1}=\left(A^{\prime}\right)_{t A^{\prime}}$. Now $A^{\prime}$ is a free $A$-module, and hence separated for the $t$-adic topology; therefore, so is $A_{1}$, and $A_{1}$ is a DVR with $A_{1} / t A_{1} \simeq k_{1}$. Hence, replacing $A$ and $k$ by $A_{1}$ and $k_{1}$, we can assume that $K$ is algebraic over $k$. Let $L$ be an algebraic closure of the field of fractions of $A$, and let $\mathscr{F}$ be the set of all pairs $(B, \varphi)$, where $B$ is an
intermediate ring $A \subset B \subset L$ and $\varphi: B \longrightarrow K$ is an $A$-algebra homomorphism, satisfying the conditions
(*) $^{*} B$ is a DVR and $\operatorname{Ker} \varphi=\operatorname{rad}(B)$ is generated by $t$.
We introduce an order on $\mathscr{F}$ by defining $(B, \varphi)<(C, \psi)$ if $B \subset C$ and $\left.\psi\right|_{B}=\varphi$. Let us show that $\mathscr{F}$ has a maximal element. Suppose that

$$
\mathscr{G}=\left\{\left(B_{i}, \varphi_{i}\right)\right\}_{i \in I}
$$

is a totally ordered subset of $\mathscr{F}$, and set

$$
B_{0}=\bigcup B_{i} ;
$$

then one sees easily that $B_{0}$ is a local ring with maximal ideal $t B_{0}$. If $0 \neq x \in B_{0}$ then $x \in B_{i}$ for some $i$, and since $B_{i}$ is a DVR we can write $x=t^{n} u$ with $u$ an unit of $B_{i}$ and some $n$. From this we get $x \notin t^{n+1} B_{0}$, so that $B_{0}$ is $t$-adically separated. Hence $B_{0}$ is a DVR, and if $\varphi_{0}: B_{0} \longrightarrow K$ is defined to be equal to $\varphi_{i}$ on $B_{i}$ then $\left(B_{0}, \varphi_{0}\right) \in \mathscr{F}$. Hence by Zorn's lemma $\mathscr{F}$ has a maximal elcment; suppose that $(B, \varphi)$ is one. Then if $\varphi(B) \neq K$, take $a \in K-\varphi(B)$, let $\bar{f}(X)$ be the minimal polynomial of $a$ over $\varphi(B)$, and take a monic $f(X) \in B[X]$ which is an inverse image of $\bar{f}(X)$. Then $f(X)$ is irreducible in $B[X]$, and hence (by Ex. 9.6) also irreduciblc over the field of fractions of $B$. Let $\alpha$ be a root of $f(X)$ in $L$, and set $B^{\prime}=B[\alpha]$; then $B^{\prime}=B[X] /(f)$. Therefore

$$
B^{\prime} / t B^{\prime}=B[X] /(t, f)=\varphi(B)[X] /(\bar{f})=\varphi(B)(a)
$$

is a field; since $B^{\prime}$ is integral over $B$, every maximal ideal of $B^{\prime}$ contains $t B^{\prime}$, so that $B^{\prime}$ is a local integral domain with maximal ideal $t B^{\prime}$, and is Noetherian because it is finite over $B$, therefore a DVR. This contradicts the maximality of $B$, so that we must have $\varphi(B)=K$.

Remark. Since $B$ is an integral domain containing $A$, it is flat over $A$ by Ex. 10.2. In EGA $0_{\text {III }}$, (10.3.1), the following more general fact is proved: let $(A, \mathfrak{m}, k)$ be a Noetherian local ring, and $K$ an extension field of $k$, then there exists a Noetherian ring $B$ containing $A$ satisfying the three conditions (1) $\operatorname{rad}(B)=\mathfrak{m} B$, (2) $B / \mathfrak{m} B$ is isomorphic over $k$ to $K$, and (3) $B$ is flat over $A$.

Theorem 29.2. Let ( $A, \mathrm{~m}, K$ ) be a complete local ring, $(R, p R, k)$ a $p$-ring, and $\varphi_{0}: k \longrightarrow K$ a field homomorphism; then there exists a local homomorphism $\varphi: R \longrightarrow A$ which induces $\varphi_{0}$ on the residue fields.
Proof. Set $S=\mathbb{Z}_{p \mathbb{Z}}$, and let $k_{0} \subset k$ be the prime subfield. Since $\varphi_{0}\left(k_{0}\right) \subset K$. the prime number $p$, viewed as an element of $A$, belongs to $m$. Hence the standard homomorphism $\mathbb{Z} \longrightarrow A$ extends to a local homomorphism $S \rightarrow A$. Now $R \otimes_{S} k_{0}=R / p R=k$ is a separable extension of $k_{0}$, and hence 0 -smooth over $k_{0}$; also $R$ is a torsion-free $S$-module, hence flat over
$S$, so that by Theorem $28.10, R$ is $p R$-smooth over $S$.


Therefore, as we discussed at the beginning of $\S 28$, we can lift $R \longrightarrow A / \mathfrak{m}=K$ successively to $R \longrightarrow A / \mathrm{m}^{i}$, and using the fact that $A=$ $\lim A / \mathbf{m}^{i}$, we get $\varphi: R \longrightarrow A$ making the left-hand diagram commute.

Corollary. A complete p-ring is uniquely determined up to isomorphism by its residue field.
Proof. Suppose that $R$ and $R^{\prime}$ are both complete $p$-rings with residue field $k$; then by the theorem there exists a local homomorphism $\varphi: R \longrightarrow R^{\prime}$ which induces the identity map on the residue field. We have $R^{\prime}=\varphi(R)+p R^{\prime}$, and of course $\varphi(p)=p$, so that by the completeness of $R$ we see that $\varphi$ is surjective, and is also injective, since $p^{n} R$ is not contained in $\operatorname{Ker} \varphi$ for any $n$. Therefore $R \simeq R^{\prime}$.
Let $(A, \mathfrak{m}, k)$ be a complete local ring of unequal characteristic, and let $p=$ char $k$. We say that a subring $A_{0} \subset A$ is a coefficient ring of $A$ if $A_{0}$ is a complete Noetherian local ring with maximal ideal $p A_{0}$ and

$$
A=A_{0}+\mathfrak{m}, \quad \text { that is, } \quad k=A / \mathfrak{m} \simeq A_{0} / p A_{0} .
$$

By Theorem 1 applied to the residue field $k$ of $A$, there exists a $p$-ring $S$ such that $S / p S=k$; write $R$ for the completion of $S$, so that $R$ is a complete $p$-ring with residue field $k$. By Theorem 2, there exists a local homomorphism $\varphi: R \longrightarrow A$ inducing an isomorphism on the residue fields. If we set $\varphi(R)=A_{0}$ then this is clearly a coefficient ring of $A$. If $A$ has characteristic 0 then $\varphi$ is injective and $A_{0} \simeq R$. If $A$ has characteristic $p^{n}$ then $A_{0} \simeq R / p^{n} R$. We summarise the above discussion in the following theorem.

Theorem 29.3. If $(A, \mathrm{~m}, k)$ is a complete local ring and $p=\operatorname{char} k$ then $A$ has a coefficient ring $A_{0}$. If $A$ has characteristic 0 then $A_{0}$ is a complete DVR.

In what follows, in order to include the case of equal characteristic in our discussion, we also consider coefficient fields as being coefficient rings. From the previous theorem and Theorem 28.3, we get the following important result.

Theorem 29.4. (i) If $(A, \mathfrak{m})$ is a complete local ring and $m$ is finitely generated, then $A$ is Noetherian.
(ii) A Noetherian complete local ring is a quotient of a regular local ring; in particular it is universally catenary.
(iii) If $A$ is a Noetherian complete local ring (and in the case of unequal
characteristic, $A$ is an integral domain), then there exists a subring $A^{\prime} \subset A$ with the following properties: $A^{\prime}$ is a complete regular local ring with the same residue field as $A$, and $A$ is finitely generated as an $A^{\prime}$-module.
Proof. We choose a coefficient ring $A_{0}$ of $A$. If $m=\left(x_{1}, \ldots, x_{n}\right)$ then every element of $A$ can be expanded as a power series in $x_{1}, \ldots, x_{n}$ with coefficients in $A_{0}$, so that $A$ is a quotient of $A_{0} \llbracket X_{1}, \ldots, X_{n} \rrbracket$, and hence Noetherian. Now $A_{0}$ is a quotient of a $p$-ring $R$, so that $A$ is a quotient of $R\left[X_{1}, \ldots, X_{n} \rrbracket\right.$, which is a regular local ring, hence a CM ring, and therefore according to Theorem $17.9, A$ is universally catenary. To prove (iii), set $\operatorname{dim} A=n$, and in the case of equal characteristic let $\left\{y_{1}, \ldots, y_{n}\right\}$ be any system of parameters of $A$; if $A$ is an integral domain of characteristic 0 and char $k=p$, we can choose a system of parameters $\left\{y_{1}=p, y_{2}, \ldots, y_{n}\right\}$ of $A$ starting with $p$. In either case $R=A_{0}$, so that we set $A^{\prime}=R \llbracket y \rrbracket$. Then $A^{\prime}$ is the image of $\varphi: R \llbracket Y \rrbracket \longrightarrow A$, where $R \llbracket Y \rrbracket$ is the regular local ring

$$
R \llbracket Y \rrbracket=R \llbracket Y_{1}, \ldots, Y_{n} \rrbracket, \quad \text { or } \quad R \llbracket Y_{2}, \ldots, Y_{n} \rrbracket \quad \text { if } \quad y_{1}=p,
$$

and $\varphi$ is the $R$-algebra homomorphism defined by $\varphi\left(Y_{i}\right)=y_{i}$. Set $\mathrm{m}^{\prime}=$ $\sum_{1}^{n} y_{i} A^{\prime}$. Since $A / \mathrm{m}=A^{\prime} / \mathrm{m}^{\prime}$, every $A$-module of finite length has the same length when viewed as an $A^{\prime}$-module. In particular $A / \mathfrak{m}^{\prime} A$ is a finite module over $A^{\prime} / \mathfrak{m}^{\prime}$ and $A$ is $\mathrm{m}^{\prime}$-adically separated, so that by Theorem $8.4 A$ is a finite $A^{\prime}$-module. Therefore, we have

$$
\operatorname{dim} A^{\prime}=\operatorname{dim} A=n .
$$

$R \llbracket Y \rrbracket$ is an $n$-dimensional integral domain, and if $\operatorname{Ker} \varphi \neq 0$ we would have $\operatorname{dim} A^{\prime}<n$, which is a contradiction. Therefore $\varphi$ is injective and $A^{\prime} \simeq R \llbracket Y \rrbracket$.
Remark. In the case of unequal characteristic when $A$ is not an integral domain, (iii) can fail to hold. If $\boldsymbol{A}$ is of characteristic $p^{m}$ with $m>1$, then every subring of $A$ has the same characteristic $p^{m}$, so cannot be regular. Even if $A$ has characteristic 0 , the following is a counter-example: let $R$ be a complete $p$-ring and $A=R \llbracket X \rrbracket /(p X)$; then $A$ is a complete onedimensional Noetherian local ring, but if a subring $A^{\prime}$ as in (iii) were to exist, $A^{\prime}$ would be a one-dimensional regular local ring, hence a DVR, and since $A^{\prime}$ has characteristic 0 and its residue field characteristic $p$, $A^{\prime} / p A^{\prime}$ would be an Artinian ring, and hence also $A / p A$ would be Artinian. But $A / p A \simeq k \llbracket X \rrbracket$ is one-dimensional, and this is a contradiction.
The proof of Theorem 4 shows that it is sufficient to assume that $p$ is not in any minimal prime ideal of $A$.

Corresponding to the definition of quasi-coefficient field of an equicharacteristic local ring, let us define quasi-coefficient rings in the case of unequal characteristic. Let $(A, \mathrm{~m}, K)$ be a possibly non-complete local ring, and suppose char $K=p$. A subring $S \subset A$ is said to be a quasi-coefficient
ring if it satisfies the following two conditions:
(1) $S$ is a Noetherian local ring with maximal ideal $p S$;
(2) $K=A / \mathrm{m}$ is 0 -etale over $S / p S$.

In view of (1), if $A$ has characteristic 0 then $S$ is a DVR, and if $A$ has characteristic $p^{m}$ then $S$ is an Artinian ring.

Theorem 29.5. Let $(A, \mathfrak{m}, K)$ be a local ring, and suppose char $K=p$. Lct $C \subset A$ be a subring, and assume that $C$ is a Noetherian local ring with maximal ideal $p C$, and that $K=A / \mathrm{m}$ is separable over $C / p C$. Then there exists a quasi-coefficient ring $S$ of $A$ containing $C$; moreover, if $A$ is flat over $C$, then it is also flat over $S$.
Proof. Let $\left\{\beta_{\lambda}\right\}_{\lambda \in \Lambda}$ be a $p$-basis of $K$ over $C / p C$, and choose an inverse image $b_{\lambda} \in A$ for each $\beta_{\lambda}$. Setting $C\left[\left\{b_{\lambda}\right\}\right]=C^{\prime}$, by Theorem 26.8 we see that $C^{\prime}\left(\left(\mathrm{m} \cap C^{\prime}\right)=(C / p C)\left[\left\{\beta_{\lambda}\right\}\right]\right.$ is a polynomial ring over $C / p C$. Hence if $f\left(\ldots X_{\lambda} \ldots\right)$ is a non-zero polynomial with coefficients in $C$ which satisfies $f\left(b_{\lambda}\right) \in \mathfrak{m}$, then setting $p^{r}$ for the highest common factor of the coefficients of $f$, we have

$$
f(X)=p^{r} f_{0}(X) \text { and } \bar{f}_{0}\left(\beta_{\lambda}\right) \neq 0 .
$$

Thus $f_{0}\left(b_{\lambda}\right) \notin \mathfrak{m}$, and we must have $r>0$, so that we have shown that $\mathfrak{m} \cap C^{\prime}=p C^{\prime}$. Setting $S=\left(C^{\prime}\right)_{p C^{\prime}}$ we have $S \subset A, \mathrm{~m} \cap S=p S$ and $S / p S=$ $(C / p C)\left(\left\{\beta_{\lambda}\right\}\right)$. Since $C^{\prime}$ is $p$-adically separated, so is $S$, and hence all the ideals of $S$ are of the form $(0)$ or $\left(p^{n}\right)$. Thus $S$ is Noetherian, and it satisfies all the conditions for a quasi-coefficient ring of $A$. If $A$ is flat over $C$, then for any $n$ we have

$$
p^{n} C \otimes_{C} A \simeq p^{n} A
$$

and hence the composite

$$
p^{n} C \otimes_{C} A=\left(p^{n} C \otimes_{C} S\right) \otimes_{S} A \longrightarrow p^{n} S \otimes_{S} A \longrightarrow p^{n} A
$$

is injective; but the first arrow is surjective, so that the second arrow $p^{n} S \otimes A \longrightarrow p^{n} A$ is injective. By Theorem 7.7, this proves that $A$ is flat over $S$.

All the assumptions of this theorem are satisfied by taking $C$ to be the image of $\mathbb{Z}_{p \mathbb{Z}} \longrightarrow A$, so that this proves that every local ring has a quasi-coefficient ring (including the quasi-coefficient field of a local ring in the equal characteristic case).

Theorem 29.6. Let ( $A, \mathrm{~m}, K$ ) be a local ring, and $\hat{A}$ its completion, and suppose char $K=p$. Let $S$ be a quasi-coefficient ring of $A$, and write $S^{\prime}$ for its image in $\hat{A}$; then there exists a unique coefficient ring $A_{0}$ of $\hat{A}$ containing $S^{\prime}$.
Proof. Since $S^{\prime}$ is a quasi-coefficient ring of $\hat{A}$, we can assume that $A$ is
a complete local ring. If $A$ has characteristic 0 then $S$ is a DVR, and by Theorem 1 there exists a complete $p$-ring $R$ containing $S$ and with residue field $K$. Now $K$ is 0 -etale over $S / p S$, and $R$ is flat over $S$, so that $R$ is $p R$-etale over $S$ (by Ex. 28.1). Hence there exists a unique $S$-algebra homomorphism $R \longrightarrow A$ which induces the identity map on the residue fields; we write $A_{0}$ for the image of $R$. Then $R \simeq A_{0}$ and $A_{0}$ is a coefficient ring of $A$. If $A$ had another coefficient ring $B$ containing $S$ then $B$ would also be a complete $p$-ring, and for the same reason as above, there exist unique $S$-algebra homomorphisms $B \longrightarrow A_{0}$ and $B \longrightarrow A$, so that we must have $B=A_{0}$.

If $A$ has characteristic $p^{n}$ then $S$ is an Artinian ring, and therefore complete, so that applying Theorem 3 to $S$ itself, we can write $S=R_{0} /\left(p^{n}\right)$ with $R_{0}$ a complete $p$-ring. Let $R$ be a complete $p$-ring containing $R_{0}$ and with residue field $K$; then by Ex. 28.1, $R$ is $p R$-etale over $R_{0}$, so that there exists a unique $R_{0}$-algebra homomorphism $R \longrightarrow A$ inducing the identity map on the residue field $K$. The image is a coefficient ring of $A$ containing $S$; the uniqueness is proved as in the case of characteristic 0 .

Next we study the structure of complete regular local rings. Let $(A, m, K)$ be a local ring of unequal characteristic, and suppose that char $K=p$; then $A$ is said to be ramified if $p \in \mathfrak{m}^{2}$ and unramified if $p \notin m^{2}$. We will also say that $A$ is unramified in the case of equal characteristic.

Theorem 29.7. An unramified complete regular local ring is a formal power series ring over a field or over a complete $p$-ring.
Proof. Let $R$ be a coefficient ring of $A$. In the case of equal characteristic, $R$ is a field, and if $x_{1}, \ldots, x_{n}$ is a regular system of parameters of $A$ then $A=R \llbracket x_{1}, \ldots, x_{n} \rrbracket \simeq R \llbracket X_{1}, \ldots, X_{n} \rrbracket$ (see the proof of Theorem 4). In the case of unequal characteristic, $R$ is a complete $p$-ring, and since $p \in \mathfrak{m}-\mathfrak{m}^{2}$, we can choose a regular system of parameters $\left\{p, x_{2}, \ldots, x_{n}\right\}$ of $A$ containing $p$. Then $A=R \llbracket x_{2}, \ldots, x_{n} \rrbracket \simeq R \llbracket X_{2}, \ldots, X_{n} \rrbracket$.

In the ramified case, it is not necessarily the case that $A$ can be expressed as a formal power series ring over a DVR. To give the structure theorem in this case we need the notion of an Eisenstein extension.

Lemma 1 (Eisenstein's irreducibility criterion). Let $A$ be a ring, and $f(X)=X^{n}+a_{1} X^{n-1}+\cdots+a_{n}$, with $a_{i} \in A$. If there exists a prime ideal $\mathfrak{p}$ of $A$ such that $a_{1}, \ldots, a_{n} \in \mathfrak{p}$ but $a_{n} \notin \mathfrak{p}^{2}$ then $f$ is irreducible in $A[X]$. If in addition $A$ is an integrally closed domain then the principal ideal $(f)$ is a prime ideal of $A[X]$.
Proof. If $f$ is reducible, we can write $f=\left(X^{r}+b_{1} X^{r-1}+\cdots+b_{r}\right)$ $\left(X^{s}+c_{1} X^{s-1}+\cdots+c_{s}\right)$ with $0<r<n, s=n-r$ and $b_{i}, c_{j} \in A$. Reducing
the coefficients on either side modulo $\mathfrak{p}$ we have

$$
X^{n}=\left(X^{r}+\bar{b}_{1} X^{r-1}+\cdots+\bar{b}_{r}\right)\left(X^{s}+\bar{c}_{1} X^{s-1}+\cdots+\bar{c}_{s}\right)
$$

in $(A / \mathfrak{p})[X]$, so that we must have $b_{i}, c_{j} \in \mathfrak{p}$ for all $i, j$, but then $a_{n}=b_{r} c_{s} \in \mathfrak{p}^{2}$, which contradicts the assumption. If $A$ is an integrally closed domain and $K$ is the field of fractions of $A$, then by Ex. $9.6, f$ remains irreducible in $K[X]$. Also, $f$ is monic, so that we have $f \cdot A[X]=f \cdot K[X] \cap A[X]$, and this is a prime ideal of $A[X]$.

Let $(A, m)$ be a normal local ring; then an extension ring

$$
B=A[X] /(f)=A[x]
$$

defined by an Eisenstein polynomial

$$
f=X^{n}+a_{1} X^{n-1}+\cdots+a_{n} \text { with } a_{i} \in \mathfrak{m} \text { for all } i \text {, and } a_{n} \notin \mathfrak{m}^{2}
$$

is called an Eisenstein extension of $A$. By the lemma, $B$ is an integral domain, and is integral over $A$. We have $B / \mathrm{m} B=(A / \mathrm{m})[X] /\left(X^{n}\right)$, so that $B$ has just one maximal ideal $\mathfrak{n}=\mathfrak{m} B+x B$. Hence $B$ is a local ring, and its residue field coincides with that of $A$.

Theorem 29.8. (i) If $(A, \mathfrak{m})$ is a regular local ring, then an Eisenstein extension of $A$ is again a regular local ring.
(ii) If $A$ is a ramified complete regular local ring and $R$ is a coefficient ring of $A$ then there is a subring $A_{0} \subset A$ with the following properties:
(1) $A_{0}$ is an unramified complete regular local ring containing $R$, and hence can be expressed as a formal power series ring over $R$;
(2) $A$ is an Eisenstein extension of $A_{0}$.

Proof. (i) Let $B=A[x]$, and $x^{n}+a_{1} x^{n-1}+\cdots+a_{n}=0$, with $a_{i} \in m$ and $a_{n} \notin \mathfrak{m}^{2}$. Then there exists a regular system of parameters $\left\{y_{1}, \ldots, y_{d}=a_{n}\right\}$ of $A$ with $a_{n}$ as an element. As we have seen above, the maximal ideal of $B$ is $\mathfrak{m} B+x B$, but $a_{n} \in x B$, so that $\left\{y_{1}, \ldots, y_{d-1}, x\right\}$ is a regular system of parameters of $B$.
(ii) Since ht $p A=1$, by a skilful choice of a regular system of parameters $\left\{x_{1}, \ldots, x_{d}\right\}$ of $A$, we can arrange that $\left\{p, x_{2}, \ldots, x_{d}\right\}$ is a system of parameters of $A$. If we set $A_{0}=R \llbracket x_{2}, \ldots, x_{d} \rrbracket$ then $A_{0}$ is a complete unramified regular local ring, and $A$ is a finite module over $A_{0}$ (see the proof of Theorem 4). We set $\mathrm{m}_{0}$ for the maximal ideal of $A_{0}$. Now $A=\mathfrak{m}_{0} A+A_{0}\left[x_{1}\right]$, so that by Theorem 8.4 (or by NAK), $A=A_{0}\left[x_{1}\right]$. Let

$$
f(X)=X^{n}+a_{1} X^{n-1}+\cdots+a_{n} \quad \text { with } \quad a_{i} \in A_{0}
$$

be the minimal polynomial of $x_{1}$ over $A_{0}$. Then $a_{n} \in x_{1} A \subset \mathfrak{m}$, so that $a_{n} \in \mathfrak{m}_{0}$. Therefore by Hensel's lemma (Theorem 8.3), all the $a_{i} \in \mathfrak{m}_{0}$. We are left to prove that $a_{n} \notin m_{0}^{2}$. Write $p=\sum_{1}^{d} b_{i} x_{i}$ with $b_{i} \in A$, and express
the $b_{i}$ in the form $b_{i}=\varphi_{i}\left(x_{1}\right)$, with $\varphi_{i}(X) \in A_{0}[X]$; then $x_{1}$ is a root of

$$
F(X)=\varphi_{1}(X) X+\sum_{2}^{d} \varphi_{i}(X) x_{i}-p,
$$

so that $F(X)$ is divisible by $f(X)$. Hence the constant term $F(0)$ of $F$ is divisible by $a_{n}$. However, $F(0)=\sum_{2}^{d} \varphi_{i}(0) x_{i}-p$, and $p, x_{2}, \ldots, x_{d}$ is a regular system of parameters, so that $F(0) \notin \mathfrak{m}_{0}^{2}$, hence also $a_{n} \notin \mathfrak{m}_{0}^{2}$.

Exercises to §29. Prove the following propositions.
29.1. Let $A$ be a complete $p$ ring, $y$ an indeterminate over $A$, and $B=A \llbracket y\rceil ; \operatorname{lct} C$ $=B[x]$ be the Eisenstein extension of $B$ given by $x^{2}+y x+p=0$. Then $C$ is a two-dimensional complete regular local ring, but is not a formal power series ring over a DVR of characteristic 0 .
29.2. In Theorem 29.2, if $k$ is a perfect field then $\varphi$ is uniquely determined by $\varphi_{0}$.

## 30 Connections with derivations

Theorem 30.1 (Nagata-Zariski-Lipman). Let $(A, \mathrm{~m})$ be a complete Noetherian local ring with $\mathbb{Q} \subset A$. Suppose that $x_{1}, \ldots, x_{r} \in \mathfrak{m}$ and $D_{1}, \ldots, D_{r} \in$ $\operatorname{Der}(A)$ are elements satisfying $\operatorname{det}\left(D_{i} x_{j}\right) \notin \mathrm{m}$. Then
(i) There is a subring $C \subset A$ such that

$$
A=C \llbracket x_{1}, \ldots, x_{r} \rrbracket \simeq C \llbracket X_{1}, \ldots, X_{r} \rrbracket
$$

Therefore $x_{1}, \ldots, x_{r}$ are analytically independent over $C$, and $A$ is $I$-smooth over $C$, where $I=\sum_{1}^{r} A x_{i}$, and therefore also $m$-smooth over $C$.
(ii) If $\mathfrak{g}=\sum_{1}^{r} A D_{i}$ is a Lie algebra, (that is if $\left[D_{i}, D_{j}\right] \in \mathfrak{g}$ for all $i, j$ ) then we can take $C$ to be $\left\{a \in A \mid D_{1} a=\cdots=D_{r} a=0\right\}$.
Proof. Letting $\left(c_{i j}\right)$ be the inverse matrix of $\left(D_{i} x_{j}\right)$, and setting $D_{i}^{\prime}=\sum c_{i j} D_{j}$, we have $D_{i}^{\prime} x_{j}=\delta_{i j}$, so that we can assume that $D_{i} x_{j}=\delta_{i j}$. Quite generally, for an element $t \in \mathfrak{m}$ and a derivation $D \in \operatorname{Der}(A)$, we define a map $E(D, t): A \longrightarrow A$ by

$$
E(D, t)=\sum_{n=0}^{\infty} \frac{t^{n}}{n!} D^{n}
$$

by our assumptions, $E(D, t)(a)=\sum\left(t^{n} / n!\right) D^{n}(a)$ is meaningful, and one sees easily that $E(D, t)$ is a ring homomorphism. Now set

$$
E_{1}=E\left(D_{1},-x_{1}\right) \quad \text { and } \quad C_{1}=\operatorname{Im}\left(E_{1}\right) ;
$$

then $C_{1}$ is a subring of $A$, and by computation we see that

$$
\begin{aligned}
& D_{1}\left(\sum_{0}^{\infty}\left(\frac{\left(-x_{1}\right)^{n}}{n!}\right) D_{1}^{n}\right) \\
& \quad=\sum_{1}^{\infty}-\frac{\left(-x_{1}\right)^{n-1}}{(n-1)!} D_{1}^{n}+\sum_{0}^{\infty} \frac{\left(-x_{1}\right)^{n}}{n!} D_{1}^{n+1}=0,
\end{aligned}
$$

so that $C_{1} \subset\left\{a \in A \mid D_{1} a=0\right\}$. Conversely, if $D_{1} a=0$ then $E_{1}(a)=a$,
so that $C_{1}=\left\{a \in A \mid D_{1} a=0\right\}$. Also, since for any $a \in A$ we have $E_{1}(a) \equiv a \bmod x_{1} A$, we see that elements of $A$ can be expanded in power series in $x_{1}$ with coefficients in $C_{1}$, so that $A=C_{1}\left[x_{1}\right]$. Now $E_{1}\left(x_{1}\right)=x_{1}-x_{1}=0$, so that $x_{1} A \subset \operatorname{Ker} E_{1}$, and conversely, if $E_{1}(a)=a-$ $x_{1} D a+\cdots=0$ then $a \in x_{1} A$, and therefore $\operatorname{Ker} E_{1}=x_{1} A$. Also, $c \in C_{1} \Leftrightarrow D_{1} c=0 \Leftrightarrow E_{1}(c)=c$, so that $C_{1} \cap x_{1} A=0$. Now we prove that $x_{1}$ is analytically independent over $C_{1}$; by contradiction, suppose that

$$
c_{r} x_{1}^{r}+c_{r+1} x_{1}^{r+1}+\cdots=0 \quad \text { with } \quad c_{i} \in C_{1} \quad \text { and } \quad c_{r} \neq 0 .
$$

Then by Ex. 25.2, since $x_{1}$ is not a zero-divisor in $A$, we have $c_{r} \in x_{1} A$, which is a contradiction. Thus if $0 \neq \varphi(X) \in C_{1}[X]$ then $\varphi\left(x_{1}\right) \neq 0$, as required.

If $r>1$, then write $D_{i}^{\prime}$ for the restriction to $C_{1}$ of $E_{1}{ }^{\circ} D_{i}$; then $D_{i}^{\prime} \in \operatorname{Der}\left(C_{1}\right)$, and $x_{j} \in C_{1}$ with $D_{i}^{\prime} x_{j}=\delta_{i j}$ for $2 \leqslant i, j \leqslant r$, so that by induction we have

$$
C_{1}=C \llbracket x_{2}, \ldots, x_{r} \rrbracket \simeq C \llbracket X_{2}, \ldots, X_{r} \rrbracket .
$$

(i) follows from this.

If g is a Lie algebra, then we first arrange as before that $D_{i} x_{j}=\delta_{i j}$, and then set $\left[D_{i}, D_{j}\right]=\sum_{v} a_{i j v} D_{v}$ with $a_{i j v} \in A$; then $\left[D_{i}, D_{j}\right] x_{v}=D_{i}\left(\delta_{j v}\right)$ $D_{j}\left(\delta_{i v}\right)=0$, so that $a_{i j v}=0$, hence $\left[D_{i}, D_{j}\right]=0$, and $D_{1}\left(D_{i}\left(C_{1}\right)\right)=$ $D_{i}\left(D_{1}\left(C_{1}\right)\right)=D_{i}(0)=0$. Therefore $D_{i}\left(C_{i}\right) \subset C_{1}$ for $i>1$, and then in the above notation $D_{i}^{\prime}=D_{i}$ for $i>1$. Thus by induction we have $C$ $=\left\{a \in A \mid D_{1} a=\cdots=D_{r} a=0\right\}$.

Corollary. Let $(A, \mathfrak{m})$ be a reduced $n$-dimensional local ring containing $\mathbb{Q}$, and suppose that the completion $\hat{A}$ of $A$ is also reduced. If there exist elements $D_{1}, \ldots, D_{n} \in \operatorname{Der}(A)$ and $x_{1}, \ldots, x_{n} \in \mathfrak{m}$ such that $\operatorname{det}\left(D_{i} x_{j}\right) \notin \mathfrak{m}$ then $A$ is a regular local ring and $x_{1}, \ldots, x_{n}$ is a regular system of parameters of $A$. Suppose in addition that $\mathfrak{g}=\sum_{1}^{n} A D_{i}$ is a Lie algebra; then $k=\left\{a \in \hat{A} \mid D_{1} a=\cdots=D_{n} a=0\right\}$ is a coefficient field of $\hat{A}$.
Proof. Consider $\hat{A}$, with each of the $D_{i}$ extended to $\hat{A}$. If $\left[D_{i}, D_{j}\right]=$ $\sum a_{i j v} D_{v}$ holds in $A$ then it also holds in $\hat{A}$, so that if g is a Lie algebra, so is $\sum \hat{A} D_{v}$. By the theorem, $\hat{A}=C \llbracket x_{1}, \ldots, x_{n} \rrbracket$, and $C$ is isomorphic to $\hat{A} / \sum x_{i} \hat{A}$, so is a zero-dimensional local ring. Now by assumption $C$ is also reduced, so that $C$ must be a field. Therefore $\hat{A}$ is a formal power series ring over a field, and hence is regular, so that $A$ is also regular. The lother assertion is also clear.

Remark. If we view this corollary as a criterion for regularity, then the condition that $\hat{A}$ should be reduced is rather a nuisance; however, as we will see later, for a very wide variety of local rings, we have $A$ is reduced $\Leftrightarrow$ $\hat{A}$ is reduced. This is the case (corollary of Theorem 32.6) if $A$ is a localisation of a ring $B$ which is finitely generated over a field (such an
$A$ is said to be essentially of finite type over $K$ ). Note also that if we start off with a regular local ring $A$, then the corollary gives a concrete method of constructing a coefficient field of $\hat{A}$.

Next we consider rings which are finitely generated over a field, which are important in algebraic geometry.

Theorem 30.2. Let $k$ be a field, and $A=k\left[x_{1}, \ldots, x_{n}\right]$ a finitely generated ring over $k$. If $A_{\mathfrak{p}}$ is 0 -smooth over $k$ for every $\mathfrak{p} \in m-\operatorname{Spec} A$, then $A$ is 0 . smooth over $k$.
Proof. Write $k[X]$ for $k\left[X_{1}, \ldots, X_{n}\right]$, and let $I=\{f(X) \in k[X] \mid f(x)=0\}$, so that $A=k[X] / I$. Suppose that $I=\left(f_{1}, \ldots, f_{s}\right)$. Consider a commutative diagram

where $C$ is a ring, and $N \subset C$ is an ideal satisfying $N^{2}=0$. To lift $\psi$ to $A \longrightarrow C$, we first of all choose $u_{i} \in C$ such that $\psi\left(x_{i}\right)=\varphi\left(u_{i}\right)$. If $f \in I$ then $f\left(u_{1}, \ldots, u_{n}\right) \in N$. Now if we can choose $y_{i} \in N$ for $1 \leqslant i \leqslant n$ such that $f_{j}(u+y)=0$ for all $j$, the homomorphism $A \longrightarrow C$ defined by $x_{i} \mapsto u_{i}+y_{i}$ is a lifting of $\psi$. We have $f_{j}(u+y)=f_{j}(u)+\sum_{i=1}^{n}\left(\partial f_{j} / \partial X_{i}\right)(u) \cdot y_{i}$, so that we are looking for solutions in $N$ of the system of linear equations in $y_{1}, \ldots, y_{n}$ :
(*) $f_{j}(u)+\sum_{i=1}^{n}\left(\frac{\partial f_{j}}{\partial X_{i}}\right)(u) \cdot y_{i}=0$ for $j=1, \ldots, s$.
For each maximal ideal $\mathfrak{p}$, the local ring $A_{\mathfrak{p}}$ is 0 -smooth over $k$, so that if we set $\bar{S}=\psi(A-\mathfrak{p})$ and $S=\varphi^{-1}(\bar{S})$ then in the diagram

there exists a $\Psi_{\mathrm{p}}: A_{\mathfrak{p}} \longrightarrow C_{\mathrm{S}}$ lifting $\psi_{\mathfrak{p}}$. From this we see that ( ${ }^{*}$ ), as a system of equations in $N_{\mathrm{S}}$, has a solution in $N_{S}$. If we view $N$ as a $C / N$-module then $N_{S}=N_{S}$. Thus the theorem reduces to the following lemma.
Lemma 1. Let $A$ and $B$ be rings, $\psi: A \longrightarrow B$ a ring homomorphism, and $N$ a $B$-module; suppose that $b_{i j} \in B$ and $\beta_{i} \in N$. If the system of linear equations

$$
\sum_{j=1}^{n} b_{i j} Y_{j}=\beta_{i} \quad(\text { for } i=1, \ldots, s)
$$

has a solution in $N_{\psi(A-p)}$ for every $\mathfrak{p} \in \mathrm{m}-\operatorname{Spec} A$, then it has a solution in $N$. Proof. The assumption that there is a solution in $N_{\psi(A-p)}$ means that there exist $\eta_{j p} \in N$ for $1 \leqslant j \leqslant n$, and $t_{\mathrm{p}} \in A-\mathfrak{p}$ such that

$$
\sum_{j} b_{i j} \eta_{j p}-\psi\left(t_{\mathrm{p}}\right) \beta_{i}=0 \quad \text { for } \quad 1 \leqslant i \leqslant s
$$

Now since $\sum_{\mathfrak{p}} t_{\mathfrak{p}} A=A$, there is a finite set $\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}\right\} \subset \mathrm{m}$-Spec $A$ and $a_{v} \in A$ such that

$$
\sum_{v=1}^{r} a_{v} t_{p_{v}}=1 .
$$

Hence if we set

$$
\eta_{j}=\sum_{v=1}^{r} \eta_{j p_{v}} \psi\left(a_{v}\right),
$$

we get $\sum_{j} b_{i j} \eta_{j}=\beta_{i}$ for $1 \geqslant i \geqslant s$.
Theorem 30.3. Let $k$ be a field, $S=k\left[X_{1}, \ldots, X_{n}\right]$, and $I, P$ ideals of $S$ such that $I \subset P \in \operatorname{Spec} S$. Set

$$
\begin{aligned}
& S_{P}=R, \quad \operatorname{rad}(R)=P R=M, \quad \text { and } \quad R / I R=A, \quad \operatorname{rad}(A)=\mathrm{m}, \\
& R / M=A / \mathrm{m}=K,
\end{aligned}
$$

and suppose that ht $I R=r$ and $I=\left(f_{1}(X), \ldots, f_{t}(X)\right)$. Then the following conditions are equivalent.
(1) $\operatorname{rank}\left(\partial\left(f_{1}, \ldots, f_{t}\right) / \partial\left(X_{1}, \ldots, X_{n}\right) \bmod P\right)=r$;
(2) $A$ is 0 -smooth over $k$;
(3) $A$ is m-smooth over $k$;
(4) $\Omega_{A / k}$ is a free $A$-module of rank $n-r$;
(5) $A$ is an integral domain, its field of fractions is separable over $k$, and $\Omega_{A / k}$ is a free $A$-module.
Proof. Note that $R$ is a regular local ring. (1) $\Rightarrow(2)$ By assumption, for a suitable choice of $r$ elements $D_{1}, \ldots, D_{r}$ from $\partial / \partial X_{1}, \ldots, \partial / \partial X_{n}$ and of $r$ elements $g_{1}, \ldots, g_{r}$ from $f_{1}, \ldots, f_{t}$, we have det $\left(D_{i} g_{j}\right) \notin M$. We observe that taking $f \in M$ into $\left(D_{1} f \bmod M, \ldots, D_{r} f \bmod M\right) \in K^{r}$ induccs a lincar map $M / M^{2} \longrightarrow K^{r}$, so that the images of $g_{1}, \ldots, g_{r}$ in $M / M^{2}$ are linearly independent. Therefore $\sum_{1}^{r} g_{i} R$ is a height $r$ prime ideal contained in $I R$, and hence $\sum_{1}^{r} g_{i} R=I R$. Given a commutative diagram

with $N^{2}=0$, write $x_{i} \in A$ for the image of $X_{i}$, and choose $u_{i} \in C$ such that $\varphi\left(u_{i}\right)=\psi\left(x_{i}\right) \in C / N$. Then there is a homomorphism $R \longrightarrow C$ defined by $X_{i} \mapsto u_{i}$, and this induces a lifting of $\psi$ to $C$ if and only if $g_{i}(u)=0$ for $1 \leqslant i \leqslant r$. Therefore, as in the proof of the previous theorem, we need only solve the system of equations in unknowns $y_{1}, \ldots, y_{n} \in N$ :
$\left({ }^{*}\right) g_{i}(u)+\sum_{j=1}^{n}\left(\frac{\partial g_{i}}{\partial X_{j}}\right)(u) \cdot y_{j}=0$ for $\quad 1 \leqslant i \leqslant r$.
However, we view $N$ as a $C / N$-module, then via $\psi$ as an $A$-module, so
that we can replace the coefficients $\left(\partial g_{i} / \partial X_{j}\right)(u)$ of this system by $\left(\partial g_{i} / \partial X_{j}\right)(x) \in A$. Now by assumption, one $r \times r$ minor of this $r \times n$ matrix of coefficients is a unit of $A$, so that $\left({ }^{*}\right)$ can always be solved.
$(2) \Rightarrow(3)$ is trivial.
(3) $\Rightarrow$ (1) By $\S 28$, Lemma 1, $A$ is regular, so that $I R$ is generated by $r$ elements forming a subset of a regular system of parameters of $R$, and the image of the natural map $I R \longrightarrow M \longrightarrow M / M^{2}$ is an $r$-dimensional $K$-vector space. Let $k_{0} \subset k$ be the prime subfield; then by Theorem 26.9 $K=R / M$ is 0 -smooth over $k_{0}$, so that by Theorem 25.2, the sequence

$$
0 \rightarrow M / M^{2} \longrightarrow \Omega_{R} \otimes K \longrightarrow \Omega_{K} \rightarrow 0
$$

is exact. We can write $\Omega_{s}=\left(\Omega_{k} \otimes S\right) \oplus F$, where $F$ is the free $S$-module with basis $\mathrm{d} X_{1}, \ldots, \mathrm{~d} X_{n}$ (for example, by Theorem 25.1), and localising we get

$$
\Omega_{R}=\left(\Omega_{k} \otimes_{k} R\right) \oplus(F \otimes R) ;
$$

hence $\Omega_{R} \otimes K=\left(\Omega_{k} \otimes_{k} K\right) \oplus(F \otimes K)$. However, from

$$
I R / I^{2} R \longrightarrow \Omega_{R} \otimes A \longrightarrow \Omega_{A} \rightarrow 0
$$

we get the exact sequence $\left(I / I^{2}\right) \otimes_{S} K \longrightarrow \Omega_{R} \otimes_{R} K \longrightarrow \Omega_{A} \otimes_{A} K \rightarrow 0$, and if $A$ is m -smooth over $k$ then by the corollary to Theorem 28.6 , $\Omega_{k} \otimes K \longrightarrow \Omega_{A} \otimes K$ is injective, so that $V=\operatorname{Im}\left\{\left(I / I^{2}\right) \otimes K \longrightarrow \Omega_{R} \otimes K\right\}$ maps isomorphically to its projection $W \subset F \otimes K$ in the second factor of the decomposition $\Omega_{R} \otimes K=\left(\Omega_{k} \otimes K\right) \oplus(F \otimes K)$. Now factor $I / I^{2} \otimes K$ $\longrightarrow \Omega_{R} \otimes K$ as the composite $I / I^{2} \otimes K \longrightarrow M / M^{2} \longrightarrow \Omega_{R} \otimes K$; as we have seen above, the first arrow has rank $r$, and the second is injective, so that rank $V=r$. Now $F \otimes K=K \mathrm{~d} X_{1}+\cdots+K \mathrm{~d} X_{n}$, and if we write $\left(\partial f_{i} / \partial X_{j}\right) \bmod P=\alpha_{i j}$ then $W$ is spanned by $\sum_{1}^{n} \alpha_{i j} \mathrm{~d} X_{j}$ for $1 \leqslant i \leqslant t$. Therefore $\operatorname{rank}\left(\alpha_{i j}\right)=r$, and this proves (1).
(2) $\Rightarrow$ (5) By Theorem 25.2,

$$
0 \rightarrow I R / I^{2} R \longrightarrow \Omega_{R / k} \otimes A \longrightarrow \Omega_{A / k} \rightarrow 0
$$

is a split exact sequence, and since $\Omega_{R / k} \otimes A$ is a free $A$-module with basis $\mathrm{d} X_{1}, \ldots, \mathrm{~d} X_{n}$, the $A$-module $\Omega_{A / k}$ is projective; but $A$ is a local ring, so that $\Omega_{A / k}$ is free. Also $A$ is a regular local ring, therefore an integral domain, and if $L$ is its field of fractions then $L$ is 0 -smooth over $A$, hence also 0 -smooth over $k$, so that $L$ is separable over $k$.
$(5) \Rightarrow(4)$ By Theorem 26.2 , the field of fractions $L$ of $A$ is separably generated over $k$, so that a separating transcendence basis of $L$ over $k$ is a differential basis, and rank $\Omega_{L / k}=\operatorname{tr} \cdot \operatorname{deg}_{k} L=n-r$; but $\Omega_{L / k}=\Omega_{A / k} \otimes_{A} L$, and hence $\operatorname{rank}_{A} \Omega_{A / k}=\operatorname{rank}_{L} \Omega_{L / k}=n-r$.
(4) $\Rightarrow$ (1) In the exact sequence

$$
I R / I^{2} R \longrightarrow \Omega_{R / k} \otimes A \longrightarrow \Omega_{A / k} \rightarrow 0
$$

set $E=\operatorname{Im}\left\{I R / I^{2} R \longrightarrow \Omega_{R / k} \otimes A\right\}$. Then $\Omega_{R / k} \otimes A \simeq E \oplus A^{n-r}$, so that $E \simeq A^{r}$, and therefore $E \otimes K \simeq K^{r}$. This gives (1).

Remark 1. In the above proof, the equivalence of (1), (2), (4) and (5) was comparatively easy. The proof of $(3) \Rightarrow(1)$ used the corollary to Theorem 28.6, and so is not very elementary.

Remark 2. If $k$ is a perfect field, or more generally if the residue field $K$ is separable over $k$, then m -smoothness is equivalent to $A$ being a regular local ring, so that Theorem 3 gives a criterion for regularity. In the case of an imperfect field $k$, if $A$ is 0 -smooth over $k$ then so is the field of fractions $L$ of $A$, but the residue field $K$ is not necessarily separable over $k$; for example, $A=k[X]_{\left(X^{p}-a\right)}$ with $a \in k-k^{p}$. For the case of an imperfect field $k$, we give a regularity criterion for $A$ in Theorem 5.

Quite generally, let $A$ be a ring and $P$ a prime ideal of $A$, and let $D_{1}, \ldots, D_{s} \in \operatorname{Der}(A)$ and $f_{1}, \ldots f_{t} \in A$; then we write $J\left(f_{1}, \ldots, f_{t} ; D_{1}, \ldots, D_{s}\right)(P)$ $=\left(D_{i} f_{j} \bmod P\right)$. This is an $s \times t$ matrix with entries in the integral domain $A / P$.

Theorem 30.4. Let $R$ be a regular ring, $P \in \operatorname{Spec} R$, and let $I \subset P$ be an ideal of $R$; suppose that ht $I R_{P}=r$.
(i) for any $D_{1}, \ldots, D_{s} \in \operatorname{Der}(R)$ and $f_{1}, \ldots f_{t} \in I$ we have

$$
\operatorname{rank} J\left(f_{1}, \ldots, f_{t} ; D_{1}, \ldots, D_{s}\right)(P) \leqslant r
$$

(ii) if $D_{1}, \ldots, D_{r} \in \operatorname{Der}(R)$ and $f_{1}, \ldots f_{r} \in I$ are such that $\operatorname{det}\left(D_{i} f_{j}\right) \notin P$ then $I R_{P}=\left(f_{1}, \ldots, f_{r}\right) R_{P}$ and $R_{P} / I R_{P}$ is regular.
Proof. (i) If $Q$ is a prime ideal of $R$ with $I \subset Q \subset P$ and ht $Q=r$ then

$$
\operatorname{rank} J\left(f_{1}, \ldots ; D_{1}, \ldots\right)(P) \leqslant \operatorname{rank} J\left(f_{1}, \ldots ; D_{1}, \ldots\right)(Q),
$$

and if we set $Q R_{Q}=\mathrm{m}$ then $R_{Q}$ is an $r$-dimensional regular local ring, so that $\mathfrak{m}$ is generated by $r$ elements, $\mathfrak{m}=\left(g_{1}, \ldots, g_{r}\right)$. Working in $R_{Q}$, we can write
so that

$$
f_{j}=\sum_{1}^{r} g_{v} \alpha_{v j} \quad \text { with } \quad \alpha_{v j} \in R_{Q}
$$

$$
D_{i} f_{j} \equiv \sum_{v=1}^{r}\left(D_{i} g_{v}\right) \cdot \alpha_{v j} \quad \bmod Q
$$

and therefore

$$
\begin{aligned}
& \operatorname{rank} J\left(f_{1}, \ldots, f_{t} ; D_{1}, \ldots, D_{s}\right)(Q) \\
& \quad \leqslant \operatorname{rank} J\left(g_{1}, \ldots, g_{r} ; D_{1}, \ldots, D_{s}\right)(Q) \leqslant r .
\end{aligned}
$$

(ii) Set $M=P R_{p}$; then if $\operatorname{det}\left(D_{i} f_{j}\right) \notin M$ one sees easily that the images in $M / M^{2}$ of $f_{1}, \ldots, f_{r}$ are linearly independent over $R_{P} / M=\kappa(M)$, so that $\sum_{1}^{r} f_{i} R_{P}$ is a prime ideal of height $r$, and therefore coincides with $I R_{P}$. Also, $R_{P} / I R_{P}$ is regular.

Theorem 30.5 (Zariski). Let $k$ be a field of characteristic $p, S=k\left[X_{1}, \ldots, X_{n}\right]$, and $I$ and $P$ ideals of $S$ with $I \subset P \in \operatorname{Spec} S$. Set $S_{P}=R$ and $R / I R=A$, and suppose that ht $I R=r$ and $I=\left(f_{1}, \ldots, f_{t}\right)$. Then the following three conditions are equivalent.
(1) $A$ is a regular local ring.
(2) For any $p$-basis $\left\{u_{\nu}\right\}_{\gamma \in \Gamma}$ of $k$, define $D_{\gamma} \in \operatorname{Der}(S)$ by $D_{\gamma}\left(u_{\gamma^{\prime}}\right)=\delta_{\gamma \gamma^{\prime}}$ (the Kronecker $\delta$ ) and $D_{\gamma}\left(X_{i}\right)=0$; then there are a finite number of elements $\alpha, \beta, \ldots, \gamma \in \Gamma$ such that

$$
\operatorname{rank} J\left(f_{1}, \ldots, f_{i} ; D_{\alpha}, D_{\beta}, \ldots, D_{\gamma}, \partial / \partial X_{1}, \ldots, \partial / \partial X_{n}\right)(P)=r
$$

(3) There exists a subfield $k^{\prime} \subset k$ with the following properties: $k^{p} \subset k^{\prime}$, $\left[k: k^{\prime}\right]<\infty$, and $\Omega_{A / k^{\prime}}$ is a free $A$-module, with

$$
\operatorname{rank} \Omega_{A / k^{\prime}}=n-r+\operatorname{rank} \Omega_{k / k^{\prime}} .
$$

Proof. (2) $\Rightarrow$ (1) comes from Theorem 4, (ii).
$(1) \Rightarrow(2)$, (3) If $A$ is regular then $I R$ is generated by $r$ elements, and these form an $R$-sequence, so that $I R / I^{2} R$ is a free $A$-module of rank $r$. Set $M=P R, m=M / I R$ and $K=R / M=A / m$; then the image of $I R \longrightarrow M / M^{2}$ is an $r$-dimensional $K$-vector space, so that the natural map $\left(I R / I^{2} R\right) \otimes_{A} K \longrightarrow M / M^{2}$ is injective. From the exact sequence

$$
I R / I^{2} R \longrightarrow \Omega_{\mathrm{R}} \otimes_{\mathrm{R}} A \longrightarrow \Omega_{A} \rightarrow 0
$$

we get the exact sequence

$$
\begin{equation*}
\left(I R / I^{2} R\right) \otimes_{A} K \longrightarrow \Omega_{R} \otimes_{R} K \longrightarrow \Omega_{A} \otimes_{A} K \rightarrow 0 . \tag{*}
\end{equation*}
$$

Now by Theorem 25.2,

$$
0 \rightarrow M / M^{2} \longrightarrow \Omega_{R} \otimes_{R} K \longrightarrow \Omega_{K} \rightarrow 0
$$

is an exact sequence. The first arrow in $\left({ }^{*}\right)$ is the composite $\left(I R / I^{2} R\right) \longrightarrow$ $M / M^{2} \longrightarrow \Omega_{R} \otimes K$, and so is injective. Thus
$\left(^{* *}\right) \quad 0 \rightarrow\left(I R / I^{2} R\right) \otimes K \longrightarrow \Omega_{R} \otimes_{R} K \longrightarrow \Omega_{A} \otimes_{A} K \rightarrow 0$
is exact. Let $\left\{\mathrm{d} u_{\gamma} \mid \gamma \in \Gamma\right\}$ be a basis of $\Omega_{k}$ over $k$; then $\Omega_{\mathrm{s}}$ is the free $S$-module with basis $\left\{\mathrm{d} u_{\gamma} \mid \gamma \in \Gamma\right\} \cup\left\{\mathrm{d} X_{1}, \ldots, \mathrm{~d} X_{n}\right\}$, and $\Omega_{R}=\Omega_{S} \otimes_{S} R$, $\Omega_{R} \otimes_{R} K=\Omega_{S} \otimes_{S} K$. Now reorder $f_{1}, \ldots, f_{t}$ so that $f_{1}, \ldots, f_{r}$ are generators of $I R$; then $\mathrm{d} f_{1}, \ldots, \mathrm{~d} f_{r} \in \Omega_{R} \otimes_{\mathrm{R}} K$ can be expressed using $\mathrm{d} X_{1}, \ldots, \mathrm{~d} X_{n}$ together with finitely many elements $\mathrm{d} u_{\alpha}, \ldots, \mathrm{d} u_{r}$, and this gives (2). Now if we let $k^{\prime}$ be the field obtained by adjoining to $k^{p}$ all the elements $u_{\sigma}$ for $\sigma \in \Gamma$ other than the $\mathrm{d} u_{x}, \ldots, \mathrm{~d} u_{y}$ just used, then from $\left(^{* *}\right)$ we see that

$$
0 \rightarrow\left(I R / I^{2} R\right) \otimes K \longrightarrow \Omega_{R / k^{\prime}} \otimes K \longrightarrow \Omega_{A / k^{\prime}} \otimes K \rightarrow 0
$$

is also exact. In the exact sequence

$$
I R / I^{2} R \longrightarrow \Omega_{R / k^{\prime}} \otimes A \longrightarrow \Omega_{A / k^{\prime}} \rightarrow 0
$$

the middle term is the free $A$-module with basis $\mathrm{d} u_{\alpha}, \ldots, \mathrm{d} u_{p}, \mathrm{~d} X_{1}, \ldots, \mathrm{~d} X_{n}$;
now the generators $f_{1}, \ldots, f_{r}$ of $I R$ map to $\mathrm{d} f_{1}, \ldots, \mathrm{~d} f_{r} \in \Omega_{R / k^{*}} \otimes A$, and since these are linearly independent over $K$, they base a direct summand of $\Omega_{R / k^{\prime}} \otimes A$. Thus $\Omega_{A / k^{\prime}}$ is also a free $A$-module, and rank $\Omega_{A / \mathcal{K}^{\prime}}+r=$ rank $\Omega_{R / k^{\prime}}=\operatorname{rank} \Omega_{k / k^{\prime}}+n$.
(3) $\Rightarrow$ (1) In the exact sequence ( $\dagger$ ) the two terms $\Omega_{R / k^{\prime}} \otimes A$ and $\Omega_{A / k^{\prime}}$ are both free modules, and the difference between their ranks is $r$, so that $I R / I^{2} R$ maps onto a direct summand of $\Omega_{R / k^{\prime}} \otimes A$, which is a free module of rank $r$. Thus we can choose $f_{1}, \ldots, f_{r} \in I R$ such that $\mathrm{d} f_{1} \otimes 1, \ldots, \mathrm{~d} f_{r} \otimes 1$ base this direct summand, and then by NAK we see that $R \mathrm{~d} f_{1}+\cdots+$ $R \mathrm{~d} f_{r}$ is a direct summand of $\Omega_{R / k^{\prime}}$. Hence there exist $D_{1}, \ldots, D_{r} \in \operatorname{Der}_{k^{\prime}}(R)$ such that $\operatorname{det}\left(D_{i} f_{j}\right) \notin M$. Thercfore, by Theorem 4, $A$ is regular.

Corollary. Let $k$ be a field and $S=k\left[X_{1}, \ldots, X_{n}\right]$; let $I$ be an ideal of $S$, and set $B=S / I$. Define $U=\left\{p \in \operatorname{Spec} B \mid B_{\mathrm{p}}\right.$ is 0 -smooth over $\left.k\right\}$ and $\operatorname{Reg}(B)=\left\{p \in \operatorname{Spec} B \mid B_{\mathrm{p}}\right.$ is regular $\}$. Then both $U$ and $\operatorname{Reg}(B)$ are open subsets of $\operatorname{Spec} B$.
Proof. Set $V=\operatorname{Spec} B$, and let $V_{1}, \ldots, V_{h}$ be the irreducible components of $V$. To say that $\mathfrak{p} \in V_{i} \cap V_{j}$ for $i \neq j$ means just that $B_{p}$ has at least two minimal prime ideals, and such points cannot belong to $\operatorname{Reg}(B)$, (nor $a$ fortiori to $U$ ). Thus first of all we can throw out the closed subset $W=\bigcup_{i \neq j}\left(V_{i} \cap V_{j}\right)$, and therefore we need only prove that $V_{i} \cap U$ and $V_{i} \cap \operatorname{Reg}(B)$ are open in $V_{i}$ for each $i$; we fix $i$, and set $\operatorname{dim} V_{i}=n-r$. Then by Theorems 3 and 4 , if we let $\Delta_{1}, \ldots, \Delta_{\lambda}$ denote the images in $B$ of the $r \times r$ minors of the Jacobian matrix $\left(\partial f_{i} / \partial X_{j}\right)$, where $I=\left(f_{1}, \ldots, f_{t}\right)$, then $V_{i}-U$ is the intersection of $V_{i}$ with the closed subset of $V$ defined by the ideal $\left(\Delta_{1}, \ldots, \Delta_{2}\right) B$ of $B$, and is thus closed in $V_{i}$. Using Theorem 5, we can argue similarly for $\operatorname{Reg}(B)$; the only difference is that, instead of one Jacobian matrix, we have to consider the closed subsets of $V$ defined by the ideal of $B$ generated by all the $r \times r$ minors of the infinitely many Jacobian matrices $J\left(f_{1}, \ldots, f_{t} ; D_{\alpha}, D_{\beta}, \ldots, D_{\gamma}, \partial / \partial X_{1}, \ldots, \partial / \partial X_{n}\right)$, where $\left\{D_{\alpha}, \ldots, D_{\gamma}\right\}$ runs through all finite subsets of the set of derivations $\left\{D_{\gamma}\right\}_{\gamma \in \Gamma}$ appearing in Theorem 5, (2).

Theorems 3 and 5 contain the result known as the Jacobian criterion for regularity in polynomial rings. There is some purpose in trying to extend this to more general rings. In cases when the module of differentials is not finitely generated, then the above method cannot be used as it stands, so we approach the problem using modulcs of derivations.

Quite generally, let $A$ be an integral domain with field of fractions $L$; then for an $A$-module $M$, we write $\operatorname{rank}_{A} M$ for the dimension over $L$ of the vector space $M \otimes_{A} L$.

Theorem 30.6 (M. Nomura). Let ( $R, \mathfrak{m}$ ) be an equicharacteristic $n$-dimensional regular local ring, and $R^{*}$ the completion of $R$; suppose that $k$ is a
quasi-coefficient field of $R$ and $K$ a coefficient field of $R^{*}$ containing $k$. Let $x_{1}, \ldots, x_{n}$ be a regular system of parameters of $R$.
(i) $R^{*}=K \llbracket x_{1}, \ldots, x_{n} \rrbracket$, and if we write $\partial / \partial x_{i}$ for the partial derivatives in this representation, then $\operatorname{Der}_{k}\left(R^{*}\right)=\operatorname{Der}_{K}\left(R^{*}\right)$ is the free $R^{*}$-module with basis $\partial / \partial x_{i}$ for $1 \leqslant i \leqslant n$.
(ii) The following conditions are equivalent:
(1) $\partial / \partial x_{i}$ maps $R$ into $R$ for $1 \leqslant i \leqslant n$, so that they can be considered as elements of $\operatorname{Der}_{k}(R)$;
(2) there exist $D_{1}, \ldots, D_{n} \in \operatorname{Der}_{k}(R)$ and $a_{1}, \ldots, a_{n} \in R$ such that $D_{i} a_{j}=\delta_{i j}$;
(3) there exist $D_{1}, \ldots, D_{n} \in \operatorname{Der}_{k}(R)$ and $a_{1}, \ldots, a_{n} \in R$ such that $\operatorname{det}\left(D_{i} a_{j}\right) \notin \mathfrak{m}$;
(4) $\operatorname{Der}_{k}(R)$ is a free $R$-module of rank $n$;
(5) rank $\operatorname{Der}_{k}(R)=n$.

Proof. (i) Since $K$ is 0 -etale over $k$, any derivation of $R^{*}$ which vanishes on $k$ also vanishes on $K$. If $D \in \operatorname{Der}_{K}\left(R^{*}\right)$, set $D x_{i}=y_{i}$; then for any $f(x) \in R^{*}=K \llbracket x_{1}, \ldots, x_{n} \rrbracket$ we have $D(f)=\sum_{i=1}^{n}\left(\partial f / \partial x_{i}\right) \cdot y_{i}$, and hence $D=\sum y_{i} \partial / \partial x_{i}$. Conversely, for any given $y_{i}$ we can construct a derivation by this formula, so that $\operatorname{Der}_{K}\left(R^{*}\right)$ is the free $R^{*}$-module with basis $\partial / \partial x_{1}, \ldots, \partial / \partial x_{n}$.
(ii) $(1) \Rightarrow(2) \Rightarrow(3)$ and $(4) \Rightarrow(5)$ are trivial. If (3) holds then $D_{1}, \ldots, D_{n}$ are linearly independent over $R$ and over $R^{*}$, so that by (i), any $D \in \operatorname{Der}_{k}(R)$ can be written as a combination $D=\sum c_{i} D_{i}$ of the $D_{i}$ with coefficients in the field of fractions of $R^{*}$, but since $D a_{j}=\sum c_{i} D_{i}\left(a_{j}\right)$ for $j=1, \ldots, n$, we have $c_{i} \in R$; therefore $D_{1}, \ldots, D_{n}$ form a basis of $\operatorname{Der}_{k}(R)$, which proves (4).
(5) $\Rightarrow$ (1) If $D_{1}, \ldots, D_{n}$ are linearly independent over $R$ then there exist $a_{1}, \ldots, a_{n} \in R$ such that $\operatorname{det}\left(D_{i} a_{j}\right) \neq 0$. Therefore $D_{1}, \ldots, D_{n}$ are also linearly independent over $R^{*}$. Thus writing $L^{\prime}$ for the field of fractions of $R^{*}$ we can write $\partial / \partial x_{i}=\sum c_{i j} D_{j}$, with $c_{i j} \in L^{\prime}$. From this we get $\delta_{i h}=\sum c_{i j} D_{j} x_{h}$, so that the matrix $\left(c_{i j}\right)$ is the inverse of $\left(D_{j} x_{h}\right)$, and $c_{i j} \in L$, where $L$ is the field of fractions of $R$; therefore $\left(\partial / \partial x_{i}\right)(R) \subset L \cap R^{*}=R$.

Lemma 2. Let $R$ be a regular ring and $P \in \operatorname{Spec} R$ with ht $P=r$, then the following two conditions are equivalent:
(1) there exist $D_{1}, \ldots, D_{r} \in \operatorname{Der}(R)$ and $f_{1}, \ldots, f_{r} \in P$ such that $\operatorname{det}\left(D_{i} f_{j}\right) \notin P$;
(2) for all $Q \in \operatorname{Spec} R$ with ht $Q=s \leqslant r$ such that $Q \subset P$ and $R_{P} / Q R_{P}$ is regular, there exist $D_{1}, \ldots, D_{s} \in \operatorname{Der}(R)$ and $g_{1}, \ldots, g_{s} \in Q$ such that $\operatorname{det}\left(D_{i} g_{j}\right) \notin P$.
Proof. (2) contains (1) as the special case $P=Q$; conversely, suppose that (1) holds. By Theorem 4 we see that $f_{1}, \ldots, f_{r}$ is a regular system of
parameters of $R_{P}$. If $R_{P} / Q R_{P}$ is regular then we can take $g_{1}, \ldots, g_{s} \in Q$ forming a minimal basis of $Q R_{P}$, and then take $g_{s+1}, \ldots, g_{r} \in P$ such that $g_{1}, \ldots, g_{r}$ is a regular system of parameters of $R_{P}$. Then from $\operatorname{det}\left(D_{i} f_{j}\right) \notin P$ we deduce that $\operatorname{det}\left(D_{i} g_{j}\right) \notin P$, or in other words $\operatorname{rank} J\left(g_{1}, \ldots, g_{r}\right.$; $\left.D_{1}, \ldots, D_{r}\right)(P)=r$. Therefore

$$
\operatorname{rank} J\left(g_{1}, \ldots, g_{s} ; D_{1}, \ldots, D_{r}\right)(P)=s
$$

If the above condition (1) holds, we say that the weak Jacobian condition (WJ) holds at $P$. If (WJ) holds at every $P \in \operatorname{Spec} R$ then we say that (WJ) holds in $R$. If this holds, then for any $P, Q \in \operatorname{Spec} R$ with $Q \subset P$, setting ht $Q=s$ we have

$$
R_{P} / Q R_{P} \text { is regular } \Leftrightarrow\left\{\begin{array}{l}
\text { there exist } D_{1}, \ldots, D_{s} \in \operatorname{Der}(R) \text { and } \\
f_{1}, \ldots, f_{s} \in Q \text { such that } \operatorname{det}\left(D_{i} f_{j}\right) \notin P,
\end{array}\right.
$$

(the implication $(\Leftrightarrow)$ is given by Theorem 4). This statement is the Jacobian criterion for regularity. We can use $\operatorname{Der}_{k}(R)$ in place of $\operatorname{Der}(R)$, and we then write ( WJ$)_{k}$.

Theorem 30.7. Let $(A, \mathfrak{m})$ be an $n$-dimensional Noetherian local integral domain containing $\mathbb{Q}$, and let $k \subset A$ be a subfield such that $\operatorname{tr} \cdot \operatorname{deg}_{k}(A / \mathfrak{m})=$ $r<\infty$. Then $\operatorname{Der}_{k}(A)$ is isomorphic to a submodule of $A^{n+r}$, and is therefore a finite $A$-module, with

$$
\operatorname{rank} \operatorname{Der}_{k}(A) \leqslant \operatorname{dim} A+\operatorname{tr} \cdot \operatorname{deg}_{k}(A / \mathrm{mt}) .
$$

Proof. We write $A^{*}$ for the completion of $A$; choose a quasi-coefficient field $k^{\prime}$ of $A$ containing $k$, and let $K$ be a coefficient field of $A^{*}$ containing $k^{\prime}$. Let $u_{1}, \ldots, u_{r}$ be a transcendence basis of $k^{\prime}$ over $k$, and $x_{1}, \ldots, x_{n}$ a system of parameters of $A$. We define $\varphi: \operatorname{Der}_{k}(A) \longrightarrow A^{n+r}$ by $\varphi(D)=$ ( $D u_{1}, \ldots, D u_{r}, D x_{1}, \ldots, D x_{n}$ ); then $\varphi$ is $A$-linear, so that we need only prove that it is injective. Suppose then that $D u_{i}=D x_{j}=0$ for all $i$ and $j$; then $D$ has a continuous extension to $A^{*}$, and this vanishes on $B=K \llbracket x_{1}, \ldots, x_{n} \rrbracket$. Now we do not know whether $A^{*}$ is an integral domain, but it is finite as a $B$-module, so that any $a \in A$ is integral over $B$, and if $f(X) \in B[X]$ has $a$ as a root, and has minimal degree, then $f(a)=0$, $f^{\prime}(a) \neq 0$. Then $0=D(f(a))=f^{\prime}(a) \cdot D a$, and $D a \in A$, so that, since a non-zero element of $A$ cannot be a zero-divisor in $A^{*}$, we must have $D a=0$. Hence $D=0$.

Remark. If $k$ is an imperfect field then there are counter-examples even if $k=A / \mathrm{m}$ : suppose char $k=p$ and $a \in k-k^{p}$, and set $A=k[X, Y]_{(X, Y)} /$ $\left(X^{p}+a Y^{p}\right)$; then $\operatorname{dim} A=1$ but rank $\operatorname{Der}_{k}(A)=2$.

Theorem 30.8. Let $(R, \mathfrak{m})$ be a regular local ring containing $\mathbb{Q}$, and $k$ a
quasi-coefficient field of $R$. Then the following three conditions are equivalent:
(1) $(\mathrm{WJ})_{k}$ holds at m;
(2) rank $\operatorname{Der}_{k}(R)=\operatorname{dim} R$;
(3) $(\mathrm{WJ})_{k}$ holds at every $P \in \operatorname{Spec} R$.

Furthermore, if these conditions hold, then for any $P \in \operatorname{Spec} R$, every element of $\operatorname{Der}_{k}(R / P)$ is induced by an element of $\operatorname{Der}_{k}(R)$ and

$$
\operatorname{rank} \operatorname{Der}_{k}(R / P)=\operatorname{dim} R / P
$$

Proof. (1) $\Leftrightarrow$ (2) is known from Theorem 6, and (1) is contained in (3).
$(1) \Rightarrow(3)$ Write $R^{*}$ for the completion of $R$, and let $K$ be the coefficient field of $R^{*}$ containing $k$; then by Theorem 6, if $x_{1}, \ldots, x_{n}$ is a regular system of parameters of $R$ then the derivations $\partial / \partial x_{i}$ of $R^{*}=K \llbracket x_{1}, \ldots, x_{n} \rrbracket$ belong to $\operatorname{Der}_{k}(R)$ for $1 \leqslant i \leqslant n$, and form a basis of it. Now let $P \in \operatorname{Spec} R$, and write $\varphi: R \longrightarrow R / P$ for the natural homomorphism; to say that $D^{\prime} \in \operatorname{Der}_{k}(R / P)$ is induced by $D \in \operatorname{Der}_{k}(R)$ means that there is a commutative diagram


Suppose then that $D^{\prime}$ is given; then $D^{\prime} \circ \varphi \in \operatorname{Der}_{k}(R, R / P)$, and this has a unique extension to an element of $\operatorname{Der}_{k}\left(R^{*}, R^{*} / P R^{*}\right)$, so that it is uniquely determined by its values on $x_{1}, \ldots, x_{n}$. Therefore if we choose $b_{1}, \ldots, b_{n} \in R$ such that $D^{\prime}\left(\varphi\left(x_{i}\right)\right)=\varphi\left(b_{i}\right)$, and set $D=\sum b_{i} \partial / \partial x_{i}$, then $D^{\prime}$ is induced by $D$.

Now $\operatorname{Der}_{k}(R, R / P)$ is a free $R / P$-module with basis $\varphi \circ \partial / \partial x_{i}$ for $1 \leqslant i \leqslant n$, and $\operatorname{Der}_{k}(R / P)$ can be identified with the submodule

$$
N=\left\{\delta \in \operatorname{Der}_{k}(R, R / P) \mid \delta(f)=0 \text { for all } f \in P\right\} .
$$

Therefore, if $P=\left(f_{1}, \ldots, f_{t}\right)$ and ht $P=r$ then

$$
\operatorname{rank} \operatorname{Der}_{k}(R / P)=n-\operatorname{rank} J\left(f_{1}, \ldots, f_{t} ; \partial / \partial x_{1}, \ldots, \partial / \partial x_{n}\right)(P) ;
$$

according to Theorem 4 , the right-hand side is $\geqslant n-r$, and by Theorem 7 the left-hand side is $\leqslant \operatorname{dim} R / P=n-r$, so we see that

$$
\begin{aligned}
& \operatorname{rank} J\left(f_{1}, \ldots, f_{t} ; \partial / \partial x_{1}, \ldots, \partial / \partial x_{n}\right)(P)=r, \\
& \operatorname{rank} \operatorname{Der}_{k}(R / P)=\operatorname{dim} R / P .
\end{aligned}
$$

This theorem has many applications. For example, in the ring $R$ of convergent power series in $n$ variables over $k=\mathbb{R}$ or $\mathbb{C}(R$ is denoted by $k 《 X_{1}, \ldots, X_{n} 》$ in $[\mathrm{N} 1]$, and elsewhere by $\left.k\left\{X_{1}, \ldots, X_{n}\right\}\right)$ we have $\partial X_{i} / \partial X_{j}=\delta_{i j}$, so that the Jacobian criterion for regularity holds in $R$. In characteristic 0 , the assumptions of the theorem are satisfied by the formal power series ring over any ficld, or more generally by the formal power
series ring $R \llbracket Y_{1}, \ldots, Y_{m} \rrbracket$ over a regular local ring $R$ which satisfies the assumptions of the theorem. Even if $R$ is not local, but is a regular ring containing a field $k$ of characteristic 0 , and such that the residue field at every maximal ideal is algebraic over $k$, then if $\left(\mathrm{WJ}_{k}\right.$ holds at every maximal ideal of $R$, it in fact holds at every prime ideal of $R$, so that the Jacobian criterion for regularity holds for example in rings such as $k\left[X_{1}, \ldots, X_{n}\right]\left[Y_{1}, \ldots, Y_{m}\right]$. A further extension of this theorem can be found in Matsumura [2].

Now we are going to prove the results analogous to Theorem 5 for formal power series rings over a field of characteristic $p$. This is a difficult theorem obtained by Nagata [6]. First of all we have to do some preparatory work.

Let $k$ be a field and $k^{\prime} \subset k$ a subfield; we say that $k^{\prime}$ is cofinite in $k$ if $\left[k: k^{\prime}\right]<\infty$. We say that a family $\mathscr{F}=\left\{k_{\alpha}\right\}_{\alpha \in I}$ of subfields of $k$ is a directed family if for any $\alpha, \beta \in I$ there exists $\gamma \in I$ such that $k_{\gamma} \subset k_{\alpha} \cap k_{\beta}$.

Let $K$ be a field of characteristic $p$, and $k \subset K$ a subfield. Then there exists a directed family $\mathscr{F}=\left\{k_{\alpha}\right\}_{\alpha \in I}$ of intermediate fields $k \subset k_{\alpha} \subset K$ cofinite in $K$ such that $\bigcap k_{\alpha}=k\left(K^{p}\right)$. To construct this, we let $B$ be a fixed $p$-basis of $K$ over $k$, and let $I$ be the set of all finite subsets of $B$; then we only need take $k_{\alpha}=k\left(K^{p}, B-\alpha\right)$ for $\alpha \in I$.

Lemma 3. Let $K$ be a field, $\left\{k_{\alpha}\right\}_{\alpha \in I}$ a directed family of subfields of $K$, and set $k=\bigcap k_{\alpha}$. Then if $V$ is a vector space over $K$, and $v_{1}, \ldots, v_{n} \in V$ are linearly independent over $k$, there exists $\alpha \in I$ such that $v_{1}, \ldots, v_{n}$ are also linearly independent over $k_{x}$.
Proof. For each $\alpha \in I$, write $q(\alpha)$ for the number of linearly independent elements over $k_{\alpha}$ among $v_{1}, \ldots, v_{n}$; let $\alpha$ be such that $q(\alpha)$ is maximal, and set $q=q(x)$. Now if $q<n$, and we assume that $v_{1}, \ldots, v_{q}$ are linearly independent over $k_{\alpha}$, we have $v_{n}=\sum_{1}^{q} c_{i} v_{i}$ with $c_{i} \in k_{\alpha}$. Since the $v_{i}$ are linearly independent over $k$, at least one of the $c_{i}$ does not belong to $k$, so that we can assume $c_{1} \not \ddagger k$. Hence there exists $\beta \in I$ such that $c_{1} \notin k_{\beta}$, and also $\gamma \in I$ such that $k_{\gamma} \subset k_{\alpha} \cap k_{\beta}$, so that $v_{1}, \ldots, v_{q}$ and $v_{n}$ are linearly independent over $k_{\gamma}$; this contradicts the maximality of $q$, so that $q=n$.

Lemma 4. Let $k \subset K$ be fields of characteristic $p$, and let $\mathscr{F}=\left\{k_{\alpha}\right\}_{\alpha \in I}$ be a directed family of intermediate fields $k \subset k_{\alpha} \subset K$; then the following conditions are equivalent:
(1) $\bigcap_{\alpha} k_{\alpha}\left(K^{P}\right)=k\left(K^{P}\right)$;
(2) the natural map $\Omega_{K / k} \longrightarrow \lim \Omega_{K / k_{s}}$ is injective;
(3) if a finite subset $\left\{u_{1}, \ldots, u_{n}\right\} \subset K$ is $p$-independent over $k$, then it is also $p$-independent over $k_{\alpha}$ for some $\alpha$;
(4) there exists a $p$-basis $B$ of $K$ over $k$ such that every finite subset of $B$ is $p$-independent over $k_{\alpha}$ for some $\alpha$.

Proof. (1) $\Rightarrow$ (3) If $\left\{u_{1}, \ldots, u_{n}\right\}$ is $p$-independent over $k$ then the $p^{n}$ monomials $u_{1}^{\nu_{1} \cdots u_{n}^{\nu_{n}}}$ for $0 \leqslant v_{i}<p$ are linearly independent over $k\left(K^{p}\right)$, so that by the previous lemma they are also linearly independent over $k_{\alpha}\left(K^{p}\right)$ for some $\alpha$.
$(3) \Rightarrow(4)$ is trivial; any $p$-basis will do.
(4) $\Rightarrow$ (2) If $0 \neq \omega \in \Omega_{K / k}$ and $B$ is a $p$-basis then there is a unique expression $\omega=\sum c_{i} \mathrm{~d}_{\kappa / k} b_{i}$, with $\left\{b_{1}, \ldots, b_{n}\right\} \subset B$ a finite set and $c_{i} \in K$. If we take $\alpha$ such that $b_{1}, \ldots, b_{n}$ are $p$-independent over $k_{\alpha}$ then $\mathrm{d}_{K / k_{\alpha}} b_{i}$ for $1 \leqslant i \leqslant n$ are linearly independent as elements of $\Omega_{K / k_{2}}$, so that $\omega$ has non-zero image in $\Omega_{K / k_{r}}$.
(2) $\Rightarrow$ (1) Let $a \in K$ be such that $a \notin k\left(K^{p}\right)$; then $\mathrm{d}_{K / k} a \neq 0$, so that $\mathrm{d}_{K / k_{\alpha}} a \neq 0$ for some $k_{\alpha}$, in other words $a \notin k_{\alpha}\left(K^{p}\right)$.

Lemma 5. Let $k \subset K$ and $\mathscr{F}=\left\{k_{\alpha}\right\}_{\alpha \in I}$ be as in the previous lemma, and assume that $\bigcap_{\alpha} k_{\alpha}\left(K^{p}\right)=k\left(K^{p}\right)$. Then if $L$ is an extension field of $K$ which is either separable over $K$ or finitely generated over $K$, we again have $\bigcap_{\alpha} k_{\alpha}\left(I^{p}\right)=k\left(I^{p}\right)$.
Proof. (i) If $L / K$ is separable, choose a $p$-basis $B$ of $K / k$ and a $p$-basis $C$ of $L / K$; then in view of the exact sequence (Theorem 25.1)

$$
0 \rightarrow \Omega_{K / k} \otimes L \longrightarrow \Omega_{L / k} \longrightarrow \Omega_{L / K} \rightarrow 0
$$

$B \cup C$ is a $p$-basis of $L / k$. If $b_{1}, \ldots, b_{m} \in B$ and $c_{1}, \ldots, c_{n} \in C$ are finitely many distinct elements, then by the previous lemma, $b_{1}, \ldots, b_{m}$ are $p$-independent over some $k_{\alpha}$, and from this (replacing $k$ by $k_{\alpha}$ in the above exact sequence) we see that $b_{1}, \ldots, b_{m}, c_{1}, \ldots, c_{n}$ are $p$-independent over $k_{\alpha}$.
(ii) If $L / K$ is finitely generated, then since any finitely generated extension can be obtained as a succession of elementary extensions of type
(a) $L=K(x)$ with $x$ separable over $K$,
or
(b) $L=K(x)$ with $x^{p}=a \in K$,
we need only consider case ( $b$ ). We further divide this into two subcases: in the first, $\mathrm{d}_{K / k} a=0$, and then from Theorem 25.2 and the fact that $L \simeq K[X] /\left(X^{p}-a\right)$ we get $\Omega_{L / k}=\left(\Omega_{K / k} \otimes L\right) \oplus L \mathrm{~d} x$; from this one sees easily that $\Omega_{L / k} \longrightarrow \lim _{\leftarrow} \Omega_{L / k_{\alpha}}$ is injective. In the second subcase, $\mathrm{d}_{K / k} a \neq 0$ and now we have $\overleftarrow{\Omega_{L / k}} \simeq\left(\left(\Omega_{K / k} \otimes L\right) / L \cdot \mathrm{~d}_{K / k} a\right) \oplus L \mathrm{~d} x$. Hence if we take a $p$-basis of $K / k$ of the form $\{a\} \cup B^{\prime}$ with $a \notin B^{\prime}$, then $\{x\} \cup B^{\prime}$ is a $p$-basis of $L / k$. Now $L / k$ satisfies condition (4) of the previous lemma, since for $b_{1}, \ldots, b_{m} \in B^{\prime}$, if we choose $\alpha$ such that $\left\{a, b_{1}, \ldots, b_{m}\right\} \subset K$ is $p$-independent over $k_{\alpha}$, then $\left\{x, b_{1}, \ldots, b_{m}\right\} \subset L$ is $p$-independent over $k_{x}$.

Lemma 6. Let $K$ be a field of characteristic $p$, and let $\left\{K_{\alpha}\right\}$ be a directed family of cofinite subfields $K_{\alpha} \subset K$ such that $\bigcap_{\alpha} K_{\alpha}=K^{p}$. Then if $L$ is a finite field extension of $K$, there exists $\alpha$ such that

$$
\operatorname{rank}_{I} \Omega_{I / K^{\prime}}=\operatorname{rank}_{K} \Omega_{K / K^{\prime}}
$$

for all subfields $K^{\prime} \subset K_{\alpha}$ with $\left[K: K^{\prime}\right]<\infty$.

Proof. Let $K=K_{0} \subset K_{1} \subset \cdots \subset K_{t}=L$ be a chain of intermediate fields such that $K_{i}=K_{i-1}\left(x_{i}\right)$, with $x_{i}$ either separable algebraic over $K_{i-1}$ or $x_{i}^{p} \in K_{i-1}$. Then by the previous lemma we have $\bigcap_{a} K_{a}\left(K_{i}^{p}\right)=K_{i}^{p}$, so that we need only prove the lemma for $t=1$; hence suppose that $L=K(x)$. If $L$ is separable over $K$ then in view of $\Omega_{L / K^{\prime}}=\Omega_{K / K^{\prime}} \otimes_{K} L$, the assertion is clear (any $\alpha$ will do). Thus suppose that $x^{p}=a \in K$, but $a \notin K^{p}$; then there exists $\alpha$ such that $a \notin K_{\alpha}$. If $K^{\prime} \subset K_{\alpha}$ then computing by means of $L=K[X] /\left(X^{p}-a\right)$ we see that

$$
\Omega_{L / \mathbf{K}^{\prime}}=\left(\Omega_{K / \mathbf{K}^{\prime}} \otimes_{\mathbf{K}} L \oplus L \mathrm{~d} x\right) / L \cdot \mathrm{~d}_{K / K^{\prime}} a,
$$

and if rank $\Omega_{K / K^{\prime}}<\infty$ then rank $\Omega_{L / K^{\prime}}=\operatorname{rank} \Omega_{K / K^{\prime}}$.
Theorem 30.9 (Nagata). Let $k$ be a field of characteristic $p, S=$ $k \llbracket Y_{1}, \ldots, Y_{m} \rrbracket$ and $P \in \operatorname{Spec} S$; suppose that $\mathscr{F}=\left\{k_{\alpha}\right\}_{\alpha \in I}$ is a directed family of cofinite subfields of $k$ such that $\bigcap_{\alpha} k_{\alpha}=k^{p}$. Then there exists $\alpha \in I$ such that for every intermediate field $k^{p} \subset k^{\prime} \subset k_{\alpha}$ with $\left[k: k^{\prime}\right]<\infty$ the following formula holds:

$$
\text { rank } \operatorname{Der}_{k^{\prime}}(S / P)=\operatorname{dim}(S / P)+\operatorname{rank} \operatorname{Der}_{k^{\prime}}(k) .
$$

Proof. Set $A=S / P$, let $L$ be the field of fractions of $A$, and $\operatorname{dim} A=n$. Choose a system of parameters $x_{1}, \ldots, x_{n}$ of $A$, set $B=k \llbracket x_{1}, \ldots, x_{n} \rrbracket$, let $K$ be the field of fractions of $B$ and $\mathfrak{m}_{B}$ its maximal ideal. Then $A$ is a finite $B$-module, and hence $[L: K]<\infty$. If $k^{\prime}$ is an intermediate field $k^{p} \subset k^{\prime} \subset k$ with $\left[k: k^{\prime}\right]=p^{r}<\infty$, and if $u_{1}, \ldots, u_{r}$ is a $p$-basis of $k$ over $k^{\prime}$, then $\left\{u_{1}, \ldots, u_{r}, x_{1}, \ldots, x_{n}\right\}$ is a $p$-basis of $B$ over $C^{\prime}=k^{\prime} \llbracket x_{1}^{p}, \ldots, x_{n}^{p} \rrbracket$, in the sense that $B$ is the free $C^{\prime}$-module with basis the set of $p$-monomials in $u_{1}, \ldots, u_{r}, x_{1}, \ldots, x_{n}$. A derivation from $B$ to $B$ is continuous in the $m_{B}$-adic topology, and any element of $\operatorname{Der}_{k^{\prime}}(B)$ is 0 on $C^{\prime}$. Therefore $\operatorname{Der}_{k^{\prime}}(B)=$ $\operatorname{Der}_{C^{\prime}}(B)=\operatorname{Hom}_{B}\left(\Omega_{B / C^{\prime}}, B\right)$, and $\Omega_{B / C^{\prime}}$ is the free $B$-module of rank $n+r$ with basis $\mathrm{d} u_{1}, \ldots, \mathrm{~d} u_{r}, \mathrm{~d} x_{1}, \ldots, \mathrm{~d} x_{n}$. Therefore $\operatorname{Der}_{k^{\prime}}(B)$ is also a free $B$-module of rank $n+r$, and the theorem holds in case $A=B$.

We write $F^{\prime}$ for the field of fractions of $C^{\prime}$, and for $k_{\alpha} \in \mathscr{F}$ we set $C_{\alpha}=k_{\alpha} \llbracket x_{1}^{p}, \ldots, x_{n}^{p} \rrbracket$ and write $K_{\alpha}$ for the field of fractions of $C_{\alpha}$. As above we have

$$
\operatorname{Der}_{k^{\prime}}(A)=\operatorname{Der}_{C^{\prime}}(A)=\operatorname{Hom}_{A}\left(\Omega_{A / C^{\prime}}, A\right),
$$

and since $A$ is a finite $C^{\prime}$-module, $\Omega_{A / C}$ is a finite $A$-module. Hence

$$
\operatorname{Der}_{k^{\prime}}(A) \otimes L=\operatorname{Hom}_{L}\left(\Omega_{A / C^{\prime}} \otimes L, L\right)=\operatorname{Hom}_{L}\left(\Omega_{L / F^{\prime}}, L\right),
$$

so that $\operatorname{rank}_{A} \operatorname{Der}_{k^{\prime}}(A)=\operatorname{rank}_{L} \Omega_{L / F^{\prime}}$. Moreover,

$$
n+\operatorname{rank} \operatorname{Der}_{k^{\prime}}(k)=\operatorname{rank} \Omega_{B / C^{\prime}}=\operatorname{rank} \Omega_{K / F^{\prime}}
$$

so that the conclusion of the theorem can be rewritten

$$
\operatorname{rank} \Omega_{L / F^{\prime}}=\operatorname{rank} \Omega_{K / \mathcal{F}^{\prime}}
$$

Any element of $K_{\alpha}$ can be written with its denominator in

$$
k^{p}\left[x_{1}^{p}, \ldots, x_{n}^{p}\right]=B^{p}
$$

However, $B$ is faithfully flat over $C_{\alpha}$, so that $K_{\alpha} \cap B=C_{\alpha}$. From this one deduces easily that $\bigcap_{\alpha} K_{\alpha}=K^{p}$. Thus the theorem follows from the previous lemma.

Theorem 30.10 (Nagata's Jacobian criterion). Let $k$ be a field of characteristic $p, S=k \llbracket X_{1}, \ldots, X_{n} \rrbracket$, and let $I, P$ be ideals of $S$ such that $I \subset P \in \operatorname{Spec} S$; set $S_{P}=R, R / I R=A$, and suppose that ht $I R=r$ and $I=\left(f_{1}, \ldots, f_{l}\right)$. Choose a $p$-basis $\left\{u_{\gamma}\right\}_{\gamma \in \Gamma}$ of $k$, and define $D_{\gamma} \in \operatorname{Der}(k)$ by $D_{\gamma}\left(u_{\gamma}\right)=\delta_{\gamma \gamma^{\prime}}$. We make any element $D \in \operatorname{Der}(k)$ act on the coefficients of power series, thus extending $D$ to an element of $\operatorname{Der}(S)$.

Then the following conditions are equivalent:
(1) $A$ is a regular local ring;
(2) there exists a finite number of elements $\alpha, \beta, \ldots, \gamma \in \Gamma$ such that

$$
\operatorname{rank} J\left(f_{1}, \ldots, f_{i} ; D_{\alpha}, \ldots, D_{r}, \partial / \partial X_{1}, \ldots, \partial / \partial X_{n}\right)(P)=r
$$

Proof. (2) $\Rightarrow$ (1) follows from Theorem 4.
$(1) \Rightarrow(2)$ As we see from the proof of Lemma 2, we need only prove (2) in the case $I=P$. We let $\mathscr{F}$ be the family of subfields of $k$ obtained by adjoining all but a finite number of $\left\{u_{y}\right\}_{\gamma \in \Gamma}$ to $k^{p}$; then the conditions of Theorem 9 are satisfied, and there exists $k^{\prime} \in \mathscr{F}$ such that

$$
\operatorname{rank} \operatorname{Der}_{k^{\prime}}(S / P)=n-\mathrm{ht} P+\operatorname{rank} \operatorname{Der}_{k^{\prime}}(k) .
$$

If we set $\left[k: k^{\prime}\right]=p^{s}$ then by construction there exist $\gamma_{1}, \ldots, \gamma_{s} \in \Gamma$ such that $k=k^{\prime}\left(u_{v_{1}}, \ldots, u_{\gamma_{z}}\right)$; now set $C=k^{\prime} \llbracket X_{1}^{p}, \ldots, X_{n}^{p} \rrbracket$, so that $\Omega_{S / C}$ is the free $S$ module with basis $\mathrm{d} u_{\gamma_{1}}, \ldots, \mathrm{~d} u_{\gamma_{s}}, \mathrm{~d} X_{1}, \ldots, \mathrm{~d} X_{n}$, and arguing as in the proof of Theorem 8, we see that the derivations of $S / P$ over $k^{\prime}$ are all induced by derivations of $S$ over $k^{\prime}$, and that if $g_{1}, \ldots, g_{m}$ are generators of $P$, we have

$$
\operatorname{rank} J\left(g_{1}, \ldots, g_{m} ; D_{\gamma_{1}}, \ldots, D_{\gamma_{s}}, \partial / \partial X_{1}, \ldots, \partial / \partial X_{n}\right)(P)=\mathrm{ht} P
$$

Remark. Conditions (1) and (2) in Theorem 10 are of the same form as the corresponding conditions in Theorem 5. Condition (3) of Theorem 5 is not applicable as it stands to the present situation, since $\Omega_{A / k^{\prime}}$ is in general not a finite $A$-module. However, in general for a module $M$ over a local ring ( $R, \mathrm{~m}$ ), if we write (in temporary notation) $\bar{M}=M / \bigcap_{n} \mathrm{~m}^{n} M$ for the associated separated module, then for any $R$-module $N$ which is separated $(N=\bar{N})$ we have $\operatorname{Hom}_{\mathbb{R}}(M, N)=\operatorname{Hom}_{R}(\bar{M}, N)$. Therefore in the situation of the above theorem we have $\operatorname{Der}_{k^{\prime}}(S)=\operatorname{Hom}_{S}\left(\bar{\Omega}_{S / k^{\prime}}, S\right)$ and $\operatorname{Der}_{k^{\prime}}(A)=\operatorname{Hom}_{A}\left(\bar{\Omega}_{A / k^{\prime}}, A\right)$, and moreover $\bar{\Omega}_{S, k^{\prime}}$ is a free $S$-module of rank $n+\operatorname{rank} \Omega_{k / k^{\prime}}$. From this, using the same argument as in the proof of Theorem 5 , we see that replacing $\Omega_{A / k^{\prime}}$ by $\bar{\Omega}_{A / k^{\prime}}$ in (3) of Theorem 5 , this condition is equivalent to (1) and (2) of Theorem 10 . Verifying this is a suitable exercise for the reader.

Corollary. Let $A$ be a complete Noetherian local ring; then $\operatorname{Reg}(A)$ is an open subset of $\operatorname{Spec} A$.
Proof. If $A$ is equicharacteristic, and $k$ is a coefficient field of $A$, then $A$ is of the form $A=S / I$ with $S=k \llbracket X_{1}, \ldots, X_{n} \rrbracket$, so that by Theorems 8 and 10, we see as in the corollary of Theorem 5 that $\operatorname{Reg}(A)$ is open.

If $A$ is of unequal characteristic, then by Theorem 24.4, it is enough to prove, under the assumption that $A$ is an integral domain, that $\operatorname{Reg}(A)$ contains a non-empty open subset of $\operatorname{Spec} A$. Now by Theorem 29.4, $A$ contains a regular local ring $B$, and is a finite module over $B$, so that if we let $L$ and $K$ be the fields of fractions of $A$ and $B$, then $L$ is a finite extension of $K$, and is separable since char $K=0$. Replacing $A$ by $A_{b}$ and $B$ by $B_{b}$ for some suitable $0 \neq b \in B$ we can assume that $A$ is a free $B$-module (although $A$ and $B$ are no longer local rings, $B$ remains regular). Suppose that $\omega_{1}, \ldots, \omega_{\mathrm{r}}$ are a basis of $A$ as a $B$-module, and consider the discriminant

$$
d=\operatorname{det}\left(\operatorname{tr}_{L / K}\left(\omega_{i} \omega_{j}\right)\right) .
$$

Let us prove that if $P \in \operatorname{Spec} A$ is such that $d \notin P$ then $P \in \operatorname{Reg}(A)$. Set $\mathfrak{p}=P \cap B$; then $A_{P}$ is flat over $B_{\mathfrak{p}}$ and $B_{\mathfrak{p}}$ is regular, so that we need only prove that the fibre $A_{p} \otimes_{B} \kappa(\mathfrak{p})$ is regular. Now $A=\sum B \omega_{i}$, so that $A \otimes \kappa(\mathfrak{p})=\sum \kappa(\mathfrak{p}) \bar{\omega}_{i}$, and in $\kappa(\mathfrak{p})$ we have $\operatorname{det}\left(\operatorname{tr}\left(\bar{\omega}_{i} \bar{\omega}_{j}\right)\right)=\bar{d} \neq 0$; hence $A \otimes \kappa(p)$ is reduced, and is therefore a direct product of fields. Therefore $A_{P} \otimes \kappa(p)$ is a field; this proves that $\operatorname{Reg}(A)$ contains a non-empty open subset of $\operatorname{Spec} A$.

## Exercises to §30.

30.1. Let $(A, \mathrm{~m})$ be a complete Noetherian local ring, and $\mathrm{D}=$ $\left(\mathrm{D}_{0}, \mathrm{D}_{1}, \ldots\right) \in \mathrm{HS}(A)$. Suppose that $x \in \mathrm{~m}$ satisfies $\mathrm{D}_{1} x=1$ and $\mathrm{D}_{i} x=0$ for $i>0$, that is $E_{t}(x)=x+t$, and define $\varphi=E_{-x}$ by $\varphi(a)=\sum_{0}^{\infty}(-x)^{n} \mathrm{D}_{n} a$. Then $\varphi$ is an endomorphism of $A$ to $A$, with $\operatorname{Ker} \varphi=x A$; and if we set $C=\operatorname{Im} \varphi$ then $A=C \llbracket x \rrbracket \simeq C \llbracket X \rrbracket$,
30.2. If the conditions of Theorem 5 hold, is it true that $A$ is 0 -smooth over the $k^{\prime}$ appearing in (3)?
30.3. Are conditions (1) and (3) of Theorem 3 still equivalent if $S=$ $k \llbracket X_{1}, \ldots, X_{n} \rrbracket$ ?
30.4. Let $R$ be a regular ring containing a field of characteristic 0 ; if (WJ) holds in $R$ then it also holds in the polynomial ring $R\left[X_{1}, \ldots, X_{n}\right]$.

## 11

## Applications of complete local rings

It has become clear in the previous chapter that the completion of a local ring has a number of good properties. In this chapter we give some applications of this. $\S 31$ centres on the work of Ratliff, giving characterisations of catenary and universally catenary rings; Ratliff is practically the only current practitioner of the Krull and Nagata tradition, obtaining deep results by a fluent command of the methods of classical ideal theory, and there is something about his proofs which is to be savoured. In $\S 32$ we discuss Grothendieck's theory of the formal fibre; this book is already long enough, and we have only covered a part of the theory of $G$-rings, referring to [G2] and [M] for more details. In $\S 33$ we discuss some further important applications, again sending the reader to appropriate references for the details.

## 31 Chains of prime ideals

Theorem 31.1. Let $A$ be a Noetherian ring and $P \in \operatorname{Spec}(A)$. Then there are at most finitely many prime ideals $P^{\prime}$ of $A$ satisfying $P \subset P^{\prime}, \mathrm{ht}\left(P^{\prime} / P\right)=1$ and ht $P^{\prime}>$ ht $P+1$. (Ratliff [3] in the semi-local case, and McAdam [3] in the general case.)
Proof. Let ht $P=n$ and take $a_{1}, \ldots, a_{n} \in P$ such that $h t\left(a_{1}, \ldots, a_{n}\right)=n$. Set $I=\left(a_{1}, \ldots, a_{n}\right)$ and let $P_{1}=P, P_{2}, \ldots, P_{r}$ be the minimal prime divisors of $I$. In general, if $\left\{Q_{\lambda}\right\}_{\lambda}$ is an infinite set of prime ideals such that $Q_{\lambda} \supset P$ and $\mathrm{ht}\left(Q_{\lambda} / P\right)=1$, then $\bigcap_{\lambda} Q_{\lambda}=P$. This is because $\bigcap_{\lambda} Q_{\lambda}$ is equal to its own radical, hence is a finite intersection of prime ideals containing $P$, hence either

$$
\bigcap Q_{\lambda}=P
$$

or

$$
\cap Q_{\lambda}=Q_{\lambda_{1}} \cap \ldots \cap Q_{\lambda_{t}}
$$

but the second case cannot occur since $Q_{\lambda} \not \nRightarrow Q_{\lambda_{1}} \cap \ldots \cap Q_{\lambda_{t}}$ for $\lambda \notin\left\{\lambda_{1}, \ldots, \lambda_{t}\right\}$. Therefore if there were an infinite number of prime ideals $Q_{\lambda}$ such that $Q_{\lambda} \supset P$, ht $\left(Q_{\lambda} / P\right)=1$ and ht $Q_{\lambda} \neq n+1$, then $\bigcap_{\lambda} Q_{\lambda}=P$. Hence there would exist a $Q_{\lambda}$, say $Q_{0}$, which does not contain $P_{2}, \ldots, P_{r}$. Then $P$ would be the
only prime ideal lying between $Q_{0}$ and $I$. Let $b \in Q_{0}-P$. Then $Q_{0}$ would be a minimal prime divisor of $I+b A=\left(a_{1}, \ldots, a_{n}, b\right)$, so that ht $Q_{0} \leqslant n+1$, a contradiction.

Theorem 31.2 (Ratliff's weak existence theorem). Let $A$ be a Noetherian ring, and $\mathfrak{p}, P \in \operatorname{Spec} A$ be such that $\mathfrak{p} \subset P$, ht $p=h$ and $h t(P / p)=d>1$; then there exist infinitely many $\boldsymbol{p}^{\prime} \in \operatorname{Spec} A$ with the properties

$$
\mathfrak{p} \subset \mathfrak{p}^{\prime} \subset P, \quad \text { ht } \mathfrak{p}^{\prime}=h+1 \quad \text { and } \quad \text { ht }\left(P / \mathfrak{p}^{\prime}\right)=d-1 .
$$

Proof. We first observe that if $P \supset p_{1} \supset \mathfrak{p}_{2} \supset \cdots \supset \mathfrak{p}_{d}=\mathfrak{p}$ is a strictly decreasing chain of prime ideals, and if $\mathfrak{p}_{d-2} \supset \mathfrak{p}^{\prime} \supset \mathfrak{p}$ with ht $\mathfrak{p}^{\prime}=h+1$ then $h t\left(P / p^{\prime}\right)=d-1$. Now there exist infinitely many $\mathfrak{p}^{\prime} \in \operatorname{Spec} A$ such that $\mathfrak{p}_{d-2} \supset \mathfrak{p}^{\prime} \supset \mathfrak{p}$ and $\mathrm{ht}\left(\mathfrak{p}^{\prime} / \mathfrak{p}\right)=1$ : for if $\mathfrak{p}_{1}^{\prime}, \ldots, \mathfrak{p}_{m}^{\prime}$ are a finite set of these, let $a \in \mathfrak{p}_{d-2}-\bigcup \mathfrak{p}_{i}^{\prime}$, and let $\mathfrak{p}_{m+1}^{\prime}$ be a minimal prime divisor of $\mathfrak{p}+a A$ contained in $\mathfrak{p}_{d-2}$; then $\operatorname{ht}\left(\mathfrak{p}_{m+1}^{\prime} / \mathfrak{p}\right)=1$. By the previous theorem, all but finitely many of these satisfy ht $\mathfrak{p}^{\prime}=h t \mathfrak{p}+1$.

Lemma 1. Let $A$ be a Noetherian ring, and $P \in \operatorname{Spec} A$ with ht $P=h>1$; suppose that $u \in P$ is such that $\operatorname{ht}(u A)=1$. Then there exist infinitely many prime ideals $Q \subset P$ such that

$$
u \notin Q \text { and ht } Q=h-1 .
$$

Proof. Suppose that $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ are the minimal prime ideals of $A$, and let $P_{1}, \ldots, P_{r}$ be finitely many given height 1 prime ideals not containing $u$. Let $Q_{1}, \ldots, Q_{s}$ be the minimal prime divisors of $u A$, so that these are also height 1 prime ideals of $A$. Since $h>1$, there exists $v \in P$ not contained in any $\mathfrak{p}_{i}, P_{j}$ or $Q_{k}$. Then

$$
\text { ht }(u, v)=2 \quad \text { and } \quad \text { ht }(v)=1 .
$$

Now let $P_{r+1}, \ldots, P_{r+n}$ be the minimal prime divisors of $(v)$; continuing in the same way we can find infinitely many height 1 prime ideals not containing $u$, so that, if $h=2$ we are done. If $h>2$ we set $\bar{A}=A /(v)$ and $\bar{P}=P /(v)$, so that ht $\bar{P}=h-1$, and since the image $\bar{u}$ of $u$ in $\bar{A}$ satisfies ht $(\bar{u})=1$, by induction on $h$ we can find infinitely many prime ideals $\bar{P}_{\alpha}$ of $\bar{A}$ satisfying

$$
\bar{u} \notin \bar{P}_{\alpha} \subset \bar{P} \text { and ht } \bar{P}_{\alpha}=h-2 .
$$

The inverse image $P_{\alpha}$ of $\bar{P}_{\alpha}$ in $A_{\alpha}$ does not contain $u$, and from $P_{\alpha} /(v)=\bar{P}_{\alpha}$ we have ht $P_{\alpha}=h-1$.

Theorem 31.3 (Ratliff's strong existence theorem). Let $A$ be a Noetherian integral domain, $\mathfrak{p}, P \in \operatorname{Spec} A$, and suppose that ht $\mathfrak{p}=h>0$ and $\mathrm{ht}(P / p)=d$. Then for each $i$ with $0 \leqslant i<d$ the set

$$
\left\{\mathfrak{p}^{\prime} \in \operatorname{Spec} A \mid \mathfrak{p}^{\prime} \subset P, \mathrm{ht}\left(P / \mathfrak{p}^{\prime}\right)=d-i \text { and } \mathrm{ht} \mathfrak{p}^{\prime}=h+i\right\}
$$

is infinite.

Proof. For $i>0$ this follows at once from the weak existence theorem, so that we consider the case $i=0$.

Step 1. Replacing $A$ by $A_{P}$ we can assume that $(A, P)$ is a local integral domain. Choose $a_{1}, \ldots, a_{h} \in \mathfrak{p}$ such that $\operatorname{ht}\left(a_{1}, \ldots, a_{j}\right)=j$ for $j=1, \ldots, h$, and set

$$
\mathfrak{a}=\left(a_{1}, \ldots, a_{h}\right) \quad \text { and } \quad \mathfrak{b}=\left(a_{1}, \ldots, a_{h-1}\right) .
$$

Then $\mathfrak{p}$ is a minimal prime divisor of $\mathfrak{a}$. Let

$$
\mathfrak{a}=\mathfrak{a}_{1} \cap \cdots \cap \mathfrak{a}_{r} \quad \text { and } \quad \mathfrak{b}=\mathfrak{b}_{1} \cap \cdots \cap \mathfrak{b}_{s}
$$

be shortest primary decompositions of $\mathfrak{a}$ and $\mathfrak{b}$, and let $\mathfrak{p}_{i}, \mathfrak{p}_{j}^{\prime}$ be the prime divisors of $\mathfrak{a}_{i}$ and $\mathfrak{b}_{j}$, respectively; we can assume that $\mathfrak{p}=\mathfrak{p}_{1}$. Suppose that $b_{t+1}, \ldots, b_{s}$ are all the $b_{j}$ not contained in $\mathfrak{p}$. Then since

$$
\mathfrak{a}_{2} \cap \cdots \cap \mathfrak{a}_{r} \cap \mathfrak{b}_{t+1} \cap \cdots \cap \mathfrak{b}_{s} \not \subset \mathfrak{p},
$$

we can choose an element $y \in P$ contained in the left-hand side and not contained in $\mathfrak{p}$. Now $\mathfrak{p}_{j}^{\prime} \subset \mathfrak{p}$ for $1 \leqslant j \leqslant t$, so that $y \notin \mathfrak{p}_{j}^{\prime}$, and hence

$$
\mathfrak{a}: y A=\mathfrak{a}_{1} \quad \text { and } \quad \mathfrak{b}: y A=\mathfrak{b}_{1} \cap \cdots \cap \mathfrak{b}_{t} .
$$

Now set

$$
\begin{aligned}
B & =A\left[x_{1}, \ldots, x_{h}\right], \quad \text { where } \quad x_{i}=a_{i} / y, \\
I & =\left(x_{1}, \ldots, x_{h}\right) B \quad \text { and } \quad Q=P B+I .
\end{aligned}
$$

Step 2. We prove that

$$
B / I \simeq A / \mathfrak{a}_{1}, \quad Q \in \operatorname{Spec} B \quad \text { and } \quad \text { ht } Q=h+d .
$$

A general element of $B$ can be written in the form
$a / y^{\nu}$, with $a \in(\mathfrak{a}+y A)^{v}$, for some $v \geqslant 0$.
Now $B=A+I$, so that $B / I \simeq A /(I \cap A)$. Now if $\alpha \in I \cap A$, then there exists $v>0$ such that $y^{v} \alpha \in \mathfrak{a}(\mathfrak{a}+y A)^{v-1}$. Since $\mathfrak{a}: y^{v}=\mathfrak{a}_{1}$ we have $\alpha \in \mathfrak{a}_{1}$. Conversely, $y \mathfrak{a}_{1} \subset \mathfrak{a}$, giving $\mathfrak{a}_{1} \subset I \cap A$, and hence $I \cap A=\mathfrak{a}_{1}$. Therefore

$$
B / I \simeq A / a_{1} .
$$

Under this isomorphism, the prime ideals $\mathfrak{p} / \mathfrak{a}_{1}$ and $P / \mathfrak{a}_{1}$ of $A / \mathfrak{a}_{1}$ correspond to $(\mathfrak{p} B \mid I) / I$ and $(P B+I) / I$ respectively in $B / I$; hence, setting

$$
q=p B+I=p+I \quad \text { and } \quad Q=P B+I=P+I,
$$

we have $\mathfrak{q}, Q \in \operatorname{Spec} B$, with $B / \mathcal{q}=A / p$ and $B / Q=A / P$, and $Q$ is a maximal ideal of $B$. Also, $B / I=A / a_{1}$ and since $I$ is generated by $h$ elements and $a_{1}$ is a p-primary ideal, we get

$$
\text { ht } Q=\operatorname{dim} B_{Q} \leqslant h+h t\left(P / \mathfrak{a}_{1}\right)=h+h t(P / p)=h+d .
$$

On the other hand, from $y \notin \mathfrak{p}$ we get $\mathfrak{q}=\mathfrak{p} A\left[y^{-1}\right] \cap B$ : indeed, if $\alpha \in \mathfrak{p} A\left[y^{-1}\right] \cap B$, then we can write $\alpha=c / y^{v}$ with $c \in \mathfrak{p} \cap(\mathfrak{a}+y A)^{v}$; since $\mathfrak{a} \subset \mathfrak{p}$ and $y \notin \mathfrak{p}$, we have

$$
\mathfrak{p} \cap(\mathfrak{a}+y A)^{v}=\mathfrak{a}(\mathfrak{a}+y A)^{v-1}+y^{v} \mathfrak{p},
$$

and therefore $\alpha \in I+\mathfrak{p}=\mathfrak{q}$. Also, $A\left[y^{-1}\right]=B\left[y^{-1}\right]$, so that

$$
\mathrm{htq}=\mathrm{htq} A\left[y^{-1}\right]=\mathrm{htp} A\left[y^{-1}\right]=\mathrm{htp}=h .
$$

However, $Q / q=P / p$, so that

$$
\operatorname{ht}(Q / \mathfrak{q})=\operatorname{ht}(P / \mathfrak{p})=d
$$

and therefore ht $Q \geqslant d+h$. Putting this together with the previous inequality, we see that ht $Q=d+h$.

Step 3. For $v=1,2, \ldots$, set

$$
J_{v}=\left(x_{1}, \ldots, x_{h-1}, x_{h}-y^{v}\right) B,
$$

let $Q_{v}$ be a minimal prime divisor of $J_{v}$ satisfying

$$
Q_{v} \subset Q \quad \text { and } \quad \operatorname{ht}\left(Q / Q_{v}\right)=\operatorname{ht}\left(Q / J_{v}\right),
$$

and set $P_{v}^{\prime}=Q_{v} \cap A$. We will complete the proof by showing that $P_{1}^{\prime}, P_{2}^{\prime}, \ldots$ are all distinct, and that
$h t P_{v}^{\prime}=h, \quad h t\left(P / P_{v}^{\prime}\right)=d$ for all $v$.
Now $B=A+J_{v}$, so that $B / Q_{v} \simeq A / P_{v}^{\prime}$ and $Q / Q_{v} \simeq P / P_{v}^{\prime}$, hence ht $\left(P / P_{v}^{\prime}\right)=$ $\mathrm{ht}\left(Q / Q_{v}\right)=\mathrm{ht}\left(Q / J_{v}\right)$; moreover, ht $Q-d+h$, and since $J_{v}$ is generated by $h$ elements,

$$
\operatorname{ht}\left(P / P_{v}^{\prime}\right) \geqslant d+h-h=d .
$$

Therefore we have

$$
d \leqslant \mathrm{ht}\left(P / P_{v}^{\prime}\right)=\mathrm{ht}\left(Q / Q_{v}\right) \leqslant \mathrm{ht} Q-\mathrm{ht} Q_{v}=d+h-\mathrm{ht} Q_{v},
$$

and so if we can prove that
(*) ht $Q_{v}=h t P_{v}^{\prime} \geqslant h$
then this will show simultaneously that $h t\left(P / P_{v}^{\prime}\right)=d$ and $h t P_{v}^{\prime}=h$.
We have already seen that $\mathfrak{q}=\mathfrak{p} A\left[y^{-1}\right] \cap B$, so that $\mathfrak{q} \cap A=\mathfrak{p}$, and hence $y \notin \mathfrak{q}$. Also, $\mathfrak{a}_{1}$ is a $\mathfrak{p}$-primary ideal with $B / I \simeq A / \mathfrak{a}_{1}$, so that $I$ is a $\mathfrak{q}$-primary ideal, and from ht $q=h$ we get

$$
\mathrm{ht}(I+y B)=\mathrm{ht}\left(x_{1}, \ldots, x_{h}, y\right) B=h+1 .
$$

In addition, we have $I+y B=J_{v}+y B$, and since $Q_{v}$ is a minimal prime divisor of the ideal $J_{v}$, which is generated by $h$ elements, ht $Q_{v} \leqslant h$, and hence $y \notin Q_{v}$, and

$$
Q_{v}=Q_{v} A\left[y^{-1}\right] \cap B \quad \text { and } \quad P_{v}^{\prime}=Q_{v} A\left[y^{-1}\right] \cap A,
$$

so that, by p.20, Example 1,

$$
\text { ht } Q_{v}=\text { ht } P_{v}^{\prime}
$$

Furthermore

$$
\begin{aligned}
& (\mathrm{b}: y A) B \subset\left(x_{1} \ldots, x_{h-1}\right) B, \\
& (\mathrm{~b}: y A)+\left(a_{h}-y^{v+1}\right) A \subset J_{v} \cap A \subset Q_{v} \cap A=P_{v}^{\prime},
\end{aligned}
$$

and since all prime divisors of ( $\mathrm{b}: y A$ ) are also prime divisors of $\mathfrak{b}$, we have $\operatorname{ht}(\mathrm{b}: y A)=h-1$. Now $a_{h} \in \mathfrak{p}$ and $y \notin \mathfrak{p}$, so that $a_{h}-y^{\nu+1} \notin \mathfrak{p}$, and
since all minimal prime divisors of $(\mathfrak{b}: y A)$ are contained in $\mathfrak{p}$ they do not contain $a_{h}-y^{\nu+1}$. Therefore ht $P_{v}^{\prime} \geqslant h$. This completes the proof of ( ${ }^{*}$ ).

Step 4. If $v<\mu$ then $\left(Q_{v}+Q_{\mu}\right) B_{Q}$ contains $y^{v}=\left(y^{v}-y^{\mu}\right) /\left(1-y^{v-\mu}\right)$, and therefore contains $\left(J_{v}+y^{v} B\right) B_{Q}=\left(I+y^{\nu} B\right) B_{Q}$, so that

$$
h \mathrm{t}\left(Q_{v}+Q_{\mu}\right) B_{Q} \geqslant h+1 \text {, but ht } Q_{v} \leqslant h,
$$

and therefore $Q_{v} \neq Q_{\mu}$. From $Q_{v} A\left[y^{-1}\right]=P_{v}^{\prime} A\left[y^{-1}\right]$ we see that $P_{1}^{\prime}, P_{2}^{\prime}, \ldots$ must also all be distinct.

Theorem 31.4. A Noetherian local integral domain $(A, \mathfrak{m})$ is catenary if and only if

$$
\text { ht } \mathfrak{p}+\operatorname{coht} \mathfrak{p}=\operatorname{dim} A \quad \text { for all } \quad \mathfrak{p} \in \operatorname{Spec} A .
$$

Proof. 'Only if' is trivial, and we prove 'if'. Let $\operatorname{dim} A=n$; if $A$ is not catenary, then there exist $\mathfrak{p}, P \in \operatorname{Spec} A$ such that

$$
\mathfrak{p} \subset P, \quad \text { ht }(P / \mathfrak{p})=1 \quad \text { but } \quad \text { ht } P>\text { htp }+1 .
$$

Set $h t(m / P)=d$. Applying the strong existence theorem to $A / p$ we see that there exist infinitely many $P_{\lambda} \in \operatorname{Spec} A$ such that

$$
\mathfrak{p} \subset P_{\lambda}, \quad \operatorname{ht}\left(P_{\lambda} / \mathfrak{p}\right)=1 \quad \text { and } \quad \operatorname{ht}\left(\mathrm{m} / P_{\lambda}\right)=d
$$

However, by assumption, $\operatorname{ht}\left(\mathrm{m} / P_{\lambda}\right)+\mathrm{ht} P_{\lambda}=n$, so that

$$
\text { ht } P_{\lambda}=n-d=\text { ht } P>\text { htp } p+1 .
$$

But according to Theorem 1 , there are only finitely many such $P_{\hat{\lambda}}$, and we have a contradiction.

If $A$ is a ring of finite Krull dimension, we say that $A$ is equidimensional if $\operatorname{dim} A / \mathfrak{p}=\operatorname{dim} A$ for every minimal prime $\mathfrak{p}$ of $A$.

Lemma 2. If an equidimensional local ring $(A, \mathfrak{m})$ is catenary then

$$
\text { ht } \mathfrak{p}_{2}=h t \mathfrak{p}_{1}+h t\left(\mathfrak{p}_{2} / \mathfrak{p}_{1}\right) \text { for all } \mathfrak{p}_{1}, \mathfrak{p}_{2} \in \operatorname{Spec} A \text { with } \mathfrak{p}_{1} \subset \mathfrak{p}_{2} .
$$

Proof. If we choose a minimal prime ideal $\mathfrak{p} \subset p_{1}$ then $\operatorname{ht}\left(p_{1} / \mathfrak{p}\right)=$ $\mathrm{ht}(\mathrm{m} / \mathrm{p})-\mathrm{ht}\left(\mathrm{m} / \mathfrak{p}_{1}\right)=\operatorname{dim} A-\mathrm{ht}\left(\mathrm{m} / \mathfrak{p}_{1}\right)$, and this is independent of the choice of $\mathfrak{p}$, so that $\operatorname{ht} \mathfrak{p}_{1}=\operatorname{ht}\left(\mathfrak{p}_{1} / \mathfrak{p}\right)$. Similarly, $\operatorname{ht} p_{2}=\operatorname{ht}\left(\mathfrak{p}_{2} / \mathfrak{p}\right)$, so that ht $p_{2}=h t\left(p_{2} / p_{1}\right)+h t p_{1}$.

Theorem 31.5. Let $A, B$ be Noetherian local rings, and $A \longrightarrow B$ a local homomorphism. If $B$ is equidimensional and catenary and is flat over $A$ then $A$ is also equidimensional and catenary, and $B / \mathfrak{p} B$ is equidimensional for every $\mathfrak{p} \in \operatorname{Spec} A$.
Proof. Write $\mathfrak{m}$ and $\mathfrak{M}$ for the maximal ideals of $A$ and $B$. For any minimal prime ideal $\mathfrak{p}_{0}$ of $A$ there exists a minimal prime ideal $P_{0}$ of $B$ lying over $\mathfrak{p}_{0} ;$ then $\operatorname{dim} B / P_{0}=\operatorname{dim} B$, so that $\operatorname{dim} B / \mathfrak{p}_{0} B=\operatorname{dim} B$, and then by Theorem 15.1 we have

$$
\operatorname{ht}\left(\mathfrak{m} / \mathfrak{p}_{0}\right)=\operatorname{ht}\left(\mathfrak{M} / \mathfrak{p}_{0} B\right)-\mathrm{ht}(\mathfrak{M} / \mathrm{m} B)=\operatorname{dim} B-\mathrm{ht}(\mathfrak{M} / \mathfrak{m} B) .
$$

This is independent of the choice of $\mathfrak{p}_{0}$, so that $A$ is equidimensional. If $\mathfrak{p} \in \operatorname{Spec} A$ and $P$ is a minimal prime divisor of $\mathfrak{p} B$ then from the going-down theorem (Theorem 9.5) we see that $P \cap A=\mathfrak{p}$, so that by Theorem 15.1, ht $P=$ ht $\mathfrak{p}$, and therefore $\mathrm{ht}(\mathfrak{M} / P)=\mathrm{ht} \mathfrak{M}-\mathrm{ht} P=\mathrm{ht} \mathfrak{M}-$ htp is determined by $\mathfrak{p}$ only. That is, $B / \mathfrak{p} B$ is equidimensional. Also, if $\mathfrak{p}^{\prime} \in \operatorname{Spec} A$ is such that $\mathfrak{p}^{\prime} \subset \mathfrak{p}$ and $\operatorname{ht}\left(\mathfrak{p} / \mathfrak{p}^{\prime}\right)=1$, we let $P^{\prime}$ be a minimal prime divisor of $\mathfrak{p}^{\prime} B$ contained in $P$; then $B / \mathfrak{p}^{\prime} B$ is also equidimensional and flat over $A / p^{\prime}$, so that $\operatorname{ht}\left(P / P^{\prime}\right)=h t\left(P / p^{\prime} B\right)=h t\left(p / p^{\prime}\right)=1$. However, $B$ is equidimensional and catenary, so that $\operatorname{ht}\left(P / P^{\prime}\right)=h t P-h t P^{\prime}=$ $h t \mathfrak{p}-\mathrm{htp}$, and therefore $\mathrm{htp}=\mathrm{ht} \mathfrak{p}^{\prime}+1$, and so $A$ is catenary.

Corollary. Let $A$ be a quotient of a regular local ring $R$. If $A$ is equidimensional then so is its completion $A^{*}$.
Proof. Let $P_{0}$ be a minimal prime ideal of $A^{*}$ and $\mathfrak{p}_{0}=P_{0} \cap A$; then writing $\mathfrak{p} \subset R$ for the inverse image of $\mathfrak{p}_{0}$, we have $R^{*} / \mathfrak{p} R^{*}=A^{*} / \mathfrak{p}_{0} A^{*}$. $R^{*}$ is an integral domain, and therefore equidimensional, so we can apply the theorem to $R \longrightarrow R^{*}$ and see that $R^{*} / p R^{*}$ is equidimensional. Hence $\operatorname{dim} A^{*} / P_{0}=\operatorname{dim} A^{*} / p_{0} A^{*}=\operatorname{dim} A / p_{0}=\operatorname{dim} A$.

Definition. We say that a Noetherian local ring $A$ is formally equidimensional (or quasi-unmixed) if its completion $A^{*}$ is equidimensional.

Theorem 31.6. Let $(A, m)$ be a formally equidimensional Noetherian local ring.
(i) $A_{\mathfrak{p}}$ is formally equidimensional for every $\mathfrak{p} \in \operatorname{Spec} A$.
(ii) If $I$ is an ideal of $A$, then
$A / I$ is equidimensional $\Leftrightarrow A / I$ is formally equidimensional.
(iii) If $B$ is a local ring which is essentially of finite type over $A$ (see p. 232), and if $B$ is equidimensional then it is also formally equidimensional. (iv) $A$ is universally catenary.

Proof. (i) Let $P \in \operatorname{Spec}\left(A^{*}\right)$ be such that $P \cap A=\mathfrak{p}$, and set $B=\left(A^{*}\right)_{P}$. Since $B$ is flat over $A_{\mathfrak{p}}$, by Theorem 22.4, $B^{*}$ is flat over $\left(A_{\mathfrak{p}}\right)^{*}$. Now $B$ is a quotient of a regular local ring, and is equidimensional, so that by the above corollary, $B^{*}$ is also equidimensional. Hence by Theorem 5, $\left(A_{\mathrm{p}}\right)^{*}$ is also equidimensional.
(ii) follows easily from Theorem 5 .
(iii) $B$ is a localisation of a quotient of $A\left[X_{1}, \ldots, X_{n}\right]$ for some $n$, so that by (ii) we need only show that a localisation $B$ of $A\left[X_{1}, \ldots, X_{n}\right]$ is formally equidimensional. Now $A^{*}\left[X_{1}, \ldots, X_{n}\right]$ is faithfully flat over $A\left[X_{1}, \ldots, X_{n}\right]$, so that there is a local ring $C$ which is a localisation of $A^{*}\left[X_{1}, \ldots, X_{n}\right]$, and a local homomorphism $B \longrightarrow C$ such that $C$ is flat over $B$, and hence $C^{*}$ is flat over $B^{*}$. By the remark after Theorem 15.5, $C$ is
equidimensional, and is a quotient of a regular local ring, so that by the corollary of Theorem 5, $C^{*}$ is also equidimensional; hence by Theorem 5, $B^{*}$ is also equidimensional.
(iv) Any local integral domain essentially of finite type over $A$ is formally equidimensional, and hence catenary, so that any integral domain which is finitely generated over $A$ is catenary.

We say that a Noetherian local ring $A$ is formally catenary ([G2], (7.1.9)) if $A / \mathfrak{p}$ is formally equidimensional for every $\mathfrak{p} \in \operatorname{Spec} A$. One sees easily from the above theorem that formally catenary implies universally catenary. The converse of this was proved by Ratliff [2]. Universally catenary is a property of finitely generated $A$-algebras, and we have to deduce from this a property of the completion, so that the proof is difficult. Before giving Ratliff's proof we make the following observation.

Let $(R, \mathfrak{m})$ be a Noetherian local integral domain, $K$ the field of fractions of $R$, and $R^{\prime}$ the integral closure of $R$ in $K$; let $S$ be an intermediate ring $R \subset S \subset R^{\prime}$ such that $S$ is a finite $R$-module. $S$ is a semilocal ring, and its completion $S^{*}$ (with respect to the $m$-adic topology, which coincides with the $\operatorname{rad}(S)$-adic topology) can be identified with $R^{*} \otimes_{R} S$. Now $R^{*}$ is flat over $R$, so that $R \subset S \subset R^{\prime} \subset K$ gives $R^{*} \subset S^{*} \subset R^{*} \otimes_{R} R^{\prime} \subset R^{*} \otimes_{R} K$. The ring $R^{*} \otimes_{R} K$ is the localisation of $R^{*}$ with respect to $R-\{0\}$, so that writing $T$ for the total ring of fractions of $R^{*}$, we can consider $R^{*} \otimes_{R} K$ $\subset T$, and hence $R^{*} \subset S^{*} \subset T$. This leads to the possibility that properties of $R^{*}$ will be reflected in some $S$.

Theorem 31.7. For a Noetherian local ring $A$, the following conditions are equivalent:
(1) $A$ is formally catenary,
(2) $A$ is universally catenary.
(3) $A[X]$ is catenary.

Proof. (1) $\Rightarrow$ (2) was proved in Theorem 6 and (2) $\Rightarrow$ (3) is trivial. We prove (3) $\Rightarrow$ (1). Suppose then that $A[X]$ is catenary; we will prove that $A^{*}$ is equidimensional by assuming the contrary and deriving a contradiction. The proof breaks up into several lemmas.

Lemma 3. Let ( $R, m$ ) be a catenary Noetherian local integral domain, and let $R^{*}$ be its completion. Let $\operatorname{dim} R=n$, and suppose that there exists a minimal prime $Q$ of $R^{*}$ such that

$$
1<\operatorname{dim}\left(R^{*} / Q\right)=d<n .
$$

For $i=1,2, \ldots, d-1$, write $\Phi_{i}$ for the set of $\mathfrak{p} \in \operatorname{Spec} R$ satisfying the conditions
(1) ht $p=i$,
and (2) there exists a minimal prime divisor $P$ of $p R^{*}$ such that $Q \subset P$ and $\operatorname{dim}\left(R^{*} / P\right)=d-i$.

Then $\Phi_{i}$ is non-empty for each $i$.
Proof. We work by induction on i. If $0 \neq a \in \mathfrak{m}$ then any minimal prime divisor $P$ of $a R^{*}+Q$ satisfies $h t(P / Q)=1, P \cap R \neq 0$ and contains $a$. Hence if we set $M=\left\{P \in \operatorname{Spec}\left(R^{*}\right) \mid Q \subset P, \operatorname{ht}(P / Q)=1\right.$ and $\left.P \cap R \neq 0\right\}$, then $\mathrm{m}=\bigcup_{P \in M}(P \cap R)$. Now $\operatorname{ht}\left(\mathrm{m} R^{*} / Q\right)=d>1$, so that $\mathfrak{m} R^{*} \notin M$, and hence m itself is not of the form $P \cap R$ for $P \in M$; therefore both $M$ and $\{P \cap R \mid P \in M\}$ are infinite sets. By Theorem 1, $M^{\prime}=\{P \in$ $M \mid$ ht $P=1\}$ is also infinite; choose any $P \in M^{\prime}$, and set $\mathfrak{p}=P \cap R$. Then $0<\mathrm{ht} p=\mathrm{ht} p R^{*} \leqslant \mathrm{ht} P=1$, so that htp -1 , and $P$ is a minimal prime divisor of $\mathfrak{p} R^{*}$. Since $R^{*}$ is catenary, $\operatorname{dim}\left(R^{*} / P\right)=\operatorname{dim}\left(R^{*} / Q\right)-h t(P / Q)=$ $d-1$; hence $p \in \Phi_{1}$ and the assertion is true for $i=1$.

If $i>1$, take $\mathfrak{p}$ as above, and set $\bar{R}=R / p$ and $\bar{P}=P / \mathfrak{p} R^{*}$; then since $R$ is catenary, $\operatorname{dim} \bar{R}=n-1$, and $\bar{P}$ is a minimal prime divisor of $\bar{R}^{*}=R^{*} / \mathrm{p} R^{*}$, with $\operatorname{dim}\left(\bar{R}^{*} / \bar{P}\right)=\operatorname{dim}\left(R^{*} / P\right)=d-1<n-1$. Hence by induction there exists a prime ideal $\overline{\mathfrak{p}}_{i}=\mathfrak{p}_{i} / \mathfrak{p}$ of $\bar{R}$ of height $i-1$, and a minimal prime divisor $\bar{P}_{i}$ of $\overline{\mathfrak{p}}_{i} \bar{R}^{*}$ such that $\bar{P} \subset \bar{P}_{i}$ and $\operatorname{dim}\left(\bar{R}^{*}\right)$ $\left.\bar{P}_{i}\right)=(d-1)-(i-1)=d-i$. If $\bar{P}_{i}=P_{i} / \mathfrak{p} R^{*}$ then $P_{i}$ is a minimal prime divisor of $\mathfrak{p}_{i} R^{*}$ containing $P$, and hence $Q$, and $R^{*} / P_{i}=\bar{R}^{*} / \bar{P}_{i}$ is ( $d-i$ )-dimensional, so that from the fact that $R$ is catenary we get ht $\mathfrak{p}_{i}=\mathrm{ht} \overline{\mathrm{p}}_{i}+\mathrm{ht} \mathfrak{p}=i$, and $\mathfrak{p}_{i} \in \Phi_{i}$.

Lemma 4. Let ( $R, \mathfrak{m}$ ) be a Noetherian local integral domain, $R^{*}$ its completion, and let $0=\mathfrak{q}_{1} \cap \cdots \cap \mathfrak{q}_{r}$ be a shortest primary decomposition of 0 in $R^{*}$, with $P_{i}=\sqrt{ } \mathfrak{q}_{i}$ for $1 \leqslant i \leqslant r$. Suppose that $P_{1}$ satisfies

$$
\text { ht } P_{1}=0, \quad \text { coht } P_{1}=1<\operatorname{dim} R \text {. }
$$

Then there exist $b, c \in \mathfrak{m}$ and $\delta \in\left(\mathfrak{q}_{2} \cap \cdots \cap \mathfrak{q}_{r}\right)-P_{1}$ with the following properties:
(1) $b-\delta \in \mathfrak{q}_{1}$,
(2) $(b, \delta) R^{*}=(b, c) R^{*}$,
and (3) $c / b \notin R$ but is integral over $R$.
Proof.
Step 1. $P_{1}$ is a minimal prime ideal and $r>1$, so that $\mathfrak{q}_{2} \ldots \mathfrak{q}_{r} \notin P_{1}$, and we can choose $\delta^{\prime} \in\left(\mathfrak{q}_{2} \cap \cdots \cap \mathfrak{q}_{r}\right)-P_{1}$. Since coht $P_{1}=1$, it follows that $\mathfrak{q}_{1}+\delta^{\prime} R^{*}$ is ( $\mathrm{m} R^{*}$ )-primary, and hence if we set

$$
\mathfrak{a}=\left(\mathfrak{q}_{1}+\delta^{\prime} R^{*}\right) \cap R,
$$

then this is an m-primary ideal. Now if $0 \neq b \in \mathfrak{a}$ is any element, then in $R^{*}$ we can write

$$
b=\zeta+\beta \delta^{\prime} \quad \text { with } \quad \zeta \in \mathfrak{q}_{1} \quad \text { and } \quad \beta \in R^{*} .
$$

Since $b$ is not a zero-divisor in $R^{*}$ we have $\beta \delta^{\prime} \notin P_{1}$, so that setting $\delta=\beta \delta^{\prime}$, we get (1).

Step 2. We prove that $\delta \nsubseteq b R^{*}$. By contradiction, suppose that $\delta=b \xi$ with $\xi \in R^{*}$; then $b-\delta=b(1-\xi) \in \mathfrak{q}_{1}$, and since $b \notin P_{1}$ we have $1-\xi \in \mathfrak{q}_{1} \subset \mathfrak{m} R^{*}$, so that $\xi$ is a unit of $R^{*}$, and $b \in \delta R^{*} \subset \mathfrak{q}_{2}$. This contradicts the fact that $b$ is not a zero-divisor of $R^{*}$.

Step 3. If $\mathfrak{b}$ is a non-zero ideal of $R$ such that $\mathfrak{m}$ is not a prime divisor of $\mathfrak{b}$ then $\delta \in \mathfrak{b} R^{*}$. Indeed, $\mathfrak{b}: \mathrm{m}=\mathrm{b}$, so that $\mathfrak{b} R^{*}: \mathrm{m} R^{*}=(\mathrm{b}: \mathrm{m}) R^{*}=\mathrm{b} R^{*}$, and so $\mathrm{m} R^{*}$ is not a prime divisor of $\mathrm{b} R^{*}$; if $P$ is any prime divisor of $\mathfrak{b} R^{*}$, then $P \neq \mathrm{m} R^{*}$ and $P \neq P_{1}$ (in view of $P_{1} \cap R=0$ ), so that coht $P_{1}=1$ implies $P \not \supset P_{1}$, hence $P \not p \mathfrak{q}_{1}$, and there exists $\alpha \in \mathfrak{q}_{1}-P$. If we write $Q$ for the $P$-primary component of $\mathfrak{b} R^{*}$ then $\alpha \delta=0 \in Q$, so that $\delta \in Q$. Thus finally $\delta \in \mathfrak{b} R^{*}$.

Step 4. By the previous two steps $m$ is a prime divisor of $b R$. Hence we can write

$$
b R=I \cap J \quad \text { with } \quad I \quad \text { an } \quad \mathfrak{m} \text {-primary ideal and } J: \mathfrak{m}=J,
$$

and then $b R^{*}=I R^{*} \cap J R^{*}$ with $\delta \in J R^{*}$ and $\delta \notin I R^{*}$. Moreover, $\left(I R^{*}+J R^{*}\right) / I R^{*} \simeq(I+J) / I$, so we can choose $c \in J$ such that $\delta-c \in I R^{*}$. Then

$$
\delta-c \in I R^{*} \cap J R^{*}=b R^{*}
$$

so that ( $b, c) R^{*}=(b, \delta) R^{*}$, and (2) is proved. If $c \in b R$ we would have $(b, \delta) R^{*}=b R^{*}$, contradicting Step 2, so that $c / b \notin R$. On the other hand, we have $b-\delta \in \mathfrak{q}_{1}$ so that $\delta(b-\delta)=0$, that is $b \delta=\delta^{2}$, and $c-\delta \in b R^{*}$. Set $c=\delta+b \gamma$; then $c^{2}=\delta^{2}+2 b \delta \gamma+b^{2} \gamma^{2} \in b(\delta, b) R^{*}=b(c, b) R^{*}$, so that

$$
c^{2} \in\left(b c, b^{2}\right) R^{*} \cap R=\left(b c, b^{2}\right) R .
$$

From this, we get $c^{2}=b c u+b^{2} v$ with $u, v \in R$, which proves that $c / b$ is integral over $R$. Thus we have proved (3).

Lemma 5. In the notation and assumptions of Lemma 4, set $S=R[c / b] ;$ then $S$ has a maximal ideal of height 1.
Proof. Write $T$ for the total ring of fractions of $R^{*}$; then we can view $S^{*}$ as an intermediate ring $R^{*} \subset S^{*}=R^{*}[c / b] \subset T$, and $T$ is the total ring of fractions of $S^{*}$. In Lemma 4 we had $\operatorname{Ass}\left(R^{*}\right)=\left\{P_{1}, \ldots, P_{r}\right\}$, so that setting $Q_{i}=P_{i} T \cap S^{*}$, we get

$$
\text { Ass }\left(S^{*}\right)=\left\{Q_{1}, \ldots, Q_{r}\right\} \quad \text { with ht } Q_{i}=\text { ht } P_{i}
$$

Moreover, $S^{*}$ is integral over $R^{*}$, so that $S^{*} / Q_{i}$ is integral over $R^{*} / P_{i}$, and hence also coht $Q_{i}=\operatorname{coht} P_{i}$. Let $P^{*}$ be any maximal ideal of $S^{*}$ containing $Q_{1}$. Then from $(b, c) R^{*}=(b, \delta) R^{*}$ we get $S^{*}=R^{*}[c / b]=$ $R^{*}[\delta / b]$, and since $\delta \in \mathfrak{q}_{2} \cap \cdots \cap \mathfrak{q}_{r}$ and $\delta-b \in \mathfrak{q}_{1}$ we have

$$
\delta / b \in Q_{2} \cap \cdots \cap Q_{r} \quad \text { and } \quad \delta / b-1 \in Q_{1}
$$

so that $Q_{1}+Q_{i}=S^{*}$ for all $i>1$. Therefore $Q_{1}$ is the only minimal prime ideal contained in $P^{*}$. However, coht $Q_{1}=1$ and $P^{*} \cap R^{*}=m R^{*}$, so that ht $P^{*}=1$. Setting $P=P^{*} \cap S$, we have ht $P=$ ht $P^{*}=1$, and $P$ is a maximal ideal of $S$, since $P^{*}$ is a maximal ideal of $S^{*}$.

Now we return to the proof of Theorem 7. Let $A$ be a Noetherian local integral domain, and suppose that $A^{*}$ is not equidimensional; then by Lemma 3, there exists a prime ideal $\mathfrak{p}$ of $A$ such that $(A / \mathfrak{p})^{*}=$ $A^{*} / \mathfrak{p} A^{*}$ has dimension $>1$, and has a minimal prime ideal of coheight 1. Set $R=A / p$; then by Lemma 4 and Lemma 5 applied to $R$, there exists a subring $S$ of the integral closure $R^{\prime}$ of $R$ generated by one element, and having a maximal ideal $P$ with ht $P=1<\operatorname{dim} R$. Let $f: R[X] \longrightarrow S$ be a surjective homomorphism of $R$-algebras and let $q$ be its kernel. Set $Q=f^{-1}(P)$. Then $P=Q / q$ and $Q \cap R=m$. Since $R \subset S$ we have $q \cap R=$ ( 0 ), hence ht $Q=h t \mathfrak{m}+1$ and ht $\mathrm{q}=1$ by the remark after Theorem 15.5. Thus ht $Q-\mathrm{htq}=\mathrm{htm}=\operatorname{dim} A / \mathfrak{p}>1=\mathrm{ht}(Q / \mathrm{q})$, so that $R[X]$ (and hence also $A[X]$ ) is not catenary.
Corollary 1. A Noetherian ring $A$ is universally catenary if and only if $A[X]$ is catenary.
Proof. Suppose $A[X]$ is catenary and set $B=A\left[X_{1}, \ldots, X_{n}\right]$. In order to prove that $B$ is catenary it suffices to prove that $B_{P}$ is catenary for every $P \in \operatorname{Spec} B$. Let $p=P \cap A$. Then $B_{P}$ is a localisation of $A_{p}\left[X_{1}, \ldots, X_{n}\right]$. Since $A_{\mathrm{p}}\left[X_{1}\right]$ is catenary, $A_{\mathrm{p}}\left[X_{1}, \ldots, X_{n}\right]$ is catenary by the theorem.

Corollary 2. A Noetherian ring of dimension $d$ is catenary if $d \leqslant 2$ and is universally catenary if $d \leqslant 1$.
Proof. The first assertion is obvious from the definitions and the second assertion follows from the first because $\operatorname{dim} A[X]=d+1$.

## 32 The formal fibre

Let $(A, \mathfrak{m})$ be a Noetherian local ring and $A^{*}$ its completion. The fibre ring of the natural homomorphism $A \longrightarrow A^{*}$ over any $p \in \operatorname{Spec} A$ is called a formal fibre of $A$ (although strictly speaking we should distinguish between the fibre and the fibre ring, we will not do so in what follows). If $I$ is an ideal of $A$ then $(A / I)^{*}=A^{*} / I A^{*}$, so that a formal fibre of $A / I$ is also a formal fibre of $A$.

Let $A$ be a Noetherian ring and $k \subset A$ a subfield. We say that $A$ is geometrically regular over $k$ if $A \otimes_{k} k^{\prime}$ is a regular ring for every finite extension $k^{\prime}$ of $k$ (see $\S 28$ ). This is equivalent to saying that $A_{\mathfrak{p}}$ is geometrically regular over $k$ for every maximal ideal $\mathfrak{p}$ of $A$.

We say that a homomorphism $\varphi: A \longrightarrow B$ of Noetherian rings is
regular if $\varphi$ is flat, and for every $\mathfrak{p} \in \operatorname{Spec} A$, the fibre $B \otimes_{A} \kappa(\mathfrak{p})$ of $\varphi$ over $\mathfrak{p}$ is geometrically regular over the field $\kappa(p)$.

A Noetherian ring $A$ is said to be a $G$-ring (here $G$ stands for Grothendieck) if $A_{\mathfrak{p}} \longrightarrow\left(A_{\mathfrak{p}}\right)^{*}$ is regular for every prime ideal $\mathfrak{p}$ of $A$; this means that all the formal fibres of all the local rings of $A$ are geometrically regular.

Theorem 32.1. Let $A \xrightarrow{\varphi} B \xrightarrow{\psi} C$ be homomorphisms of Noetherian rings; then
(i) if $\varphi$ and $\psi$ are regular then so is $\psi \varphi$;
(ii) if $\psi \varphi$ is regular and $\psi$ is faithfully flat then $\varphi$ is also regular.

Proof. (i) Clearly $\psi \varphi$ is flat. For $\mathfrak{p} \in \operatorname{Spec} A$, write $K=\kappa(\mathfrak{p})$, and let $L$ be a finite extension field of $K$. Set $B \otimes_{A} L=B_{L}$ and $C \otimes_{A} L=C_{L}$; then the homomorphism $\psi_{L}: B_{L} \longrightarrow C_{L}$ induced by $\psi$ is also regular. Indeed, if $P$ is a prime ideal of $B_{L}$ then $C \otimes_{B} B_{L}=C \otimes_{\mathbf{B}}\left(B \otimes_{A} L\right)=C \otimes_{A} L=C_{L}$, and hence if $F$ is a finite extension of $\kappa(P)$ then $C_{L} \otimes_{B_{L}} F=C \otimes_{B} F$; setting $P \cap B=Q$, since $B_{L}$ is a finite $B$-module we have $[\kappa(P): \kappa(Q)]<\infty$, and hence $[F: \kappa(Q)]<\infty$, so that $C \otimes_{B} F$ is a regular ring. Now $\varphi$ is regular, so that $B_{L}$ is a regular ring, and hence by Theorem 23.7, (ii), $C_{L}$ is a regular ring.
(ii) The flatness of $\varphi$ is obvious. If we let $\mathfrak{p}, K$ and $L$ be as above, then $C_{L}$ is a regular ring and is flat over $B_{L}$, so that by Theorem 23.7 , (i), $B_{L}$ is also regular.

Theorem 32.2. Let $\varphi: A \longrightarrow B$ be a homomorphism of Noetherian rings, and assume that $\varphi$ is faithfully flat and regular.
(i) $A$ is regular (or normal, reduced, CM, or Gorenstein) if and only if $B$ has the same property.
(ii) If $B$ is a G-ring then so is $A$ (the converse is not true).

Proof. (i) follows from Theorem 23.7, the corollaries to Theorems 23.9 and 23.3, and Theorem 23.4.
(ii) Let $\mathfrak{p} \in \operatorname{Spec} A$, choose $P \in \operatorname{Spec} B$ lying over $\mathfrak{p}$, and consider the commutative diagram


Here $f$ is the map induced by $\varphi$, and $f^{*}$ is the map induced by $f$, and the vertical arrows are the natural maps. Now $f$ and $\beta$ are both regular, and $f^{*}$ is faithfully flat, so that according to the previous theorem, $\alpha$ is also regular.

To construct an example where $A$ is a $G$-ring and $B$ is not, we let $A=k$ be a perfect field, and $B$ a regular local ring containing $k$. Then $k \longrightarrow B$ is certainly faithfully flat and regular, and $k$ is a field, and so trivially a G-ring. However, there are known examples in which $B$ is not a G-ring. (See the appendix to [N1]; a counter-example is provided by the ring $R$ in (E3.1) if char $k=p$, and by $R$ in Example 7 if char $k=0$. In (E3.1) the field $k$ is not perfect, but $R$ is geometrically regular over $k$.)

Theorem 32.3. A complete Noetherian local ring is a G-ring.
Proof. Let $A$ be a complete Noetherian local ring and $\mathfrak{p \in S p e c} A$; set $B=A_{\mathrm{v}}$, and let $B^{*}$ be the completion of $B$. We prove that $B \rightarrow B^{*}$ is a regular homomorphism; that is, for any prime ideal $p^{\prime}$ of $B$, we need to show that $B^{*} \otimes_{B} \kappa\left(\mathfrak{p}^{\prime}\right)$ is geometrically regular over $\kappa\left(\mathfrak{p}^{\prime}\right)$. However, $A / \mathfrak{p}^{\prime} \cap A$ is also a complete local ring, so that we can replace $A$ by $A / \mathfrak{p}^{\prime} \cap A$ and reduce to the case $\mathfrak{p}^{\prime}=(0)$. Thus assume that $A$ is an integral domain, and let $L$ be the common field of fractions of $A$ and $B$; we must show that $B^{*} \otimes_{B} L$ is geometrically regular over $L$.

The problem can be further reduced to the case when $A$ is a regular local ring. In fact, by Theorem 29.4, $A$ contains a complete regular local ring $R$ and is a finite module over $R$. Set $\mathfrak{p} \cap R=\mathfrak{q}, R_{\mathrm{q}}=S$ and $B^{\prime}=A_{\mathrm{q}}=A \otimes_{R} S$; then $B^{\prime}$ is a semilocal ring, and $B$ is a localisation of $B^{\prime}$ at a maximal ideal, so that $B^{*}$ is one direct factor of $B^{*}=B^{\prime} \otimes_{S} S^{*}$. Write $K$ for the common field of fractions of $R$ and $S$.


Now $B^{*} \otimes_{B} L$ can be written as $B^{*} \bigotimes_{B^{\prime}} L$, and it is hence a direct factor of $B^{\prime *} \otimes_{B^{\prime}} L=S^{*} \otimes_{S} L=\left(S^{*} \otimes_{S} K\right) \otimes_{K} L$, so that we need only show that $S^{*} \otimes_{S} K$ is geometrically regular over $K$.

Now $R, S$ and $S^{*}$ are regular local rings, and $S^{*} \otimes_{S} K$ is a localisation of $S^{*}$, so is a regular ring. Hence if char $K=0$, there is nothing to prove. We assume that char $K=p$ in what follows. Then $R$ has a coefficient field $k$, and can be written $R=k\left\lceil X_{1}, \ldots, X_{n}\right\rceil$. Choose a directed family $\left\{k_{\alpha}\right\}$ of cofinite subfields $k_{\alpha} \subset k$ such that $\bigcap_{\alpha} k_{\alpha}=k^{p}$, and set $R_{\alpha}=$ $k_{\alpha} \llbracket X_{1}^{p}, \ldots, X_{n}^{p} \rrbracket$; write $K_{\alpha}$ for the field of fractions of $R_{\alpha}$. Then one sees easily (compare the proof of Theorem 30.9) that $\bigcap_{\alpha} K_{\alpha}=K^{p}$.

We set $\mathfrak{q}_{\alpha}=\mathfrak{q} \cap R_{\alpha}$; then since $R_{\alpha} \supset R^{p}$, we see that $\mathfrak{q}$ is the unique prime ideal of $R$ lying over $\mathfrak{q}_{z}$. Hence if we let $S_{z}=\left(R_{\alpha}\right)_{\mathrm{q}_{\alpha}}$ then $S=$ $R_{\mathrm{q}}=R \otimes_{\mathrm{R}_{z}} S_{\alpha}$, and $S$ is a finite module over $S_{\alpha}$. Hence $S^{*}=S \otimes_{S_{x}} S_{\alpha}^{*}$; let us
prove that $S^{*}$ is 0 -smooth over $S$ relative to $S_{\alpha}$ (see $\S 28$ ). Suppose we are given a commutative diagram of the form

where $C$ is a ring and $N$ is an ideal of $C$ with $N^{2}=0$. If there is a lifting $v^{\prime}: S^{*} \longrightarrow C$ of $v$ as a homomorphism of $S_{\alpha}$-algebras, set $w=v_{\mid s_{x}^{\prime}}$, and let $v^{\prime \prime}=u \otimes w: S^{*}=S \otimes_{S_{a}} S_{\alpha}^{*} \longrightarrow C$; then one sees easily that $v^{\prime \prime}$ is a lifting of $v$ over $S$. Hence $S^{*}$ is 0 -smooth over $S$ relative to $S_{\alpha}$. Now for $Q \in \operatorname{Spec}\left(S^{*}\right)$, let $Q \cap S=(0)$; then $\left(S^{*}\right)_{Q}$ is a local ring of $S^{*} \otimes_{S} K$, and conversely, every local ring of $S^{*} \otimes_{S} K$ is of this form. From the diagram

one sees that $\left(S^{*}\right)_{Q}$ is 0 -smooth over $K$ relative to $K_{\alpha}$. Set $E=\left(S^{*}\right)_{Q}$ and $\mathrm{m}=\operatorname{rad}(E)$; then $E$ is m -smooth over $K$ relative to $K_{\alpha}$, so that according to Theorem 28.4,

$$
\Omega_{K / K_{2}} \otimes_{K}(E / \mathrm{m}) \longrightarrow \Omega_{E / K_{2}} \otimes_{E}(E / \mathrm{m})
$$

is injective for every $\alpha$. Moreover, since $\bigcap_{\alpha} K_{\alpha}=K^{p}$, by $\S 30$, Lemma 4,

$$
\Omega_{K} \longrightarrow \lim _{\leftarrow} \Omega_{K / K_{2}}
$$

is injective, and hence

$$
\Omega_{K} \otimes(E / \mathrm{m}) \longrightarrow \lim _{\leftrightarrows}\left(\Omega_{K / K_{x}} \otimes(E / \mathrm{m})\right)
$$

is also injective. Therefore, from the commutative diagram
we finally see that $\Omega_{K} \otimes(E / \mathrm{m}) \longrightarrow \Omega_{E} \otimes(E / \mathrm{m})$ is injective. Hence it follows from the corollary to Theorem 28.6 that $E$ is $m$-smooth over $K$, and thus is geometrically regular. Since $E$ is an arbitrary local ring of $S^{*} \otimes_{S} K$, we see that $S^{*} \otimes_{S} K$ is geometrically regular over $K$.

Theorem 32.4. Let $A$ be a Noetherian ring; if $A_{\mathrm{m}} \longrightarrow\left(A_{\mathrm{m}}\right)^{*}$ is regular for every maximal ideal $m$ of $A$, then $A$ is a $G$-ring.
Proof. Since $\left(A_{\mathrm{m}}\right)^{*}$ is a G-ring, by Theorem 2, $A_{\mathrm{m}}$ is also a G-ring. For
any $\mathfrak{p} \in \operatorname{Spec} A$, if we let $\mathfrak{m}$ be a maximal ideal of $A$ containing $\mathfrak{p}$ then $A_{\mathfrak{p}}$ is a localisation of the G-ring $A_{\mathrm{m}}$, and hence $A_{\mathrm{p}} \longrightarrow\left(A_{\mathrm{p}}\right)^{*}$ is regular.

Theorem 4 makes it much easier to distinguish G-rings. For example, the next theorem is based on Theorem 4.

Theorem 32.5. Let $A$ be a Noetherian semilocal ring; then a sufficient condition for $A$ to be a G-ring is that if $C$ is a finite $A$-algebra which is an integral domain, $m$ is a maximal ideal of $C$ and we write $B=C_{\mathrm{m}}$, then $\left(B^{*}\right)_{Q}$ is a regular local ring for every $Q \in \operatorname{Spec}\left(B^{*}\right)$ such that $Q \cap B=(0)$. Remark. It is easy to see that the condition is also necessary.
Proof. By the previous theorem, we need only show that under the given condition, $A \longrightarrow A^{*}$ is regular. Let $\mathfrak{p} \in \operatorname{Spec} A$, and let $L$ be a finite extension of $\kappa(\mathfrak{p})$; we prove that $A^{*} \otimes_{A} L$ is regular. Suppose that $L=$ $\kappa(\mathfrak{p})\left(t_{1}, \ldots, t_{n}\right)$; then multiplying each $t_{i}$ by an element of $A / \mathfrak{p}$ we can assume that $t_{i}$ is integral over $A / p$, so that if we set $C=(A / p)\left[t_{1}, \ldots, t_{n}\right]$, then $C$ is a finite $A$-module, and the field of fractions of $C$ is $L$. Now $C^{*}=A^{*} \otimes_{A} C$, and if we write $m_{1}, \ldots, m_{r}$ for the maximal ideals of $C$ and set $B_{i}=C_{m_{i}}$, then $C^{*}=B_{i}^{*} \times \cdots \times B_{r}^{*}$. We can identify any local ring of $A^{*} \otimes_{A} L=C^{*} \otimes_{C} L$ with the localisation $\left(B_{i}^{*}\right)_{Q}$ of one of the factors $B_{i}^{*}$ at some prime ideal $Q$ of $B_{i}^{*}$ with $Q \cap B_{i}=(0)$, and by assumption this is regular. Hence $A^{*} \otimes_{A} L$ is a regular ring.
Theorem 32.6 (H. Mizutani). Let $R$ be a regular ring. If the weak Jacobian condition (WJ) of $\S 30$ holds for $R\left[X_{1}, \ldots, X_{n}\right]$ for every $n \geqslant 0$, then $R$ is a Gring.
Proof. Since ( $W J$ ) is inherited by any localisation we can assume that $R$ is local. We prove that the condition of Theorem 5 holds. Set $R_{n}=$ $R\left(X_{1}, \ldots, X_{n}\right]$. Any integral domain $C$ which is finite as an $R$-module can be expressed as $C=R_{n} / Q$ with $Q \in \operatorname{Spec}\left(R_{n}\right)$ for some $n$. Let $\mathfrak{m}$ be a maximal ideal of $C, M$ the maximal ideal of $R_{n}$ corresponding to m , and $S=\left(R_{n}\right)_{M}$; then it is enough to show that $\left(S^{*}\right)_{P} / Q\left(S^{*}\right)_{P}$ is regular for every $P \in \operatorname{Spec}\left(S^{*}\right)$ with $P \cap S=Q S$. If ht $Q=r$ then ht $Q\left(S^{*}\right)_{P}=r$, and by assumption there exist $D_{1}, \ldots, D_{r} \in \operatorname{Der}\left(R_{n}\right)$ and $f_{1}, \ldots, f_{r} \in Q$ such that $\operatorname{det}\left(D_{i} f_{j}\right) \notin Q$. Now $D_{i}$ has a natural extension to $S$, and then to $S^{*}$, and since $P \cap R_{n}=Q$, we have $\operatorname{det}\left(D_{i} f_{j}\right) \notin P$, so that by Theorem $30.4,\left(S^{*}\right)_{P} / Q\left(S^{*}\right)_{P}$ is regular. Corollary. A ring which is finitely generated over a field, or a localisation of such a ring, is a G-ring.
Proof. It follows from the definition that a quotient or localisation of a G-ring is again a G-ring, so that we need only show that for a field $k$, the ring $k\left[X_{1}, \ldots, X_{n}\right]$ is a G -ring; but by Theorems 30.3 and 30.5 , (WJ) holds in $k\left[X_{1}, \ldots, X_{n+m}\right]$, so that $k\left[X_{1}, \ldots, X_{n}\right]$ is a G-ring by the theorem.
Remark 1. The local rings which appear in algebraic geometry are essen-
tially of finite type over a field, and therefore G-rings. Hence for these rings, properties such as reduced and normal pass to the completion.

Remark 2. If $R$ is a regular ring containing a field of characteristic 0 , and (WJ) holds in $R$, then by Ex. 30.4, it also holds in $R\left[X_{1}, \ldots, X_{n}\right]$. Hence $R$ and $R\left[X_{1}, \ldots, X_{n}\right]$ are G-rings. In particular by Theorem 30.8, rings of convergent power series over $\mathbb{R}$ and $\mathbb{C}$ are G-rings.

A theorem proved by Grothendieck asserts that if $A$ is a G-ring, then so is $A[X]$; the proof is very hard, and we omit it, referring only to [M], Theorem 77. The analogous statement for $A \llbracket X \rrbracket$ remained unsolved for a long time, but was recently proved for a semilocal ring $A$ by C. Rotthaus [3]. In the non-semilocal case she proved in [4] that, if $A$ is a finite-dimensional excellent ring containing the rational numbers, then $A \llbracket X \rrbracket$ is excellent. On the other hand, Nishimura [3] showed that there exists a $G$-ring $A$ such that $A \llbracket X \rrbracket$ is not a $G$-ring.

Nagata [8] studied the condition that $\operatorname{Reg}(A)$ is open in $\operatorname{Spec} \mathrm{A}$; putting together Nagata's work with his own theory of G-rings, Grothendieck gave the definition of excellent ring in [G2].

Definition. A Noetherian ring $A$ is excellent if it satisfies the following three conditions:
(1) $A$ is universally catenary;
(2) $A$ is a G-ring;
(3) $\operatorname{Reg}(B) \subset \operatorname{Spec} B$ is open for every finitely generated $A$-algebra $B$. A Noetherian ring satisfying (2) and (3) is said to be quasi-excellent.
One can prove that the classes of rings satisfying each of (1), (2) and (3) are closed under localisation, finitely generated extensions and passing to quotients. It can also be proved that (2) implies (3) for semilocal Noetherian rings. A complete Noetherian local ring is excellent, as are practically all Nocthcrian rings in applications. For more information on excellent rings, see [M], Ch. 13, or [G2].
R.Y. Sharp [5] defined the notion of an acceptable ring, replacing condition (2) by the condition that all formal fibres of all localisations of $A$ are Gorenstein, and replacing $\operatorname{Reg}(B)$ by $\operatorname{Gor}(B)$ in (3), and showed that the resulting theory is analogous to the theory of excellent rings (see also Greco-Marinari [1], Sharp [6]).

Using his cohomology theory, M. André [1] proved the following theorem. Let $A, B$ be Noetherian local rings, and $\varphi: A \longrightarrow B$ a local homomorphism; suppose that $A$ is quasi-excellent and $B$ is $\mathrm{m}_{B}$-smooth over $A$, where $\mathrm{m}_{B}=\operatorname{rad}(B)$; then $\varphi$ is regular. This is an extremely strong theorem; the result of Rotthaus mentioned above also makes use of this.

## 33 Some other applications

## Dimension of intersection

Let $k$ be a field and $V$ and $W$ irreducible algebraic varieties in affine $n$-space over $k$. (Here one may either assume that $k$ is algebraically closed and identify the varieties with the corresponding subsets of $k^{n}$, or take the scheme-theoretic viewpoint.) Then it is well known that every irreducible component of $V \cap W$ has dimension $\geqslant \operatorname{dim} V+\operatorname{dim} W-n$. Algebraically, this is equivalent to the following theorem.

Let $P$ and $P^{\prime}$ be two prime ideals in the polynomial ring $R=$ $k\left[X_{1}, \ldots, X_{n}\right]$ over a field $k$, and let $Q$ be a minimal prime divisor of $P+P^{\prime}$. Then

$$
\operatorname{dim} R / Q \geqslant \operatorname{dim}(R / P)+\operatorname{dim}\left(R / P^{\prime}\right)-n,
$$

or equivalently,
( $\left.^{*}\right) \quad$ ht $Q \leqslant$ ht $P+$ ht $P^{\prime}$.
The idea of the proof consists of transforming the intersection $V \cap W$ in $k^{n}$ into the intersection $\Delta \cap(V \times W)$ in $k^{2 n}$, where $\Delta$ is the diagonal, and availing oneself of the fact that $\Delta$ is defined by $n$ equations $x_{i}-y_{i}=0$, for $i=1, \ldots, n$ (see [M], p. 93).

Now in algebraic geometry, the theorem remains true if one replaces affine $n$-space by a non-singular (smooth) variety; namely, if $V$ and $W$ are irreducible subvarieties of a non-singular variety $U$, then every irreducible component of $V \cap W$ has dimension $\geqslant \operatorname{dim} V+\operatorname{dim} W-\operatorname{dim} U$. Algebraically, the inequality $\left(^{*}\right)$ still holds if $R$ is an arbitrary regular local ring containing a field. One can easily reduce to the case where $R$ is complete, and then by I.S. Cohen's structure theorem $R$ is isomorphic to $k \llbracket X_{1}, \ldots, X_{n} \rrbracket$, and so one can apply the same diagonal trick. Thus it is clear that $\left({ }^{*}\right)$ holds in an arbitrary regular local ring of equal characteristic. How about the unequal characteristic case? If $R$ is unramified, then its completion $R^{*}$ is a formal power series ring over a DVR by Theorem 29.7, and a slight modification of the argument used in the case of $k\left[X_{1}, \ldots, X_{n}\right]$ suffices. When $R$ is ramified, by Theorem $29.8, R^{*}$ is of the form $D \llbracket X_{1}, \ldots, X_{n} \rrbracket /(f)$, where $D$ is a complete DVR and $f$ is an Eisenstein polynomial. Using this, and applying his deep results on intersection multiplicity, J.-P. Serre proved the inequality $\left(^{*}\right)$ for general regular local rings $R$ in Chapter V of his book [Se]. We recommend this excellent book to the reader.

## Integral closure of a Noetherian integral domain

Let $A$ be a Noetherian integral domain with field of fractions $K$, and let $A^{\prime}$ denote the integral closure of $A$ in $K$ (the so-called derived normal
ring of $A$ ). Is $A^{\prime}$ a finite module over $A$ ? This is a difficult question, and the answer is no in general. When $A$ is finitely generated over a field $k$ (the case encountered in algebraic geometry) it is easy to prove finiteness. We need the following two lemmas.

Lemma 1. Let $A$ be a Noetherian normal integral domain with field of fractions $K$; suppose that $L$ is a finite separable extension of $K$, and let $A^{\prime}$ be the integral closure of $A$ in $L$. Then $A^{\prime}$ is a finite $A$-module.

Proof. By enlarging $L$ if necessary we can assume that $L$ is a Galois extension of $K$. Write $G=\left\{\sigma_{i} \mid 1 \leqslant i \leqslant n\right\}$ for the Galois group of $L / K$, where $n=[L: K]$, and let $y_{1}, \ldots, y_{n}$ be elements of $A^{\prime}$ which form a basis of $L$ over $K$. If $z \in A^{\prime}$ and $z=\sum_{i}^{n} c_{j} Y_{j}$ with $c_{j} \in K$, then $\sigma_{i} z=\sum_{j} c_{j} \sigma_{i} y_{j}$ for $i=1, \ldots, n$, and hence $c_{j}=C_{j} / D$, where $D=\operatorname{det}\left(\sigma_{i} y_{j}\right)$ and $C_{j} \in A^{\prime}$. Putting $d=D^{2}$ we see $d \in K$. In fact it is easy to see that $d=\left(\operatorname{tr}_{L / K}\left(y_{i} y_{j}\right)\right)$ is the discriminant of the separable $K$-algebra $L$ (see p. 198). It follows that $d \neq 0$ and $d c_{j} \in A^{\prime} \cap K=A$ for all $j$. Therefore $A^{\prime}$ is contained in the finite $A$-module $\sum_{j} A d^{-1} y_{j}$, so that $A^{\prime}$ itself is finite over $A$.

Lemma 2 (Normalisation theorem of E. Noether). Let $A=k\left[x_{1}, \ldots, x_{n}\right]$ be a finitely generated algebra over a field $k$; then there exist $y_{1}, \ldots, y_{r} \in A$ which are algebraically independent over $k$ such that $A$ is integral over $k\left[y_{1}, \ldots, y_{r}\right]$.
Proof. Here we assume that $k$ is an infinite field, referring the reader to [M], (14.G) or [N1], (14.4) for the general case. Suppose $x_{1}, \ldots, x_{n}$ are algebraically dependent over $k$, and let $f\left(x_{1}, \ldots, x_{n}\right)=0$ be a relation, where $f\left(X_{1}, \ldots, X_{n}\right)$ is a non-zero polynomial with coefficients in $k$. Write $d$ for the degree of $f$ and let $f_{d}\left(X_{1}, \ldots, X_{n}\right)$ be the homogeneous part of $f$ of degree $d$. Take $c_{1}, \ldots, c_{n-1} \in k$ such that $f_{d}\left(c_{1}, \ldots, c_{n-1}, 1\right) \neq 0$, and set $y_{i}=x_{i}-c_{i} x_{n}$ for $i=1, \ldots, n-1$. Then

$$
\begin{aligned}
0 & =f\left(x_{1}, \ldots, x_{n}\right)=f\left(y_{1}+c_{1} x_{n}, \ldots, y_{n-1}+c_{n-1} x_{n}, x_{n}\right) \\
& =f_{d}\left(c_{1}, \ldots, c_{n-1}, 1\right) x_{n}^{d}+g_{1} x_{n}^{d-1}+\cdots+g_{d},
\end{aligned}
$$

with $g_{i} \in k\left[y_{1}, \ldots, y_{n-1}\right]$, so that $x_{n}$ is integral over $k\left[y_{1}, \ldots, y_{n-1}\right]$. Then $x_{i}=y_{i}+c_{i} x_{n}$, for $i=1, \ldots, n-1$, are also integral over $k\left[y_{1}, \ldots, y_{n-1}\right]$, hence $A$ is integral over $k\left[y_{1}, \ldots, y_{n-1}\right]$. Thus the assertion is proved by induction on $n$.

Now let $A$ be a finitely generated integral domain over $k$, with field of fractions $K$ and derived normal ring $A^{\prime}$. Take $y_{1}, \ldots, y_{r} \in A$ as in Lemma 2, so that $A^{\prime}$ is also the integral closure of $k\left[y_{1}, \ldots, y_{r}\right]$ in $K$. Set $K^{\prime}$ $=k\left(y_{1}, \ldots, y_{r}\right)$. Then $K$ is a finite algebraic extension of $K^{\prime}$. If this extension is separable then $A^{\prime}$ is finite over $k\left[y_{1}, \ldots, y_{r}\right]$ by Lemma 1 , hence is also finite over $A$. If $K$ is inseparable over $K^{\prime}$, let $p=\operatorname{char} K$. Then there is a
purely inseparable finite extension $K^{\prime \prime}$ of $K^{\prime}$ such that $K\left(K^{\prime \prime}\right)$ is separable over $K^{\prime \prime}$. Therefore it suffices to prove that the integral closure of $k\left[y_{1}, \ldots, y_{r}\right]$ in $K^{\prime \prime}$ is finite over it. But $K^{\prime \prime}$ is contained in a field $L$ which is obtained by adjoining to $K^{\prime}$ the $q$ th roots of a finite number of elements $a_{1}, \ldots, a_{s}$ of $k$ and also the $q$ th roots of $y_{1}, \ldots, y_{r}$, where $q$ is a sufficiently high power of $p$. Then the integral closure of $k\left[y_{1}, \ldots, y_{r}\right]$ in $L$ is $k^{\prime}\left[y_{1}^{1 / q}, \ldots, y_{r}^{1 / q}\right]$, where $k^{\prime}=k\left(a_{1}^{1 / q}, \ldots, a_{s}^{1 / q}\right)$, and it is clear that $k^{\prime}\left[y_{1}^{1 / q}, \ldots, y_{r}^{1 / q}\right]$ is finite over $k\left[y_{1}, \ldots, y_{r}\right]$. This completes the proof of finiteness of $A^{\prime}$ over $A$.

When $A$ is a complete Noetherian local domain one can prove the finiteness of $A^{\prime}$ along the same line as above. Using Theorem 29.4, (iii), instead of Lemma 2, one reduces to proving the finiteness of the integral closure of a complete regular local ring $A$ in a finite extension $L$ of the field of fractions $K$ of $A$. If char $K=0$ this is proved by Lemma 1 , so that we can assume char $K=p>0$. Then $A=k \llbracket X_{1}, \ldots, X_{n} \rrbracket$ is a formal power series ring over a field $k$. We can also assume, as in the above proof, that $L$ is purely inseparable over $K$, so that there is a power $q=p^{m}$ of $p$ such that $L \subset K^{1 / q}$. But there is one problem. Since a formal power series has infinitely many coefficients, it may not be possible to find a finite extension $k_{0}$ of $k$ such that $L \subset k_{0}((\underline{Y}))$, where $\underline{Y}=\left(Y_{1}, \ldots, Y_{n}\right), Y_{i}=X_{i}^{1 / q}$ and $k_{0}((\underline{Y}))$ denotes the field of fractions of $k_{0}[\underline{Y} \rrbracket$. One can overcome this difficulty either by an argument of Nagata in [N1, p.113], or (following J. Tate) by induction on $n$ as follows:

We may assume that $Y_{i}=X_{i}^{1 / q} \in L(1 \leqslant i \leqslant n)$. Since $A$ is normal we have $A^{\prime}=\left\{f \in L \mid f^{q} \in A\right\}$. Set $P=X_{1} A, Q=Y_{1} A^{\prime}$; then $Q=\left\{f \in L \mid f^{q} \in P\right\}$, so that $Q$ is the only prime ideal lying over $P$. Now $A_{P}$ and $A_{Q}^{\prime}$ are DVRs by Theorem 11.2 (3), and their fields of fractions are $L$ and $K$ respectively. Let $\kappa^{\prime}$ and $\kappa$ be their residue fields; then $\left[\kappa^{\prime}: \kappa\right] \leqslant[L: K]$ by Ex.10.8. Since $A^{\prime} / Q$ is contained in the integral closure of $A / P=k\left[X_{2}, \ldots, X_{n}\right]$ in $\kappa^{\prime}$, by the induction hypothesis, $A^{\prime} / Q$ is finite over $A / P$. Since

$$
Q^{i} / Q^{i+1}=Y_{1}^{i} A^{\prime} / Y_{1}^{i+1} A^{\prime} \simeq A^{\prime} / Q \text { and } Q^{q}=P A^{\prime}
$$

we see that $A^{\prime} / P A^{\prime}$ is finite over $A / P$. Moreover, $A^{\prime}$ is separated in the $P$-adic topology (which is the same as the $Y_{1}$-adic topology), because $\left.A^{\prime} \subset k^{1 / q} \llbracket Y_{1}, \ldots, Y_{n}\right]$. Since $A$ is $P$-adically complete, $A^{\prime}$ is finite over $A$ by Theorem 8.4.

From this result it is easy to derive the following theorem: If $A$ is $a$ Noetherian local ring whose completion $A^{*}$ is reduced, then the integral closure $A^{\prime}$ of $A$ in its total ring of fractions is finite over $A$. See [M] p. 237.

On the other hand, if $A$ is not reduced and if the maximal ideal $m$ contains
a regular element (that is, a non-zero-divisor), then $A^{\prime}$ is not finite over $A$ (K rull [2]). In fact, if $x \neq 0$ is nilpotent, take a regular element $s$ such that $x \notin s A$; (it is possible to find such an $s$ since $\bigcap \mathrm{m}^{i}=(0)$ ). Then the elements $x / s^{j}$ (for $j=1,2,3, \ldots$ ) belong to $A^{\prime}$. If $A^{\prime}$ is finite over $A$ then there must be some integer $n$ such that $s^{n}\left(x / s^{j}\right) \in A$ for all $j$. But then $x \in \bigcap_{r>0} s^{r} A=(0)$, a contradiction.

Suppose ( $A, \mathfrak{m}$ ) is a one-dimensional Noetherian local integral domain. Then $A^{*}$ is reduced if and only if $A^{\prime}$ is finite over $A$ (Krull [2]). In fact, if $A^{\prime}$ is finite over $A$ then it is a semilocal ring, and for each maximal ideal $P$ of $A^{\prime}$ the local ring $\left(A^{\prime}\right)_{P}$ is a DVR. The $\operatorname{rad}\left(A^{\prime}\right)$-adic topology of $A^{\prime}$ coincides with the m-adic topology, and the completion $A^{\prime *}$ of $A^{\prime}$ with respect to this topology is a direct product of complete DVRs by Theorem 8.15 , hence is reduced. On the other hand it coincides with $A^{*} \otimes_{A} A^{\prime}$ by Theorem 8.7. Since $0 \rightarrow A \longrightarrow A^{\prime}$ is exact, $0 \rightarrow A^{*} \longrightarrow A^{*} \otimes A^{\prime}$ is also exact. Therefore $A^{*}$ is reduced. The converse holds, as already mentioned, without the restriction on dimension.

Rees [9] proved that a reduced Noetherian local ring $A$ has reduced completion $A^{*}$ if and only if for every finite subset $\Gamma$ of the total ring of fractions $K$ of $A$, the integral closure of $A[\Gamma]$ in $K$ is finite over $A[\Gamma]$.

Akizuki [1] constructed the first example of a one-dimensional Noetherian local integral domain with non-reduced completion (see also LarfeldtLech [1]). To avoid such pathology, Nagata [N1] defined and studied the class of pseudo-geometric rings, which were called 'anneaux universellement japonais' by Grothendieck ([G1], [G2]). These are now known as 'Nagata rings' ([M], [B9]). A Noetherian ring $A$ is called a Nagata ring if for every prime ideal $P$ of $A$ and for every finite extension field $L$ of the field of fractions $\kappa(P)$ of $A / P$, the integral closure of $A / P$ in $L$ is finite over $A / P$. For the basic properties of Nagata rings, see [M], §31. An alternative definition is the following: a Noetherian ring $A$ is a Nagata ring if (1) for every maximal ideal $\mathfrak{m}$ the formal fibres of $A_{m}$ are geometrically reduced, and (2) for every finite $A$-algebra $B$ which is an integral domain, the set $\operatorname{Nor}(B)=\left\{P \in \operatorname{Spec} B \mid B_{P}\right.$ is normal $\}$ is open in $\operatorname{Spec} B$. The equivalence of these two definitions can easily be proved from [G2], (7.6.4) and (7.7.2).

Although the integral closure $A^{\prime}$ of a Noetherian integral domain $A$ may fail to be finite over $A$, it is a Krull ring by the theorem of Mori-Nagata mentioned in §12. Because of its importance we quote here the theorem in full.

Mori-Nagata integral closure theorem. Let $A$ be a Noetherian integral domain and let $A^{\prime}$ be its derived normal ring. Then (1) $A^{\prime}$ is a Krull ring, and (2) for every prime ideal $P$ of $A$ there are only finitely many prime ideals $P^{\prime}$ of
$A^{\prime}$ lying over $P$, and for each such $P^{\prime}$ the field of fractions $\kappa\left(P^{\prime}\right)$ of $A^{\prime} / P^{\prime}$ is finite over $\kappa(P)$.

For a proof, see [N1], (33.10). This proof depends on I.S. Cohen's structure theorem. There are also more recent proofs which do not use the structure theorem (Nishimura [2], Querré [1], Kiyek [1]).

Note that $A^{\prime}$ is Noetherian if $\operatorname{dim} A \leqslant 2$. This follows easily from the above theorem, Theorem 11.7 (Krull-Akizuki) and Theorem 12.7 (MoriNishimura). When $\operatorname{dim} A=3$, Nagata constructed a counter-example ([N1], p. 207).

Theorem 28.9 , which is due to Grothendieck and is not proved in this book, was given a new proof by Radu [5]. This interesting proof depends heavily on I.S. Cohen's structure theorem. The same remark applies also to Andre's proof [1] of the theorem mentioned at the end of $\$ 32$.
I.S. Cohen's structure theorem is also at the basis of the theories of canonical modules ([HK]) and of dualising complexes (Sharp [3], [5]). Here, the fact that a complete Noetherian local ring is a quotient of a Gorenstein ring is important.

## Appendix A

## Tensor products, direct and inverse limits

## Tensor products

Let $A$ be a ring, $L, M$ and $N$ three $A$-modules. We say that a map $\varphi: M \times N \longrightarrow L$ is bilinear if fixing either of the entries it is $A$-lincar in the other, that is if

$$
\begin{array}{ll}
\varphi\left(x+x^{\prime}, y\right)=\varphi(x, y)+\varphi\left(x^{\prime}, y\right), & \varphi(a x, y)=a \varphi(x, y), \\
\varphi\left(x, y+y^{\prime}\right)=\varphi(x, y)+\varphi\left(x, y^{\prime}\right), & \varphi(x, a y)=a \varphi(x, y) .
\end{array}
$$

Write $\mathscr{L}(M, N ; L)$ or $\mathscr{L}_{A}(M, N ; L)$ for the set of all bilinear maps from $M \times N$ to $L$; as with $\operatorname{Hom}(M, L)$, this has an $A$-module structure (since we are assuming that $A$ is commutative).

If $g: L \longrightarrow L^{\prime}$ is an $A$-linear map and $\varphi \in \mathscr{L}(M, N ; L)$ then $g^{\circ} \varphi \in \mathscr{L}\left(M, N ; L^{\prime}\right)$. Bearing this in mind, for given $M$ and $N$, consider a bilinear map $\otimes: M \times N \longrightarrow L_{0}$ having the following property, where we write $x \otimes y$ instead of $\otimes(x, y)$ : for any $A$-module $L$ and any $\varphi \in \mathscr{L}(M, N ; L)$ there exists a unique $A$-linear map $g: L_{0} \longrightarrow L$ satisfying

$$
g(x \otimes y)=\varphi(x, y) .
$$

If this holds we say that $L_{0}$ is the tensor product of $M$ and $N$ over $A$, and write $L_{0}=M \otimes_{A} N$; we sometimes omit $A$ and write $M \otimes N$. As usual with this kind of definition, $M \otimes_{A} N$, assuming it exists, is uniquely determined up to isomorphism. To prove existence, write $F$ for the free $A$-module with basis the set $M \times N$, and let $R \subset F$ be the submodule generated by all elements of the form

$$
\begin{array}{ll}
\left(x+x^{\prime}, y\right)-(x, y)-\left(x^{\prime}, y\right), & (a x, y)-a(x, y) \\
\left(x, y+y^{\prime}\right)-(x, y)-\left(x, y^{\prime}\right), & (x, a y)-a(x, y) .
\end{array}
$$

Then set $L_{0}=F / R$ and write $x \otimes y$ for the image in $L_{0}$ of $(x, y) \in F$. It is now easy to check that $L_{0}$ and $\otimes$ satisfy the above condition.

Note that the general element of $M \otimes_{A} N$ is a sum of the form $\sum x_{i} \otimes y_{i}$, and cannot necessarily be written $x \otimes y$.

For $A$-modules $M, N$ and $L$ the definition of tensor product gives: Formula 1. $\operatorname{Hom}_{A}\left(M \otimes_{A} N, L\right) \simeq \mathscr{L}(M, N ; L)$.

The canonical isomorphism is obtained by taking an element $\varphi$ of the right-hand side to the element $g$ of the left-hand side satisfying $g(x \otimes y)=$ $\varphi(x, y)$.

We can define multilinear maps from an $r$-fold product of $A$-modules $M_{1}, \ldots, M_{r}$ to an $A$-module $L$ just as in the bilinear case, and get modules $\mathscr{L}\left(M_{1}, \ldots, M_{r} ; L\right)$ and $M_{1} \otimes_{A} \cdots \otimes_{A} M_{r}$; the following 'associative law' then holds:
Formula 2. $\left(M \otimes_{A} M^{\prime}\right) \otimes_{A} M^{\prime \prime}=M \otimes_{A} M^{\prime} \otimes_{A} M^{\prime \prime}=M \otimes_{A}\left(M^{\prime} \otimes_{A} M^{\prime \prime}\right)$.
For example, for the first equality it is enough to check that the trilinear map $M \times M^{\prime} \times M^{\prime \prime} \longrightarrow\left(M \otimes M^{\prime}\right) \otimes M^{\prime \prime}$ given by $(x, y, z) \mapsto(x \otimes y) \otimes z$ has the universal property for trilinear maps, and this is easy. The following Formulas 3,4 and 5 are also easy:
Formula 3. $M \otimes_{A} N \simeq N \otimes_{A} M$ (by $\left.x \otimes y \leftrightarrow y \otimes x\right)$.
Formula 4. $M \otimes_{A} A=M$.
Formula 5. $\left(\oplus_{\lambda} M_{\lambda}\right) \otimes_{A} N=\oplus_{\lambda}\left(M_{\lambda} \otimes_{A} N\right)$.
If $f: M \longrightarrow M^{\prime}$ and $g: N \longrightarrow N^{\prime}$ are both $A$-linear then $(x, y) \mapsto$ $f(x) \otimes g(y)$ is a bilinear map from $M \times N$ to $M^{\prime} \otimes_{A} N^{\prime}$, and so it defines a linear map $M \otimes_{A} N \longrightarrow M^{\prime} \otimes_{A} N^{\prime}$, which we denote $f \otimes g$. From the definition we have:
Formula 6: $(f \otimes g)\left(\sum_{i} x_{i} \otimes y_{i}\right)=\sum_{i} f\left(x_{i}\right) \otimes g\left(y_{i}\right)$.
In particular, if both $f$ and $g$ are surjective then we see from this that $f \otimes g$ is surjective; its kernel is generated by $\{x \otimes y \mid f(x)=0$ or $g(y)=0\}$. Indeed, let $T \subset M \otimes N$ be the submodule generated by this set; then $T \subset \operatorname{ker}(f \otimes g)$ so that $f \otimes g$ induces a linear map $\alpha:(M \otimes N) / T \longrightarrow M^{\prime} \otimes N^{\prime}$; furthermore, we can define a bilinear map $M^{\prime} \times N^{\prime} \longrightarrow(M \otimes N) / T$ by

$$
\left(x^{\prime}, y^{\prime}\right) \mapsto(x \otimes y \bmod T), \quad \text { where } f(x)=x^{\prime}, g(y)=y^{\prime}
$$

since a different choice of inverse images $x$ and $y$ leads to a difference belonging to $T$. This defines a linear map $\beta: M^{\prime} \otimes N^{\prime} \longrightarrow(M \otimes N) / T$, which is obviously an inverse of $\alpha$. We summarise the above (writing 1 for the identity maps):
Formula 7. Suppose given exact sequences

$$
0 \rightarrow K \xrightarrow{i} M \xrightarrow{f} M^{\prime} \rightarrow 0 \text { and } 0 \rightarrow L \xrightarrow{j} N \xrightarrow{g} N^{\prime} \rightarrow 0 ;
$$

then $M^{\prime} \otimes N^{\prime} \simeq(M \otimes N) / T$, where

$$
T=(i \otimes 1)(K \otimes N)+(1 \otimes j)(M \otimes L)
$$

Formula 8 (right-exactness of the tensor product). If

$$
M_{1} \xrightarrow{f} M_{2} \xrightarrow{g} M_{3} \rightarrow 0
$$

is an exact sequence then so is

$$
M_{1} \otimes N \xrightarrow{f \otimes 1} M_{2} \otimes N \xrightarrow{g \otimes 1} M_{3} \otimes N \rightarrow 0 .
$$

In general, even if $f: M \longrightarrow M^{\prime}$ is injective, $f \otimes 1: M \otimes N \longrightarrow M^{\prime} \otimes N$ need
not be. (Counter-example: let $A=\mathbb{Z}$ and $N=\mathbb{Z} / n \mathbb{Z}$ for some $n>1$. Let $f: \mathbb{Z} \longrightarrow \mathbb{Z}$ be multiplication by $n$; then $\mathbb{Z} \otimes_{Z} N \simeq N \neq 0$, but $f \otimes 1: N \xrightarrow{n} N$ is the zero map, and so is not injective.) However, if $\operatorname{Im} f$ is a direct summand of $M^{\prime}$ (in which case we say that the exact sequence $0 \rightarrow M \xrightarrow{f}$ $M^{\prime} \longrightarrow M^{\prime} / M \rightarrow 0$ splits), then there is a map $g: M^{\prime} \longrightarrow M$ such that $g f=1$.

$$
(g \otimes 1)(f \otimes 1)=g f \otimes 1=1 \otimes 1
$$

is the identity map of $M \otimes N$, and hence $f \otimes 1$ is injective, and the sequence $0 \rightarrow M \otimes N \longrightarrow M^{\prime} \otimes N \longrightarrow\left(M^{\prime} / M\right) \otimes N \rightarrow 0$ is split. In particular if $A$ is a field then any submodule is a direct summand, so that the operation $\otimes N$ takes exact sequences into exact sequences; in other word, $\otimes N$ is an exact functor. For an arbitrary ring $A$, an $A$-module $N$ is said to be flat if $\otimes N$ is an exact functor. For more on this see $\S 7$.

## Change of coefficient ring

Let $A$ and $B$ be rings, and $P$ a two-sided $A$ - $B$-module; that is, for $a \in A$, $b \in B$ and $x \in P$ the products $a x$ and $x b$ are defined, and in addition to the usual conditions for $A$-modules and $B$-modules we assume that

$$
(a x) b=a(x b)
$$

Then multiplication by an element $b \in B$ induces an $A$-linear map of $P$ to itself, which we continue to denote by $b$. This determines a map $1 \otimes b: M \otimes_{A} P \longrightarrow M \otimes_{A} P$ for any $A$-module $M$, and by definition we take this to be scalar multiplication by $b$ in $M \otimes_{A} P$; that is, we set $\left(\sum y_{i} \otimes x_{i}\right) b=\sum y_{i} \otimes x_{i} b$ for $y_{i} \in M$ and $x_{i} \in P$.

If $N$ is a $B$-module, then for $\varphi \in \operatorname{Hom}_{B}(P, N)$ we define the product $\varphi a$ of $\varphi$ and $a \in A$ by

$$
(\varphi a)(x)=\varphi(a x) \quad \text { for } \quad x \in P
$$

we have $\varphi a \in \operatorname{Hom}_{B}(P, N)$, and this makes $\operatorname{Hom}_{B}(P, N)$ into an $A$-module.
Formula 9. $\operatorname{Hom}_{A}\left(M, \operatorname{Hom}_{B}(P, N)\right) \simeq \operatorname{Hom}_{B}\left(M \otimes_{A} P, N\right)$.
Formula 10. $\left(M \otimes_{A} P\right) \otimes_{B} N \simeq M \otimes_{A}\left(P \otimes_{B} N\right)$.
Both of these are easy to prove, and we leave them to the reader. Formula 10 generalises Formula 2.

Given a ring homomorphism $\lambda: A \longrightarrow B$, we can think of $B$ as a twosided $A$ - $B$-module by setting $a b=\lambda(a) b$; then for any $A$-module $M, M \otimes_{A} B$ is a $B$-module, called the extension of scalars in $M$ from $A$ to $B$, and written $M_{(B)}$. For $A$-modules $M$ and $M^{\prime}$ the following formula holds, so that tensor product commutes with change of scalars.
Formula 11. $\left(M \otimes_{A} B\right) \otimes_{B}\left(M^{\prime} \otimes_{A} B\right)=\left(M \otimes_{A} M^{\prime}\right) \otimes_{A} B$.
Indeed, using Formulas 10,4 and 2 , the left-hand side is equal to $M \otimes_{A}\left(B \otimes_{B}\left(M^{\prime} \otimes_{A} B\right)\right)=M \otimes_{A}\left(M^{\prime} \otimes_{A} B\right)=\left(M \otimes_{A} M^{\prime}\right) \otimes_{A} B$.

## Tensor product of A-algebras

Given a ring homomorphism $\lambda: A \longrightarrow B$ we say that $B$ is an $A$-algebra. Let $B^{\prime}$ be another $A$-algebra defincd by $\lambda^{\prime}: A \longrightarrow B^{\prime}$. We say that a map $f: B \longrightarrow B^{\prime}$ is a homomorphism of $A$-algebras if it is a ring homomorphism satisfying $\lambda^{\prime}=f \circ \lambda$. If $B$ and $C$ are $A$-algebras, then we can take the tensor product $B \otimes_{A} C$ of $B$ and $C$ as $A$-modules and this is again an $A$-algebra. That is, we define the product by

$$
\left(\sum_{i} b_{i} \otimes c_{i}\right)\left(\sum_{j} b_{j}^{\prime} \otimes c_{j}^{\prime}\right)=\sum_{i, j} b_{i} b_{j}^{\prime} \otimes c_{i} c_{j}^{\prime}
$$

and the ring homomorphism $A \longrightarrow B \otimes C$ by $a \mapsto a \otimes \mathbb{1}(=1 \otimes a)$. The fact that the above product is well-defined can easily be seen using the bilinearity of $b b^{\prime} \otimes c c^{\prime}$ with respect to both $(b, c)$ and $\left(b^{\prime}, c^{\prime}\right)$. The algebra $B \otimes C$ contains $B \otimes 1$ (short for the subset $\{b \otimes 1 \mid b \in B\} \subset B \otimes C$ ) and $1 \otimes C$ as subalgebras, and is generated by these. Note that $B \otimes 1$ is not necessarily isomorphic to $B$.

Example 1. If $\mathfrak{a}$ is an ideal of $A$ and $C=A / \mathfrak{a}$, then $B \otimes_{A} C=B \otimes_{A}(A / \mathfrak{a})=$ $B / a B$, and the above $B \otimes 1$ is also equal to $B / a B$.

Example 2. If $B$ is an $A$-algebra and $A[X]$ is the polynomial ring over $A$ then $B \otimes_{A} A[X]$ can be identified with $B[X]$. Indeed, $A[X]$ is a free $A$ module with basis $\left\{X^{v} \mid v=0,1,2, \ldots\right\}$, so that $B \otimes_{A} A[X]$ is also the free $B$-module with basis $\left\{X^{v}\right\}$, and is isomorphic to $B[X]$ both as an $A$-module and as a ring. Similarly for the polynomial ring in several variables.

## Direct limits

A directed set is a partially ordered set $\Lambda$ such that for any $\lambda, \mu \in \Lambda$ there exists $v \in \Lambda$ with $\lambda \leqslant v$ and $\mu \leqslant v$. For example, a totally ordered set is directed; the set of finite subsets of a set $S$, ordered by inclusion, is a directed set which is not totally ordered.
Suppose that for each element $\lambda$ of a directed set $\Lambda$ we are given a set $M_{\lambda}$, and whenever $\lambda \leqslant \mu$ we are given a map $f_{\mu \lambda}: M_{\lambda} \longrightarrow M_{\mu}$ satisfying the conditions

$$
f_{\lambda \lambda}=1, \quad \text { and } f_{v \mu} \circ f_{\mu \lambda}=f_{v \lambda} \text { for } \lambda \leqslant \mu \leqslant v
$$

we express all this data as $\left\{M_{\lambda} ; f_{\mu \lambda}\right\}$, and refer to it as a direct system over $\Lambda$ (or indexed by $\Lambda$ ). If each $M_{\lambda}$ is an $A$-module, and each $f_{\mu \lambda} A$-linear we speak of a direct system of $A$-modules; if each $M_{\lambda}$ is a ring, and each $f_{\mu \lambda}$ a ring homomorphism, a direct system of rings. More generally, we can define direct systems in any category.

Given two direct systems $\mathscr{F}=\left\{M_{\lambda} ; f_{\mu \lambda}\right\}$ and $\mathscr{F}^{\prime}=\left\{M_{\lambda}^{\prime} ; f_{\mu \lambda}^{\prime}\right\}$ indexed by the same set, a morphism $\varphi: \mathscr{F} \longrightarrow \mathscr{F}^{\prime}$ is a system of maps
$\left\{\varphi_{\lambda}: M_{\lambda} \longrightarrow M_{\lambda}^{\prime}\right\}$ such that

$$
f_{\mu \lambda}^{\prime}{ }^{\circ} \varphi_{\lambda}=\varphi_{\mu}{ }^{\circ} f_{\mu \lambda} \quad \text { for } \quad \lambda<\mu .
$$

By a map from $\mathscr{F}$ to a set $X$ we mean a system $\left\{\varphi_{\lambda}\right\}$ of maps $\varphi_{\lambda}: M_{\lambda} \longrightarrow X$ satisfying $\varphi_{\lambda}=\varphi_{\mu}{ }^{\circ} f_{\mu \lambda}$ for $\lambda<\mu$. Now if a map $\psi: \mathscr{F} \longrightarrow M_{\infty}$ from $\mathscr{F}$ to a set $M_{\infty}$ has the universal property for maps from $\mathscr{F}$ to sets, that is, if for any map $\varphi: \mathscr{F} \longrightarrow X$ there exists a unique map $h: M_{\infty} \longrightarrow X$ such that $\varphi_{\lambda}=h{ }^{\circ} \psi_{\lambda}$ for all $\lambda \in \Lambda$, then $M_{\infty}$ is called the direct limit of $\mathscr{F}$, or simply the limit of $\mathscr{F}$, and we write $M_{\infty}=\underline{\lim } M_{\lambda}$, or $M_{\infty}=\lim M_{\lambda}$. As one sees easily from the definition, a map $\varphi: \overparen{\mathscr{F}} \longrightarrow \mathscr{F}^{\prime}$ induces a map $\lim M_{\lambda} \longrightarrow \lim M_{\lambda}^{\prime}$, which in this book we write $\varphi_{\infty}$ or $\lim \varphi$.

The limit of a direct system $\mathscr{F}=\left\{M_{\lambda} ; f_{\mu \lambda}\right\}$ always exists. In order to construct it we do the following: take the disjoint union $\amalg_{\lambda} M_{\lambda}$ of the $M_{\lambda}$, and define a relation $\equiv$ by

$$
x \equiv y \Leftrightarrow\left\{\begin{array}{l}
x \in M_{\lambda}, y \in M_{\mu} \text {, and there exists a } v \\
\text { with } \lambda \leqslant \nu, \mu \leqslant \nu \quad \text { and } f_{v \lambda}(x)=f_{v \mu}(y) .
\end{array}\right.
$$

Then it is easy to see that $\equiv$ is an equivalence relation. We write $M_{\infty}$ for the quotient set $\left(\mathrm{U}_{\lambda} M_{\lambda}\right) / \equiv$, that is the set of equivalence classes under $\equiv$; then one sees easily that $M_{\infty}$ satisfies the conditions for a direct limit. We write $\lim x \in M_{\infty}$ for the equivalence class of $x \in M_{\lambda}$. If $\mathscr{F}$ is a direct system of modules then $M_{\infty}$ can be given a natural structure of $A$-module, and $x \mapsto \lim x$ is an $A$-linear map from $M_{\lambda}$ to $M_{\infty}$. Similarly for direct systems or rings.

The above is general theory. In this book the following two theorems are of particular importance.

Theorem A1. Let $A$ be a ring, $N$ an $A$-module, and let $\mathscr{F}=\left\{M_{\dot{\lambda}} ; f_{\mu \lambda}\right\}$ be a direct system of $\boldsymbol{A}$-modules. Then

$$
\xrightarrow{\lim }\left(M_{\lambda} \otimes_{A} N\right)=\left(\lim M_{\lambda}\right) \otimes_{A} N .
$$

(In other words, tensor product commutes with direct limits.)
Proof. Set $\lim M_{\lambda}=M_{\infty}$ and $\lim \left(M_{\lambda} \otimes N\right)=L_{\infty}$. We write $\varphi_{\lambda}: M_{\lambda} \longrightarrow M_{\infty}$ for the $A$-linear map given by $x \mapsto \lim x$, so that $\left\{\varphi_{\lambda} \otimes 1\right\}$ is a map from the direct system $\left\{M_{\lambda} \otimes N ; f_{\mu \lambda} \otimes 1\right\}$ to the $A$-module $M_{\infty} \otimes N$; this determines a unique $A$-linear map $h: L_{\infty} \longrightarrow M_{\infty} \otimes N$. For $x \in M_{\lambda}$ and $y \in N$ we have $h(\lim (x \otimes y))=(\lim x) \otimes y$. On the other hand, fixing $y \in N$ we can define $g_{\lambda, y}: M_{\lambda} \longrightarrow L_{\infty}$ by $g_{\lambda, y}(x)=\lim (x \otimes y)$, and in the limit we get

$$
g_{y}: M_{\infty} \longrightarrow L_{\infty} .
$$

If $x_{\infty} \in M_{\infty}$ we can write $x_{\infty}=\lim x$ for some $\lambda$ and some $x \in M_{\lambda}$. Then $g_{y}\left(x_{\infty}\right)=g_{\lambda, y}(x)=\lim (x \otimes y)$. From this we can see that $g_{y}\left(x_{\infty}\right)$ is bilinear in $x_{\infty}$ and in $y$, and so defines an $A$-linear map $g: M_{\infty} \otimes N \longrightarrow L_{\infty}$ such that
$g\left(x_{\infty} \otimes y\right)=g_{y}\left(x_{\infty}\right)$. Now it is easy to see that $g$ and $h$ are inverse maps, so that $M_{\infty} \otimes N \cong L_{\infty}$.

Theorem A2. Suppose that we have three direct systems of $A$-modules indexed by the same set $\Lambda, \mathscr{F}^{\prime}=\left\{M_{\lambda}^{\prime} ; f_{\mu \lambda}^{\prime}\right\}, \mathscr{F}=\left\{M_{\lambda} ; f_{\mu \lambda}\right\}$ and $\mathscr{F}^{\prime \prime}=\left\{M_{\lambda}^{\prime \prime} ; f_{\mu \lambda}^{\prime \prime}\right\}$, and maps $\left\{\varphi_{\lambda}\right\}: \mathscr{F}^{\prime} \longrightarrow \mathscr{F}$ and $\left\{\psi_{\lambda}\right\}: \mathscr{F} \longrightarrow \mathscr{F}^{\prime \prime}$ such that for every $\lambda$,

$$
M_{\lambda}^{\prime} \xrightarrow{\varphi_{\lambda}} M_{\lambda} \xrightarrow{\psi_{\lambda}} M_{\lambda}^{\prime \prime}
$$

is an exact sequence; then the sequence obtained in the limit

$$
\lim _{\longrightarrow} M_{\lambda}^{\prime} \xrightarrow{\varphi_{\infty}} \lim _{\longrightarrow} M_{\lambda} \xrightarrow{\psi_{\infty}} \lim _{\lambda} M_{\lambda}^{\prime \prime}
$$

is also exact. (In other words, direct limit is an exact functor.)
Proof. Write $M_{\infty}$ for the limit of $\mathscr{F}$, and let $y_{\infty} \in M_{\infty}$ be such that $\psi_{\infty}\left(y_{\infty}\right)=0$. For some $\lambda$ and $y \in M_{\lambda}$ we can write $y_{\infty}=\lim y$, and then $0=\psi_{\infty}(\lim y)=\lim \psi_{\lambda}(y)$, so that for some $\mu \geqslant \lambda$ we have $f_{\mu \lambda}^{\prime \prime}\left(\psi_{\lambda}(y)\right)=0$; the left-hand side here is equal to $\psi_{\mu}\left(f_{\mu \lambda}(y)\right)$, so that by assumption there is $x \in M_{\mu}^{\prime}$ such that $f_{\mu \lambda}(y)=\varphi_{\mu}(x)$. Thus $y_{\infty}=\lim f_{\mu \lambda}(y)=\lim \varphi_{\mu}(x)$ $=\varphi_{\infty}(\lim x) \in \operatorname{Im}\left(\varphi_{\infty}\right)$. Also, $\psi_{\infty}{ }^{\circ} \varphi_{\infty}=0$ is obvious.

Given an $A$ module $M$, write $\left\{M_{\lambda}\right\}_{\lambda \in \Lambda}$ for the collection of all finitely generated submodules of $M$. We define a partial order on $\Lambda$ by letting $\lambda \leqslant \mu$ if $M_{\lambda} \subset M_{\mu}$; this makes $\Lambda$ into a directed set, and we write $f_{\mu \lambda}: M_{\lambda} \longrightarrow$ $M_{\mu}$ for the natural inclusion. Then $\left\{M_{\lambda} ; f_{\mu \lambda}\right\}$ is a direct system of $A$ modules, the limit of which is the original $M$, that is $M=\underset{\longrightarrow}{\lim } M_{\lambda}$. Hence any $A$-module can be expressed as a direct limit of finitely generated $A$ modules.

In a similar way, given any ring $A$ and a subring $A_{0} \subset A$, we can express $A$ as the direct limit of subrings which are finitely generated over $A_{0}$ as rings. If we take $A_{0}$ to be the minimal subring of $A$ (that is, the image in $A$ of $\mathbb{Z}$ ), then a ring which is finitely generated over $A_{0}$ is Noetherian, and hence every ring is a direct limit of Noetherian rings.

## Inverse limits

Inverse systems and inverse limits are defined as the dual notions to direct systems and direct limits, that is by reversing all the arrows in the definitions. That is, we take a directed set $\Lambda$ as indexing set; an inverse system of sets is the data of a set $M_{\lambda}$ for each $\lambda \in \Lambda$, and of a map $f_{\lambda \mu}: M_{\mu} \longrightarrow M_{\lambda}$ whenever $\lambda \leqslant \mu$, such that

$$
f_{\lambda \lambda}=1, \quad \text { and } \quad f_{\lambda \mu} \circ f_{\mu \nu}=f_{\lambda \nu} \text { for } \quad \lambda \leqslant \mu \leqslant v
$$

we write this as $\left\{M_{\lambda} ; f_{\lambda \mu}\right\}$. A morphism between two inverse systems with the same indexing set, and a map from a set $N$ to an inverse system
$\mathscr{F}=\left\{M_{\lambda} ; f_{\lambda \mu}\right\}$ are defined dually to the case of direct systems. We say that $M_{x}$ is an inverse limit, or projective limit of $\mathscr{F}$, and write $M_{\infty}=\lim M_{\lambda}$, if there is a map $\varphi=\left\{\varphi_{\lambda}\right\}: M_{\infty} \longrightarrow \mathscr{F}$ which has the property that for any set $X$, and any $\operatorname{map} \psi=\left\{\psi_{\lambda}\right\}: X \longrightarrow \mathscr{F}$, there exists a unique map $h: X \longrightarrow M_{\infty}$ such that $\psi_{\lambda}=\varphi_{\lambda}{ }^{\circ} h$ for all $\lambda$. To prove the existence of $\stackrel{\lim }{{ }_{m}} M_{\lambda}$ we only have to let $M_{\infty}$ be the following subset of the direct product $\Pi_{\lambda} M_{\lambda}$ :

$$
M_{\infty}=\left\{\left(x_{\lambda}\right)_{\lambda \in \Lambda} \mid \lambda \leqslant \mu \Rightarrow x_{\lambda}=\varphi_{\lambda \mu}\left(x_{\mu}\right)\right\} .
$$

If each $M_{\lambda}$ is a module and each $\varphi_{\lambda \mu}$ is a linear map then this $M_{\infty}$ is a submodule of the direct product module, and is the inverse limit of modules. In a similar way, the inverse limit of an inverse system of rings is again a ring.

Example. Let $\Lambda=\{1,2,3, \ldots\}$ and let $p$ be a prime number. Consider the inverse system of rings

$$
\mathbb{Z} /(p) \longleftarrow \mathbb{Z} /\left(p^{2}\right) \longleftarrow \mathbb{Z} /\left(p^{3}\right) \longleftarrow \cdots,
$$

where each arrow is the natural homomorphism. The inverse limit $\underset{\leftrightarrows}{ } \mathbb{Z} /\left(p^{n}\right)$ is known as the ring of $p$-adic integers. Its elements are of the form

$$
\left(a_{1}, a_{2}, a_{3}, \ldots\right), \text { with } a_{i} \in \mathbb{Z} /\left(p^{i}\right) \text { and } a_{i} \equiv a_{i-1} \bmod p^{i-1}
$$

addition and multiplication is carried out term-by-term:

$$
\begin{aligned}
& \left(a_{1}, a_{2}, \ldots\right)+\left(b_{1}, b_{2}, \ldots\right)=\left(a_{1}+b_{1}, a_{2}+b_{2}, \ldots\right) \\
& \left(a_{1}, a_{2}, \ldots\right) \cdot\left(b_{1}, b_{2}, \ldots\right)=\left(a_{1} b_{1}, a_{2} b_{2}, \ldots\right) .
\end{aligned}
$$

More generally, if $A$ is any ring and $I$ an ideal of $A$, the inverse limit $\lim A / I^{n}$ of the inverse system of rings $A / I \longleftarrow A / I^{2} \longleftarrow \cdots$ is called the $I$-adic completion of $A$ (see $\S 8$ ).

Taking the inverse limit of an inverse system of modules is a left-exact functor, but is not an exact functor, so that the analog of Theorem A2 for inverse systems does not hold.

Example. Consider the diagram

here $p$ and $n$ are coprime integers, and the arrows marked $\xrightarrow{n}$ are
multiplication by $n$. The rows are exact sequences, and each column defines an inverse system. The left-hand and middle columns have 0 as their inverse limits, but since every arrow in the right-hand column is an isomorphism, the inverse limit is isomorphic to $\mathbb{Z} / n$. Thus going to the inverse limit, we find that $0 \longrightarrow 0 \longrightarrow \mathbb{Z} /(n)$ is exact, but the second arrow is not surjective.

Exercises to Appendix A. Prove the following propositions.
A.1. Let $M$ and $N$ be $A$-modules. If the natural map $M^{\prime} \otimes_{A} N \longrightarrow M \otimes_{A} N$ is injective for every finitely generated submodule $M^{\prime} \subset M$ then the same thing holds for every submodule $M^{\prime} \subset M$.
A.2. Let $A$ be a ring, and $B, C, D$ (commutative) $A$-algebras. Then to give a homomorphism of $A$-algebras from $B \otimes_{A} C$ to $D$ is the same thing as to give a pair of homomorphisms of $A$-algebras $B \longrightarrow D$ and $C \longrightarrow D$; in other words, $B \otimes_{A} C$ is the category-theoretical direct product of $B$ and $C$ in the category of $A$-algebras.

# Appendix B 

## Some homological algebra

Let $A$ be a ring; by a map from an $A$-module into another we mean an $A$-linear map.

## Complexes

By a complex we mean a sequence

$$
\cdots \longrightarrow K_{n} \xrightarrow{\mathrm{~d}_{n}} K_{n-1} \xrightarrow{\mathrm{~d}_{n-1}} K_{n-2} \longrightarrow \cdots
$$

of $A$-modules and $A$-linear maps such that $\mathrm{d}_{n-1}{ }^{\circ} \mathrm{d}_{n}=0$ for every $n$. This complex is written $K$.. Since $\operatorname{Im}\left(\mathrm{d}_{n+1}\right) \subset \operatorname{Ker}\left(\mathrm{d}_{n}\right)$ we can define $H_{n}(K)=.\operatorname{Ker}\left(\mathrm{d}_{n}\right) / \operatorname{Im}\left(\mathrm{d}_{n+1}\right)$ to be the homology of $K$. in dimension $n$. To say that $H_{n}(K)=$.0 for all $n$ is to say that $K$. is exact. We also consider complexes in which the indices go the other way, $\cdots \longrightarrow K^{n} \xrightarrow{d_{n}}$ $K^{n+1} \longrightarrow \cdots$, and for these we write $K^{\cdot}$ for the complex, and $H^{n}\left(K^{\cdot}\right)=$ $\operatorname{Ker}\left(\mathrm{d}_{n}\right) / \operatorname{Im}\left(\mathrm{d}_{n-1}\right)$ for the cohomology of $K^{\cdot}$ in dimension $n$. From now on we often omit the indices, writing $d$ for $d_{n}$. We call $d$ the differential of the complex $K$.

A morphism $f: K . \longrightarrow K^{\prime}$. of complexes is a family $f=\left(f_{n}\right)_{n \in \mathbb{Z}}$ of $A$ linear maps $f_{n}^{\prime}: K_{n} \longrightarrow K_{n}^{\prime}$ satisfying $\mathrm{d}^{\circ} \circ f_{n}^{\prime}=f_{n-1}^{\prime}{ }^{\circ} \mathrm{d}$, or in other words a commutative diagram

$$
\begin{aligned}
& \cdots \longrightarrow K_{n} \longrightarrow K_{n-1} \longrightarrow K_{n-2} \longrightarrow \cdots \\
& \cdots \longrightarrow{ }_{f_{n}} \downarrow K_{n}^{\prime} \longrightarrow K_{n-1}^{\prime} \longrightarrow K_{n-2}^{\prime} \longrightarrow \cdots
\end{aligned}
$$

In an obvious way, $f$ induces a linear map $H_{n}(K.) \longrightarrow H_{n}\left(K_{.}^{\prime}\right)$ between the homology modules in each dimension; this is often written $f_{* n}$, or simply $f$ if there is no fear of confusion. If $f, g: K . \longrightarrow K^{\prime}$. are two morphisms we say that $f$ and $g$ are homotopic (denoted $f \sim g$ ) if for each $n$ there is a linear map $h_{n}: K_{n} \longrightarrow K_{n+1}^{\prime}$ such that

$$
f_{n}-g_{n}=\mathrm{d}^{\prime} h_{n}+h_{n-1} \mathrm{~d} .
$$

If this happens then $f$ and $g$ induce the same map $H_{n}\left(K_{.}\right) \longrightarrow H_{n}\left(K^{\prime}\right)$ on homology. Two complexes $K$. and $K^{\prime}$. are said to be homotopy equivalent if there exist morphisms $f: K . \longrightarrow K^{\prime}$, and $g: K^{\prime}, \longrightarrow K$. such that $g f \sim 1_{K}$
and $f g \sim 1_{K^{\prime}}$, where $1_{K}$ denotes the identity map $K . \longrightarrow K$. Homotopy equivalent complexes have the same homology.

A sequence of complexes

$$
0 \rightarrow K^{\prime} . \xrightarrow{f} K . \xrightarrow{g} K_{.}^{\prime \prime} \rightarrow 0
$$

is said to be exact if

$$
0 \rightarrow K_{n}^{\prime} \xrightarrow{f_{n}} K_{n} \xrightarrow{g_{n}} K_{n}^{\prime \prime} \rightarrow 0
$$

is exact for every $n$. In this case, a connecting homomorphism $\delta_{n}: H_{n}\left(K_{.}^{\prime \prime}\right) \longrightarrow H_{n-1}\left(K_{.}^{\prime}\right)$ is defined as follows: for $\xi \in H_{n}\left(K^{\prime \prime}\right)$, choose $x \in \operatorname{Ker} d_{n}^{\prime \prime}$ representing $\xi$, and take $y \in K_{n}$ such that $g(y)=x$; then since $g(\mathrm{~d} y)=0$ there is a well-determined $z \in K_{n-1}^{\prime \prime}$ for which $f_{n-1}(z)=\mathrm{d} y$, and $\mathrm{d} z=0$. The class $\zeta \in H_{n-1}\left(K^{\prime}\right)$ represented by $z$ can easily be seen to depend only on $\xi$, and $\delta_{n}$ is defined by $\delta_{n}(\xi)=\zeta$. The following sequence is then exact:

$$
\cdots \xrightarrow{\delta} H_{n}\left(K^{\prime}\right) \xrightarrow{f} H_{n}\left(K_{.}\right) \xrightarrow{g} H_{n}\left(K^{\prime \prime}\right) \xrightarrow{\delta} H_{n-1}\left(K^{\prime}\right) \longrightarrow \cdots .
$$

The proof does not require anything new, and is well-known, so that we omit it; this should be thought of as a fundamental theorem of homology theory. The above sequence is called the homology long exact sequence of the short exact sequence $0 \rightarrow K^{\prime} . \longrightarrow K . \longrightarrow K_{\text {.' }} \rightarrow 0$.

## Double complexes

A double complex of $A$-modules is a doubly indexed family $K . .=$ $\left\{K_{p, q}\right\}_{p, q \in \mathbb{Z}}$ of $A$-modules, with two sets of $A$-linear maps $d_{p q}^{\prime}: K_{p, q} \longrightarrow K_{p-1, q}$ and $\mathrm{d}_{p q}^{\prime \prime}: K_{p, q} \longrightarrow K_{p, q-1}$ for which $\mathrm{d}^{\prime} \mathrm{d}^{\prime}=0, \mathrm{~d}^{\prime \prime} \mathrm{d}^{\prime \prime}=0$ and $\mathrm{d}^{\prime} \mathrm{d}^{\prime \prime}=\mathrm{d}^{\prime \prime} \mathrm{d}^{\prime}$. Given a double complex $K .$. , if we set

$$
K_{n}=\bigoplus_{p+q=n} K_{p, q},
$$

and define $\mathrm{d}_{n}: K_{n} \longrightarrow K_{n-1}$ by

$$
\mathrm{d} x=\mathrm{d}^{\prime} x+(-1)^{p} \mathrm{~d}^{\prime \prime} x \quad \text { if } \quad x \in K_{p, q},
$$

then since $\mathrm{dd}=0$, the $\left\{K_{n}\right\}$ form an ordinary complex with differential d. The homology of this complex is called the homology of $K .$. , and written $H_{n}(K .$.$) , or simply H_{n}(K)$.
To treat homology and cohomology in a unified manner, we fix the following convention on raising and lowering indices: $K_{p, q}=K^{-p}{ }_{q}=K_{p}{ }^{-q}$ $=K^{-p,-q}$. For example, given a double complex $\left\{K_{p}{ }^{q}\right\}$ with $\mathrm{d}^{\prime}: K_{p}{ }^{q}$ $\longrightarrow K_{p-1}{ }^{q}$ and $\mathrm{d}^{\prime \prime}: K_{p}{ }^{q} \longrightarrow K_{p}{ }^{q+1}$, we think of $K_{p}{ }^{q}$ as $K_{p,-q}$, and set

$$
K_{n}=\bigoplus_{p \rightarrow a=n} K_{p}{ }^{q} .
$$

The basic technique for studying the homology of double complexes is spectral sequences, but we leave this to specialist texts, and only consider here the extreme cases which we will use later.

We can fix the first index $p$ in $K$.. getting a complex $K_{p}$.

$$
\cdots \longrightarrow K_{p, q+1} \xrightarrow{d^{*}} K_{p, q} \xrightarrow{d^{*}} K_{p, q-1} \longrightarrow \cdots
$$

Similarly, for fixed $q$, d' defines a complex $K_{\cdot q}$.
Now suppose that $K$.. satisfics the condition $K_{p q}=0$ if $p$ or $q<0$ (a first quadrant double complex). We set $H_{0}\left(K_{p}.\right)=K_{p, 0} / \mathrm{d}^{\prime \prime} K_{p, 1}=X_{p}$; then $\mathrm{d}^{\prime}$ induces a map $X_{p} \longrightarrow X_{p-1}$, making the $X_{p}$ into a complex $X$. Similarly, $\mathrm{d}^{\prime \prime}$ makes the $\mathrm{H}_{0}\left(K_{\cdot q}\right)=Y_{p}$ into a complex $Y$. In this notation we have the following theorem.

Theorem B1. Suppose that the double complex $K$.. satisfies the conditions

$$
K_{p q}=0 \quad \text { for } p \text { or } q<0,
$$

and

$$
H_{q}\left(K_{p .}\right)=0 \quad \text { for } q>0 \text { and all } p .
$$

Then in the above notation we have

$$
H_{n}(K) \simeq H_{n}(X .) \quad \text { for all } n .
$$

If in addition we have $H_{p}\left(K_{\cdot q}\right)=0$ for $p>0$ and all $q$ then

$$
H_{n}(X .) \simeq H_{n}(K) \simeq H_{n}(Y .) .
$$

Sketch proof. Write $a_{i j}$ to denote an element of $K_{i j}$. We define a map $\Phi: K_{n} \longrightarrow X_{n}$ by taking $a=\sum_{i=0}^{n} a_{n-i, i} \in K_{n}$ into $\varphi\left(a_{n, 0}\right) \in X_{n}$, where $\varphi: K_{n, 0} \longrightarrow X_{n}$ denotes the canonical map. Then $\Phi$ is a morphism of complexes, and we prove that it induces an isomorphism on homology.

Let $x \in X_{n}$ with $\mathrm{d}^{\prime} x=0$. We can take $a_{n, 0}$ such that $x=\varphi\left(a_{n, 0}\right)$, and then since $\varphi\left(\mathrm{d}^{\prime} a_{n, 0}\right)=\mathrm{d}^{\prime} x=0$ there exists $a_{n-1,1}$ such that $\mathrm{d}^{\prime} a_{n, 0}=$ $\mathrm{d}^{\prime \prime} a_{n-1,1}$. In turn, since $\mathrm{d}^{\prime \prime}\left(\mathrm{d}^{\prime} a_{n-1,1}\right)=\mathrm{d}^{\prime}\left(\mathrm{d}^{\prime \prime} a_{n-1,1}\right)=\mathrm{d}^{\prime} \mathrm{d}^{\prime} a_{n, 0}=0$ and since $H_{1}\left(K_{n-2 .}\right)=0$ there exists $a_{n-2,2}$ such that $\mathrm{d}^{\prime} a_{n-1.1}=\mathrm{d}^{\prime \prime} a_{n-2.2}$; then proceeding as before, we can choose $a_{n-i, i}$ for $0 \leqslant i \leqslant n$ such that $\mathrm{d}^{\prime} a_{n-i, i}=$ $\mathrm{d}^{\prime \prime} a_{n-i-1, i+1}$ for $0 \leqslant i<n$. Then for a suitable choice of $\pm$ signs, $a=$ $\sum_{0}^{n} \pm a_{n-i, i} \in K_{n}$ satisfies $\mathrm{d} a=0$ and $\Phi(a)=x$, and this proves that $\Phi$ induces a surjection $H_{n}(K) \longrightarrow H_{n}(X$.$) . The proof that this is also injective is similar.$ The second part follows by symmetry from the first.

Dually, we have the following theorem for cohomology.
Theorem B2. Suppose that the double complex $K^{*}$ satisfies

$$
K^{p q}=0 \quad \text { for } p \text { or } q<0
$$

and

$$
H^{q}\left(K^{p \stackrel{ }{2}}\right)=0 \quad \text { for } q>0 \text { and all } p
$$

Then making $X^{p}=\operatorname{Ker}\left(\mathrm{d}^{\prime \prime}: K^{p, 0} \longrightarrow K^{p, 1}\right)$ into a complex $X^{*}$ by means of $\mathrm{d}^{\prime}$, we have

$$
H^{n}(K) \simeq H^{n}\left(X^{\bullet}\right),
$$

If in addition $H^{p}\left(K^{\cdot q}\right)=0$ for $p>0$ and all $q$ then

$$
H^{n}\left(Y^{\bullet}\right) \simeq H^{n}(K) \simeq H^{n}\left(X^{\bullet}\right),
$$

where $Y^{*}$ is the complex made from $Y^{q}=\operatorname{Ker}\left(\mathrm{d}^{\prime}: K^{0, q} \longrightarrow K^{1, q}\right)$.
We leave the proof as a suitable exercise for the reader.

## Projective and injective modules

An $A$-module $P$ is said to be projective if it satisfies the following condition: for any surjection $f: M \longrightarrow N$ and any map $g: P \longrightarrow N$, there exists a lifting $h: P \longrightarrow M$ such that $g=f h$. A free module is projective, and we can characterise projective modules as direct summands of free modules. Indecd, if we express a projective modulc $P$ as a quoticnt $P-F / G$ of a free module $F$ then the identity map $P \longrightarrow P$ has a lifting such that $P \longrightarrow F \longrightarrow P$ is the identity map, and then $F \simeq P \oplus G$. Reversing the arrows and replacing surjection by injection in the definition of projective module, we get the definition of injective module. There is no dual notion to that of a free module, so that injective modules do not have any very simple characterisation, but we can easily prove the following theorem using Zorn's lemma.

Theorem B3. A necessary and sufficient condition for an $A$-module $I$ to be injective is that for any ideal $\mathfrak{a}$ of $\Lambda$, and any $\operatorname{map} \varphi: \mathfrak{a}, I$, it is possible to extend $\varphi$ to a map from the whole of $A$ to $I$.

Any $A$-module can be written as a quotient of a projective module (take for example a free module). Dually to this, any module can be embedded into an injective module; the proof of this is a little tricky, and we leave it to more specialist textbooks. Given a module $M$, consider a surjection $P_{0} \xrightarrow{\varepsilon} M$ from a projective module $P_{0}$ to $M$; letting $K_{0}$ be the kernel, we get an exact sequence $0 \rightarrow K_{0} \longrightarrow P_{0} \longrightarrow M \rightarrow 0$. In the same way, we construct for $K_{0}$ an exact sequence $0 \rightarrow K_{1} \longrightarrow P_{1} \longrightarrow K_{0} \rightarrow 0$ with $P_{1}$ projective, and proceeding as before we get exact sequences $0 \rightarrow K_{i} \longrightarrow P_{i} \longrightarrow K_{i-1} \rightarrow 0$ for $i=1,2, \ldots$ with $P_{i}$ projective. The resulting complex

$$
P . \because \longrightarrow P_{n} \longrightarrow P_{n-1} \longrightarrow \cdots \longrightarrow P_{1} \longrightarrow P_{0} \rightarrow 0
$$

is called a projective resolution of $M$. Since by construction this becomes an exact sequence on replacing the final $P_{0} \rightarrow 0$ by $P_{0} \xrightarrow{\varepsilon} M \rightarrow 0$, we have $H_{n}(P)=$.0 for $n>0$ and $H_{0}(P)=$.$M . In the case that A$ is Noetherian and $M$ is finite, we can take $P_{0}$ to be a free module of finite rank, and then $K_{0}$ is
again finitely generated. Proceeding in the same way, we see that $M$ has a projective resolution in which each $P_{n}$ is a finite free module.

Dually, for any $A$-module $M$ there exists an exact sequence of the form $0 \rightarrow M \longrightarrow Q^{0} \longrightarrow Q^{1} \longrightarrow \cdots$ with each $Q^{n}$ an injective module. The complex $Q: 0 \rightarrow Q^{0} \longrightarrow Q^{1} \longrightarrow \cdots$ is called an injective resolution of $M$; it satisfies $H^{0}\left(Q^{\cdot}\right)=M$ and $H^{n}\left(Q^{\cdot}\right)=0$ for $n>0$.

If $f: M \rightarrow N$ is a map of $A$-modules and $P$., $P^{\prime}$, are projective resolutions of $M$ and $N$ then there exists a morphism of complexes $\varphi: P . \longrightarrow P^{\prime}$. for which $f \varepsilon=\varepsilon^{\prime} \varphi_{0}$, that is, a commutative diagram


The existence of $\varphi_{0}, \varphi_{1}, \ldots$ can easily be proved successively, using the fact that the $P_{n}$ are projective and the exactness of the lower sequence. Up to homotopy, this $\varphi$ is unique, that is if $\varphi$ and $\psi$ both have the given property then $\varphi \sim \psi$. We leave the proof of this to the reader. From this it follows that any two projective resolutions of $M$ are homotopy equivalent. Fxactly the same thing holds for injective resolutions.

## The Tor functors

Let $M$ and $N$ be $A$-modules and $P$., $Q$. projective resolutions of $M$ and $N$, respectively. We write $P . \otimes N$ for the complex obtained by tensoring $P$. through with $N$ :

$$
P . \otimes N: \cdots \longrightarrow P_{n} \otimes N \longrightarrow P_{n-1} \otimes N \longrightarrow \cdots \longrightarrow P_{0} \otimes N \rightarrow 0 .
$$

The complex $M \otimes Q$. is constructed similarly. Moreover, we can define a double complex $K$.. by $K_{p, q}=P_{p} \otimes_{A} Q_{q}$, with the obvious definitions of $\mathrm{d}^{\prime}, \mathrm{d}^{\prime \prime}$. Each $P_{p}$ is a direct summand of a free module, and is therefore flat (that is performing $\otimes P_{p}$ takes exact sequences into exact sequences). Thus $H_{n}\left(K_{p}\right)=H_{n}\left(P_{p} \otimes Q.\right)=0$ for $n>0$, and $H_{0}\left(K_{p}\right)=H_{0}\left(P_{p} \otimes Q.\right)=P_{p} \otimes N$. In exactly the same way, $H_{n}\left(K_{\cdot q}\right)=0$ for $n>0$ and $H_{0}\left(K_{\cdot q}\right)=M \otimes Q_{q}$, and therefore by Theorem B1 $H_{n}(P . \otimes N) \simeq H_{n}(K ..) \simeq H_{n}(M \otimes Q$.). This module (defined uniquely up to isomorphism) is written $\operatorname{Tor}_{n}^{A}(M, N)$; it is independent of the choice of the projective resolutions of $M$ and $N$ chosen, since if $P$. and $P^{\prime}$ are two projective resolutions, we have $P . \sim P^{\prime}$, and therefore $P . \otimes N \sim P^{\prime} \otimes N$.

The Tor functors have the following properties, (all of which can be proved directly from the definition):
(1) $\operatorname{Tor}_{0}^{A}(M, N)=M \otimes_{A} N$;
(2) if $M$ is flat then $\operatorname{Tor}_{n}^{A}(M, N)=0$ for any $N$ and $n>0$;
(3) $\operatorname{Tor}_{n}^{A}(M, N) \simeq \operatorname{Tor}_{n}^{A}(N, M)$;
(4) $\operatorname{Tor}_{n}^{A}(M, N)$ is a covariant functor in both of its entries, and each short exact sequence $0 \rightarrow M^{\prime} \longrightarrow M \longrightarrow M^{\prime \prime} \rightarrow 0$ leads to a long exact sequence

$$
\begin{aligned}
\cdots & \longrightarrow \operatorname{Tor}_{n}^{A}\left(M^{\prime}, N\right) \longrightarrow \operatorname{Tor}_{n}^{A}(M, N) \longrightarrow \operatorname{Tor}_{n}^{A}\left(M^{\prime \prime}, N\right) \\
& \longrightarrow \operatorname{Tor}_{n-1}^{A}\left(M^{\prime}, N\right) \longrightarrow \cdots \longrightarrow \operatorname{Tor}_{1}^{A}\left(M^{\prime \prime}, N\right) \\
& \longrightarrow N \longrightarrow M \otimes N \longrightarrow M^{\prime \prime} \otimes N \rightarrow 0 .
\end{aligned}
$$

(5) If $\left\{N_{\lambda}, f_{\mu \lambda}\right\}$ is a direct system of $A$-modules then

$$
\operatorname{Tor}_{n}^{A}\left(M, \underline{\lim } N_{\lambda}\right)=\underline{\longrightarrow} \operatorname{Tor}{ }_{n}^{A}\left(M, N_{\lambda}\right) .
$$

## The Ext functors

Let $M$ and $N$ be $A$-modules. The functor $\operatorname{Hom}_{A}(M,-)$ is left-exact, that is it takes an exact sequence $0 \rightarrow N^{\prime} \longrightarrow N \longrightarrow N^{\prime \prime} \rightarrow 0$ into an exact sequence $0 \rightarrow \operatorname{Hom}_{A}\left(M, N^{\prime}\right) \longrightarrow \operatorname{Hom}_{A}(M, N) \longrightarrow \operatorname{Hom}_{A}\left(M, N^{\prime \prime}\right)$; and $M$ is projective if and only if $\operatorname{Hom}_{A}(M,-)$ is exact. In addition, $\operatorname{Hom}_{A}(-, N)$ is left-exact, in the sense that it takes an exact sequence $0 \rightarrow M^{\prime} \longrightarrow M \longrightarrow M^{\prime \prime} \rightarrow 0$ into an exact sequence $0 \rightarrow \operatorname{Hom}_{A}\left(M^{\prime \prime}, N\right) \longrightarrow \operatorname{Hom}_{A}(M, N) \longrightarrow \operatorname{Hom}_{A}\left(M^{\prime}, N\right)$, and $N$ is injective if and only if $\operatorname{Hom}_{A}(-, N)$ is exact.

Choose a projective resolution $P$. of $M$ and an injective resolution $Q^{\cdot}$ of $N$; we define a double complex $K^{\cdot \cdot}$ by $K^{p, q}=\operatorname{Hom}_{A}\left(P_{p}, Q^{q}\right)$, and construct the two complexes

$$
\operatorname{Hom}_{A}\left(M, Q^{\cdot}\right): 0 \rightarrow \operatorname{Hom}_{A}\left(M, Q^{0}\right) \longrightarrow \operatorname{Hom}_{A}\left(M, Q^{1}\right) \longrightarrow \cdots
$$

and

$$
\operatorname{Hom}_{A}(P ., N): 0 \rightarrow \operatorname{Hom}_{A}\left(P_{0}, N\right) \longrightarrow \operatorname{Hom}_{A}\left(P_{1}, N\right) \longrightarrow \cdots .
$$

Then by Theorem B2 we get

$$
H^{n}\left(\operatorname{Hom}_{A}\left(M, Q^{\cdot}\right)\right) \simeq H^{n}\left(K^{\bullet}\right) \simeq H^{n}\left(\operatorname{Hom}_{A}(P ., N)\right)
$$

Identifying these three, we write Ext ${ }_{A}^{n}(M, N)$. As with Tor, this does not depend on the choice of $P$. and $Q^{\circ}$.

The main properties of the Ext functors are as follows:
(1) $\operatorname{Ext}_{A}^{0}(M, N)=\operatorname{Hom}_{A}(M, N)$,
(2) If $M$ is projective, or if $N$ is injective, then $\operatorname{Ext}_{A}^{n}(M, N)=0$ for $n>0$;
(3) $\operatorname{Ext}_{A}^{n}(M, N)$ is a contravariant functor in $M$ and a covariant functor in $N$. A short exact sequence $0 \rightarrow M^{\prime} \longrightarrow M \longrightarrow M^{\prime \prime} \rightarrow 0$ gives rise to a long exact sequence

$$
\begin{aligned}
& 0 \rightarrow \operatorname{Hom}_{A}\left(M^{\prime \prime}, N\right) \longrightarrow \operatorname{Hom}_{A}(M, N) \longrightarrow \operatorname{Hom}_{A}\left(M^{\prime}, N\right) \\
& \longrightarrow \operatorname{Ext}_{A}^{1}\left(M^{\prime \prime}, N\right) \longrightarrow \operatorname{Ext}_{A}^{1}(M, N) \longrightarrow \operatorname{Ext}_{A}^{1}\left(M^{\prime}, N\right) \\
& \longrightarrow \operatorname{Ext}_{A}^{2}\left(M^{\prime \prime}, N\right) \longrightarrow \cdots,
\end{aligned}
$$

and a short exact sequence $0 \rightarrow N^{\prime} \longrightarrow N \longrightarrow N^{\prime \prime} \rightarrow 0$ gives rise to a
long exact sequence

$$
\begin{array}{rl} 
& 0 \\
& \rightarrow \operatorname{Hom}_{A}\left(M, N^{\prime}\right) \longrightarrow \operatorname{Hom}_{A}(M, N) \longrightarrow \operatorname{Hom}_{A}\left(M, N^{\prime \prime}\right) \longrightarrow \\
& \longrightarrow \operatorname{Ext}_{A}^{1}\left(M, N^{\prime}\right) \longrightarrow \operatorname{Ext}_{A}^{1}(M, N) \longrightarrow \operatorname{Ext}_{A}^{1}\left(M, N^{\prime \prime}\right) \longrightarrow \\
\text { (4) } M & M \text { is projective } \Leftrightarrow \operatorname{Ext}_{A}^{1}(M, N)=0 \text { for all } N,
\end{array}
$$

and

$$
N \text { is injective } \Leftrightarrow \operatorname{Ext}_{A}^{1}(M, N)=0 \text { for all } M .
$$

## Projective and injective dimensions

If $M$ is an $A$-module for which there exists a projective resolution $P$. with $P_{n}=0$ for $n>d$, but such that $P_{d} \neq 0$ for any choice of projective resolution $P_{\text {. }}$, then we say that $M$ has projective dimension $d$, and write proj $\operatorname{dim} M=d$. If there is no such $d$ then we write $\operatorname{proj} \operatorname{dim} M=\infty$. The injective dimension $\operatorname{inj} \operatorname{dim} M$ is defined in the same way using injective resolutions. Clearly proj $\operatorname{dim} M=0$ if and only if $M$ is projective, and $\operatorname{inj} \operatorname{dim} M=0$ if and only if $M$ is injective.

For a projective resolution $P$. of $M$ and some $i>0$, let $K_{i}$ denote the image of $P_{i} \longrightarrow P_{i-1}$; then $\cdots \longrightarrow P_{n} \longrightarrow P_{n-1} \longrightarrow \cdots \longrightarrow P_{i} \rightarrow 0$ is a projective resolution of $K_{i}$, so that for $n>i$ we have $\operatorname{Ext}_{A}^{n}(M, N) \simeq$ $\operatorname{Ext}_{A}^{n-i}\left(K_{i}, N\right)$. Now if $\operatorname{Ext}_{A}^{d+1}(M, N)=0$ for all $N$, we have $\operatorname{Ext}_{A}^{1}\left(K_{d}, N\right)=0$ for all $N$, and hence $K_{d}$ is projective, so that $0 \rightarrow K_{d} \longrightarrow$ $P_{d-1} \longrightarrow \cdots \longrightarrow P_{0} \rightarrow 0$ is also a projective resolution of $P_{0}$, and proj $\operatorname{dim} M \leqslant d$. Conversely, if proj $\operatorname{dim} M \leqslant d$ then obviously $\operatorname{Ext}_{A}^{n}(M, N)=$ 0 for $n>d$.

Similarly, inj $\operatorname{dim} N \leqslant d \Leftrightarrow \operatorname{Ext}_{A}^{d+1}(M, N)=0$ for all $M$.

## Derived functors

As we have just seen, the definition of functors like Tor and Ext can be given using a resolution of just one entry. For instance, write $T$ for the functor $\operatorname{Hom}_{A}(-, N)$, and let $P$. be a projective resolution of a given module $M$; construct the complex $T(P)$ ): $\ldots T\left(P_{n}\right) \longleftarrow T\left(P_{n-1}\right) \longleftarrow \cdots \longleftarrow$ $T\left(P_{0}\right) \longleftarrow 0$, and take the cohomology $H^{n}(T(P)$.$) . Setting R^{n} T(M)=$ $H^{n}(T(P)$.$) defines a functor R^{n} T$ in $M$, which we call the right derived functor of the left exact functor $T$. In the present case we have $R^{n} T=$ $\operatorname{Ext}_{A}^{n}(-, N)$, but we can in general define the right derived functor of a left exact contravariant functor in the same way.

The right derived functor is uniquely determined by the following three properties: (1) $R^{0} T=T$, (2) if $M$ is projective then $R^{n} T(M)=0$ for all $n>0$, and (3) a short exact sequence $0 \rightarrow M^{\prime} \longrightarrow M \longrightarrow M^{\prime \prime} \rightarrow 0$ gives rise to a 'natural' long exact sequence

$$
\begin{aligned}
& 0 \rightarrow T\left(M^{\prime \prime}\right) \longrightarrow T(M) \longrightarrow T\left(M^{\prime}\right) \\
& \longrightarrow R^{1} T\left(M^{\prime \prime}\right) \longrightarrow R^{1} T(M) \longrightarrow R^{1} T\left(M^{\prime}\right) \\
& \longrightarrow R^{2} T\left(M^{\prime \prime}\right) \longrightarrow \cdots .
\end{aligned}
$$

(For the meaning of 'natural' see a textbook on homological algebra.) For a left exact covariant functor, we have to replace 'projective' by 'injective' in the above. For right exact functors we can define a left derived functor by taking a projective resolution in the covariant case and an injective resolution in the contravariant case.

## Injective hull

Let $L$ be an $A$-module and $M \subset L$ a submodule; we say that $L$ is an essential extension of $M$ if $N \cap M \neq 0$ for every non-zero submodule $N \subset L$, or equivalently if

$$
0 \neq x \subset L \Rightarrow \text { there exists } a \in A \text { such that } 0 \neq a x \in M
$$

Theorem B4. An $A$-module $M$ is injective if and only if it has no essential extensions except $M$ itself.

We leave the proof to the reader. Now suppose that $M$ is a given $A$-module, and choose an injective module $I$ with $M \subset I$. If we let $E$ be a maximal element among all essential extensions of $M$ in $I$ then by the above theorem $E$ is injective. An injective module $E$ such that $M \subset E$ is an essential extension is called an injective hull of $M$, and written $E(M)$ or $E_{A}(M)$; this notion plays an important role in $\S 18$. If $E$ and $E^{\prime}$ are injective hulls of $M$ then it is easy to see that there is an isomorphism $\varphi: E \xrightarrow{\sim} E^{\prime}$ which fixes the elements of $M$, although $\varphi$ itself is not necessarily unique.

Let $M$ be an $A$-module. Take an injective hull $I^{0}$ of $M$, and set $K^{1}=$ $I^{0} / M$. Take an injective hull $I^{1}$ of $K^{1}$, and set $K^{2}=I^{1} / K^{1}$. Proceeding in the same way we obtain an injective resolution $0 \rightarrow I^{0} \longrightarrow I^{1} \longrightarrow$ $I^{2} \longrightarrow \cdots$ of $M$, which is called a minimal injective resolution of $M$.

The following two propositions are both famous and useful; the proofs are easy.

## The five lemma. Let


be a commutative diagram of modules with exact rows. Then
(1) $f_{1}$ surjective, and $f_{2}$ and $f_{4}$ injective $\Rightarrow f_{3}$ is injective;
(2) $f_{5}$ injective, and $f_{2}$ and $f_{4}$ surjective $\Rightarrow f_{3}$ is surjective.

The snake Iemma. Let

be a commutative diagram of modules with exact rows. Then there exists an exact sequence of the form

$$
\begin{aligned}
& \operatorname{Ker}(\alpha) \longrightarrow \operatorname{Ker}(\beta) \longrightarrow \operatorname{Ker}(\gamma) \xrightarrow{d} \\
& \operatorname{Coker}(\alpha) \longrightarrow \operatorname{Coker}(\beta) \longrightarrow \operatorname{Coker}(\gamma) .
\end{aligned}
$$

## Tensor product of complexes

Given two complexes of $A$-modules $K$. and $L$. the tensor product $K \otimes_{A} L$ is defined as follows: firstly, set

$$
(K \otimes L)_{n}-\otimes_{p+q=n} K_{p} \otimes_{A} L_{q},
$$

and define the differential d by setting

$$
\mathrm{d}(x \otimes y)=\mathrm{d} x \otimes y+(-1)^{p} x \otimes \mathrm{~d} y
$$

for $x \in K_{p}$ and $y \in L_{q}$. In other words, $K \otimes L$ is the (single) complex obtained from the double complex $W_{. .}$, where $W_{p, q}=K_{p} \otimes L_{q}$.

There is an isomorphism of complexes $K \otimes L \simeq L \otimes K$ obtained by sending $x \otimes y$ into $(-1)^{p q} y \otimes x$ for $x \otimes y \in K_{p} \otimes L_{q}$. For a third complex of $A$-modules $M$, the associative law holds:

$$
(K \otimes L) \otimes M=K \otimes(L \otimes M) .
$$

Hence the tensor product $K^{(1)} \otimes \cdots \otimes K^{(r)}$ of a finite number of complexes can be defined by induction. This is used in $\S 16$.

The information on homological algebra given above should be adequate for the purpose of reading this book. However, a student intending to become a specialist in algebra or geometry will require rather more detailed knowledge, including the theory of spectral sequences. We mention here just three representative references, two books by the originators of homological algebra and category theory:
H. Cartan and S. Eilenberg, Homological Algebra, Princeton, 1956,
S. Maclane, Homology, Springer, 1963, together with A. Grothendieck's paper

Sur quelques points d'algèbre homologique, Tohoku Math. J. 9 (1957), 119-221.

## Appendix C

## The exterior algebra

(1) Let $M$ and $N$ be modules over a ring $A$. An $r$-multilinear map $\varphi: M^{r}=$ $M \times \cdots \times M \longrightarrow N$ from the direct product of $r$ copies of $M$ is said to be alternating if $\varphi\left(x_{1}, \ldots, x_{r}\right)=0$ whenever any of the elements $x_{1}, \ldots, x_{r}$ appears more than once. If $\varphi$ is alternating then for any $x_{1}, \ldots, x_{r} \in M$ we have

$$
\varphi\left(x_{1}, \ldots, x_{i-1}, x_{i}+x_{j}, x_{i+1}, \ldots, x_{j-1}, x_{i}+x_{j}, x_{j+1}, \ldots\right)=0,
$$

and expanding out the left-hand side gives

$$
\varphi\left(x_{1}, \ldots, x_{i}, \ldots, x_{j}, \ldots\right)+\varphi\left(x_{1}, \ldots, x_{j}, \ldots, x_{i}, \ldots\right)=0
$$

In other words, on interchanging two of its entrics, $\varphi$ changes sign.
The $r$ th exterior product of $M$ is defined as the module $N_{0}$ having a universal alternating $r$-fold multilinear map $f_{0}: M^{r} \longrightarrow N_{0}$, that is a map satisfying the property that every alternating $r$-fold multilinear map $f: M^{r} \longrightarrow N$ factorises as $f=h \circ f_{0}$ for a unique $A$-linear map $h: N_{0} \longrightarrow N$. We write $N_{0}=\wedge^{r} M$, and use $x_{1} \wedge \cdots \wedge x_{r}$ to denote $f_{0}\left(x_{1}, \ldots, x_{r}\right)$. To prove the existence of the exterior product, let $N_{0}$ be the quotient of the $r$-fold tensor product $M \otimes \cdots \otimes M$ by the submodule generated by elements of the form $x_{1} \otimes \cdots \otimes x \otimes \cdots \otimes x \otimes \cdots \otimes x_{r}$. Then $N_{0}$ satisfies the above condition. The fact that the exterior product is uniquely determined up to isomorphism is obvious from the definition.
(2) If $M$ is a free $A$-module of rank $n$, with basis $e_{1}, \ldots, e_{n}$ then $\wedge^{r} M$ is zero if $r>n$, and if $r \leqslant n$ is the free $A$-module of rank $\binom{n}{r}$ with basis $\left\{e_{i_{1}} \wedge \cdots \wedge e_{i_{r}} \mid 1 \leqslant i_{1}<\cdots<i_{r} \leqslant n\right\}$. (If $r>n$ this is easy; if $r \leqslant n$ then the $\binom{n}{r}$ elements given above obviously generate $\wedge^{r} M$, and the fact that they are linearly independent can also be proved by reducing to the theory of determinants.)
(3) However, if $I \subset A$ is an ideal, then $\wedge^{2} A=0$, but nevertheless $\wedge^{2} I$ is not necessarily 0 . For example, let $k$ be a field, $x$ and $y$ indeterminates, and $A=k[x, y]$; if $I=x A+y A$ then $\wedge^{2} I \neq 0$. Indeed, we can define $\varphi: I \times I \longrightarrow k=A / I$ by

$$
\varphi(f, g)=[\partial(f, g) / \partial(x, y)]_{(x, y)=(0,0)},
$$

and it is then easy to check that $\varphi$ is alternating and bilinear, with $\varphi(x, y)=1$, so that $\varphi \neq 0$, and we must have $\wedge^{2} I \neq 0$.
(4) The operation of taking the exterior product commutes with extensions of scalars. That is, let $B$ be an $A$-algebra and $M$ an $A$-module, and set $M \otimes_{A} B=M_{B}$. Then $\left(\wedge^{r} M\right) \otimes_{A} B=\wedge^{r} M_{B}$, where of course $\wedge^{r}$ on the right-hand side refers to the exterior product of $B$-modules. For the proof, according to Appendix A, Formula 11, we have $M_{B} \otimes_{B} \cdots \otimes_{B} M_{B}=$ $\left(M \otimes_{A} \cdots \otimes_{A} M\right) \otimes_{A} B$, so that if we let $f_{0}$ be the composite

$$
\left(M_{B}\right)^{r} \longrightarrow \bigotimes_{i=1}^{r} M_{B}=\left(\bigotimes_{i=1}^{r} M\right) \otimes_{A} B \longrightarrow\left(\bigwedge^{r} M\right) \otimes_{A} B,
$$

then $f_{0}$ is an alternating $r$-fold $B$-multilinear map. Write $v: M \longrightarrow M_{B}$ for the natural map $x \mapsto x \otimes 1$. Let $N$ be a $B$-module and $\varphi:\left(M_{B}\right)^{r} \longrightarrow N$ be an alternating $r$-fold $B$-multilinear map. Then $\varphi$ induces an alternating $r$-fold $A$-multilinear map $\varphi: M^{r} \longrightarrow N$, and therefore an $A$-linear map $\bigwedge^{r} M \longrightarrow N$, and finally a $B$-linear map $\left(\bigwedge^{r} M\right) \otimes_{A} B \longrightarrow N$ which we denote $h$. Then on $v\left(M^{r}\right)$ the two maps $\varphi$ and $h \circ f_{0}$ coincide; but $M_{B}$ is generated over $B$ by $v(M)$, so that $\varphi=h \circ f_{0}$. Thus $f_{0}$ has the universal property, and we can think of $\left(\wedge^{r} M\right) \otimes_{A} B$ as $\wedge^{r} M_{B}$.

Theorem C1. Let $A$ be an integral domain with field of fractions $K$, and let $I_{1}, \ldots, I_{r}$ be ideals of $A$. Set $M=I_{1} \oplus \cdots \oplus I_{r}$, and let $T$ be the torsion submodule of $\wedge^{r} M$; then $\left(\wedge^{r} M\right) / T \simeq I_{1} \ldots I_{r}$. Therefore if $J_{1}, \ldots, J_{r}$ are ideals of $A$ such that $I_{1} \oplus \cdots \oplus I_{r} \simeq J_{1} \oplus \cdots \oplus J_{r}$ we have $I_{1} \ldots I_{r} \simeq J_{1} \ldots J_{r}$ Proof. We have $M_{K} \simeq K \oplus \cdots \oplus K$ (the direct sum of $r$ copies of $K$ ), so that $\left(\wedge^{r} M\right) \otimes K=\wedge^{r} M_{K} \simeq K$. The kernel of the natural map $\wedge^{r} M \longrightarrow\left(\wedge^{r} M\right) \otimes K \simeq K$ is obviously $T$ (since tensoring with $K$ is the same thing as the localisation with respect to the zero ideal of $A$, see $\S 4$ ). In addition, the image is $I_{1} \ldots I_{r}$. Indeed, viewing each $I_{i}$ as a submodule of $K$, we can assume that the map is

$$
\stackrel{r}{\wedge}\left(I_{1} \oplus \cdots \oplus I_{r}\right) \longrightarrow \stackrel{r}{\wedge}_{\wedge}(K \oplus \cdots \oplus K)=K e_{1} \wedge \cdots \wedge e_{r} \simeq K .
$$

and since for $\xi_{i}=\sum_{j-1}^{r} a_{i j} e_{j} \in \sum K e_{j}$ we have $\xi_{1} \wedge \cdots \wedge \xi_{r}=\operatorname{det}\left(a_{i j}\right)$ $\cdot e_{1} \wedge \cdots \wedge e_{r}$, it is clear that the above map has image $I_{1} \cdots I_{r} e_{1} \wedge \cdots \wedge e_{r}$.

If $A$ is a Dedekind ring then it is known that $I_{1} \oplus \cdots \oplus I_{r} \simeq A^{r-1} \oplus$ $I_{1} \ldots I_{r}$ (see for example [B7], §4, Prop. 24).

Theorem C2. Let $A$ be a ring and $M, N A$-modules. Then

$$
\wedge^{r}(M \oplus N) \simeq \underset{s+1=r}{\oplus}\left[(\stackrel{s}{\wedge} M) \otimes_{A}(\stackrel{t}{\wedge} N)\right] .
$$

Proof. $\bigotimes_{i=1}^{r}(M \oplus N)$ can be written as a direct sum of all possible $r$-fold
tensor products of copies of $M$ and $N$ (with $2^{r}$ summands). Write $L_{s, t}$ for the submodule which is the direct sum of all tensor products involving $s$ copies of $M$ and $t$ copies of $N$ (with $s+t=r$ ). Thus

$$
\underset{1}{\otimes}(M \oplus N)=\bigoplus_{s+t=r} L_{s, t} .
$$

For example, when $r=2$ we have $L_{2,0}=M \otimes M, L_{1,1}=(M \otimes N) \oplus$ $(N \otimes M)$ and $L_{0,2}=N \otimes N$. Now let $Q$ be the submodule of $\otimes_{1}^{r}(M \oplus N)$ generated by all elements of the form $\cdots \otimes x \otimes \cdots \otimes x \otimes \cdots$; we have $Q=\oplus\left[Q \cap L_{s, t}\right]$. We see at once that $Q \cap L_{s, t}$ is the submodule generated by all elements of the forms $\cdots \otimes y \otimes \cdots \otimes y \otimes \cdots$ (with either $y \in M$ or $y \in N$ ), and $\alpha \otimes y \otimes \beta \otimes z \otimes \gamma+\alpha \otimes z \otimes \beta \otimes y \otimes \gamma$ (with $y \in M$ and $z \in N$ ). Thus one sees easily that

$$
\wedge^{r}(M \oplus N)=\left(\bigotimes_{1}^{r}(M \oplus N)\right) / Q=\bigoplus_{s+t=r}\left(L_{s, t} / Q \cap L_{s, t}\right)
$$

and

$$
L_{s, t} / L_{s, t} \cap Q \simeq(\stackrel{s}{\wedge} M) \otimes(\stackrel{i}{\wedge})
$$

(5) Let $A$ be a commutative ring. We say that a (possibly non-commutative) $A$-algebra $E$ is a skew-commutative graded algebra if it has a direct sum decomposition $E=\bigoplus_{n \geqslant 0} E_{n}$ as an A-module, such that
(i) $E_{p} \cdot E_{q} \subset E_{p+q}$;
(ii) $x y=(-1)^{p q} y x$ for $x \in E_{p}$ and $y \in E_{q}$;
(iii) $x^{2}=0$ for $x \in E_{2 n+1}$.

For such an algebra $E$, a skew-derivation is an $A$-linear map d: $E \longrightarrow E$ such that
(a) $\mathrm{d}\left(E_{n}\right) \subset E_{n-1}$;
( $\beta$ ) $\mathrm{d}(x y)=(\mathrm{d} x) y+(-1)^{p} x(\mathrm{~d} y) \quad$ for $x \in E_{p}, y \in E_{q}$.
(6) Let $A$ be a ring and $M$ an $A$-module. We show how to define an $A$-bilinear map $\Psi:\left(\wedge^{p} M\right) \times\left(\wedge^{q} M\right) \longrightarrow \wedge^{p+q} M$. If we define $\varphi: M^{p} \times M^{q}$ $\longrightarrow \wedge^{p+q} M$ by $\varphi\left(x_{1}, \ldots, x_{p}, y_{1}, \ldots, y_{q}\right)=x_{1} \wedge \ldots \wedge x_{p} \wedge y_{1} \wedge \cdots \wedge y_{q}$ then for fixed $y_{1}, \ldots, y_{q}$ this is an alternating $p$-multilinear map from $M^{p}$ to $\wedge^{p+q} M$, so that there is a map $\Phi:\left(\wedge^{p} M\right) \times M^{q} \longrightarrow \wedge^{p+q} M$ such that $\Phi\left(\xi, y_{1}, \ldots, y_{q}\right)$ is linear in $\xi$ and satisfies $\Phi\left(\xi, y_{1}, \ldots, y_{q}\right)=$ $x_{1} \wedge \cdots \wedge x_{p} \wedge y_{1} \wedge \cdots \wedge y_{q}$ if $\xi=x_{1} \wedge \cdots \wedge x_{p}$. Now for fixed $\xi$, $\Phi$ is alternating and multilinear in $y_{1}, \ldots, y_{q}$, defining a bilinear map $\Psi:\left(\wedge^{p} M\right)$ $\times\left(\wedge^{q} M\right) \longrightarrow \wedge^{p+q} M$ such that $\Psi\left(\xi, y_{1} \wedge \cdots \wedge y_{q}\right)=\Phi\left(\xi, y_{1}, \ldots, y_{q}\right)$. For $\xi \in \wedge^{p} M$ and $\eta \in \wedge^{q} M$ we write $\xi \wedge \eta$ for $\Psi(\xi, \eta)$; if $\xi=\sum_{\alpha} x_{1}^{(\alpha)} \wedge \cdots \wedge x_{p}^{(\alpha)}$ and $\eta=\sum_{\beta} y_{1}^{(\beta)} \wedge \cdots \wedge y_{q}^{(\beta)}$ then $\xi \wedge \eta=\sum_{\alpha, \beta} x_{1}^{(\alpha)} \wedge \cdots \wedge x_{p}^{(\alpha)} \wedge y_{1}^{(\beta)} \wedge \cdots \wedge y_{q}^{(\beta)}$. (It might be tempting to make the definition directly in terms of this formula, but the expression of $\xi$ and $\eta$ in the above form is non-unique, so that this requires an awkward proof.) The multiplication $\wedge$ satisfies the associative
law $\xi \wedge(\eta \wedge \zeta)=(\xi \wedge \eta) \wedge \zeta$, so that we can use it to define a product on $\oplus_{n=0}^{\infty} \wedge^{n} M\left(\right.$ we set $\left.\wedge^{0} M=A\right)$, which becomes an $A$-algebra, and it is easy to see that this satisfies the conditions for a skew-commutative algebra. We write $\wedge M$ for this algebra, and call it the exterior algebra of $M$.
Given any linear map $\alpha: M \longrightarrow A$, there exists a unique skew-derivation d of $\wedge M$ such that d coincides with $\alpha$ on $\wedge^{1} M=M$. The uniqueness is clear from the fact that $\wedge M$ is generated as an $A$-algebra by $M$ : we must have $\mathrm{d}\left(x_{1} \wedge \cdots \wedge x_{p}\right)=\sum_{r=1}^{p}(-1)^{r-1} \alpha\left(x_{r}\right) x_{1} \wedge \cdots \wedge \hat{x}_{r} \wedge \cdots \wedge x_{p}$. Conversely, the existence follows easily from the fact that the right-hand side defines an alternating $p$-fold multilinear map of $x_{1}, \ldots, x_{p}$.
In particular, let $M$ be a free $A$-module of rank $n$ with basis $e_{1}, \ldots, e_{n}$, so that $M=A e_{1} \oplus \cdots \oplus A e_{n}$. Then taking arbitrary elements $c_{1}, \ldots, c_{n} \in A$, we can define $\alpha: M \longrightarrow A$ by $\alpha\left(e_{i}\right)=c_{i}$, and the skew-derivation of $\wedge M$ takes the form

$$
\mathrm{d}\left(e_{i_{1}} \wedge \cdots \wedge e_{i_{p}}\right)=\sum_{r=1}^{p}(-1)^{r-1} c_{r} e_{i_{1}} \wedge \cdots \wedge \hat{e}_{i_{r}} \wedge \cdots \wedge e_{i_{p}}
$$

This can be identified with the differential operator of the Koszul complex $K_{\cdot,, 1 \ldots, n}$ discussed in $\S 16$. Thus the Koszul complex can be thought of as the exterior algebra $\wedge\left(A e_{1} \oplus \cdots \oplus A e_{n}\right)$ with the skew-derivation defined by $\mathrm{d}\left(e_{i}\right)=c_{i}$.

## Exercise to Appendix C

C.1. Let $(A, \mathrm{~m}, k)$ be a local ring and $M$ be a finitely generated $A$-module. Prove that $\min \left\{r \mid \bigwedge^{\prime} M \neq 0\right\}$ is equal to the minimal number of generators of $M$.

## Solutions and hints for the exercises

(Please be sure to try each exercise on your own before looking at the solution)

## 81.

1.1. If $a b=1-x$ with $x^{n}=0$ then $a b\left(1+x \ldots+x^{n-1}\right)=1$.
1.2. Set $e_{i}=(0, \ldots, 1, \ldots, 0) \in A_{1} \times \cdots \times A_{n}$ (with 1 in the $i$ th place); then since $e_{i} e_{j}=0$ for $i \neq j$, any prime ideal $p$ of $A_{1} \times \cdots \times A_{n}$ must contain all but one of the $e_{\mathrm{i}}$.
1.3. (a) Use the fact that $\operatorname{rad}(A)=\{x \in A \mid 1+a x$ is a unit of $A, \forall a \in A\}$. Counter-example: $A=\mathbb{Z}, B=\mathbb{Z} /(4)$; then $\operatorname{rad}(A)=(0), \operatorname{rad}(B)=2 B$.
(b) Let $\mathrm{m}_{1}, \ldots, \mathfrak{m}_{r}$ be the maximal ideals of $A$ and $I=\operatorname{Ker} f$. Suppose $I \subset \mathrm{~m}_{i}$ for $1 \leqslant i \leqslant s$ and $I \notin \mathrm{~m}_{i}$ for $s<i \leqslant r$; then the maximal ideals of $B$ are $f\left(\mathrm{~m}_{i}\right)$ for $1 \leqslant i \leqslant s$, and $f\left(\mathrm{~m}_{i}\right)=B$ for $i>s$. Now $\operatorname{rad}(A)=\mathfrak{m}_{1} \ldots \mathrm{~m}_{r}$, hence $f(\operatorname{rad}(A))=f\left(\mathrm{~m}_{1}\right) \ldots f\left(\mathrm{~m}_{r}\right)=f\left(\mathrm{~m}_{1}\right) \ldots f\left(\mathrm{~m}_{\mathrm{s}}\right)=\operatorname{rad}(B)$.
1.5. The first half is easy; for the second, use Zorn's lemma.
1.6. We can assume that there are no inclusions among $P_{1}, \ldots, P_{r}$. When $r=2$, take $x \in I-P_{1}, y \in I-P_{2}$; then one of $x, y, x+y$ is not in $P_{1}$ or $P_{2}$. When $r>2$, we can take $x \in I-\left(P_{1} \cup \cdots \cup P_{r-1}\right)$ by induction. Also, since $P_{r}$ is prime, $P_{r} \not \ddagger I P_{1} \ldots P_{r-1}$, so take $y \in I P_{1} \ldots P_{r-1}-P_{r}$; then either $x$ or $x+y$ satisfies the condition.

## §2.

2.1. By NAK there is an $e \in I$ such that $(1-e) I=0$. One sees easily that then $I=I e=A e$ and $e^{2}=e$.
2.2. If $x \in \operatorname{ann}(M / I M)$ then $x M \subset I M$, so that by Theorem 1 there exists $y \in I$ such that $\left(x^{n}+y\right) M=0$.
2.3. $(M+N) / N \simeq M /(M \cap N)$ shows that $M$ is finite, and similarly for $N$.
2.4. (a) If $M \simeq A^{n}$ and $P$ is a maximal ideal of $A$ with $k=A / P$ then $M / P M \simeq k^{n}$; for a field the result is well-known.
(b) The first part is easy by the theory of determinants; the second half comes from the fact that $A^{n}$ has $n$ linearly independent elements, but any $n+1$ elements are linearly dependent.
(c) Use Theorem 3, (iii).
2.5. (a) If $F$ and $F^{\prime}$ are free modules and $\alpha: F \longrightarrow L, \beta: F^{\prime} \longrightarrow N$ are surjections
then there is a map $\gamma$ making

commute. The assertion follows from this and the snake lemma (Appendix B).
(b) can be proved similarly.

## §3.

3.1. Use the fact that $A$ is isomorphic to a submodule of $\left(A / I_{1}\right) \oplus \cdots \oplus\left(A / I_{n}\right)$.
3.2. Use the previous question.
3.4. If $I^{-1}=A$ then there exist $x_{i} \in I$ and $y_{i} \in I^{-1}$ such that $\sum_{1}^{n} x_{i} y_{i}=1$; then it follows easily that $I=\sum x_{i} A$.
3.5. If $J$ is a fractional ideal generated by $a_{1} / b_{1}, \ldots, a_{n} / b_{n}$, with $a_{i}$ and $b_{i}$ coprime, then $J^{-1}$ is the principal fractional ideal generated by $u / v$, where $u=$ l.c.m. $\left(b_{1}, \ldots, b_{n}\right)$ and $v=$ h.c.f. $\left(a_{1}, \ldots, a_{n}\right)$.
3.6. $\operatorname{Ker}\left(\varphi^{n}\right)=I_{n}$ for $n=1,2, \ldots$ is an ascending chain of ideals of $A$.
3.7. Choose an ideal $I$ of $A$ which is not finitely generated, and set $M=A / I$; then by Theorem 2.6, $M$ cannot be of finite presentation.

## §4.

4.5. Write $V\left(I_{\lambda}\right)$ for the complement of $U_{\lambda}$, where $I_{\lambda}$ is an ideal of $A$. Then $\bigcap_{\lambda} V\left(I_{\lambda}\right)=V\left(\sum I_{\lambda}\right)=\varnothing$, so $1 \in \sum I_{\lambda}$, and therefore a finite sum of $I_{\lambda}$ also contains 1 .
4.6. If $\operatorname{Spec} A=V\left(I_{1}\right) \cup V\left(I_{2}\right)$ with $V\left(I_{1}\right) \cap V\left(I_{2}\right)=\varnothing$ then $I_{1}+I_{2}=A$ and $I_{1} I_{2} \subset \operatorname{nil}(A)$. So $1=e_{1}+e_{2}$ with $e_{i} \in I_{i}$ for $i=1,2$ and $\left(e_{1} e_{2}\right)^{n}=0$. So $1=$ $\left(e_{1}+e_{2}\right)^{2 n}=e_{1}^{n} x_{1}+e_{2}^{n} x_{2}$ with $x_{i} \in A$. So $e=e_{1}^{n} x_{1}$ satisfies $e(1-e)=0$.
4.10. For $\mathfrak{p} \in \operatorname{Spec} A$, if $V(\mathfrak{p})=V(\mathfrak{a}) \cup V(\mathfrak{b})$ then $\mathfrak{p} \in V(\mathfrak{p})$ gives $\mathfrak{p} \supset \mathfrak{a}$ or $\mathfrak{p} \supset \mathfrak{b}$, and hence either $V(\mathfrak{p})=V(\mathfrak{a})$ or $V(\mathfrak{p})=V(\mathfrak{b})$. Conversely, if $V(I)$ is irreducible, then for $x, y \in A$ with $x y \in \sqrt{I}$, from $V=V(I+A x) \cup V(I+A y)$ we have, say, $V=V(I+A x)$, and $x \in \sqrt{I}$; this proves $\sqrt{I} \in \operatorname{Spec} A$.
4.11 If there is a closed subset which cannot be so expressed, let $V$ be a minimal one. Then $V$ must be reducible, but if $V=V_{1} \cup V_{2}$ with $V_{i} \neq V$ then, by minimality, each of $V_{1}$ and $V_{2}$ is a union of a finite number of irreducible closed set, hence also $V$, a contradiction.
§5.
5.1. Set $k\left[X_{1}, \ldots, X_{n}\right] / p=k\left[x_{1}, \ldots, x_{n}\right]$; then by Theorem 6 , coht $p=$ $\operatorname{tr} . \operatorname{deg}_{k} k(x)$. Suppose this is $r$, and that $x_{1}, \ldots, x_{r}$ is a transcendence basis of $k(x)$ over $k$, and set $K=k\left(X_{1}, \ldots, X_{r}\right)$; then $k\left[X_{1}, \ldots, X_{n}\right]_{p}$ is the localisation of $K\left[X_{r+1}, \ldots, X_{n}\right]$ at a prime ideal $P$, with ht $\mathfrak{p}=$ ht $P$. This reduces us to proving that if $r=0$ then ht $p=n$. In this case $x_{1}, \ldots, x_{n}$ are algebraic over $k$, and letting $p_{i}$ be the kernel of $k\left[X_{1}, \ldots, X_{n}\right] \rightarrow$ $k\left[x_{1}, \ldots, x_{i}, X_{i+1}, \ldots, X_{n}\right]$ we get a strictly increasing chain $0 \subset \mathfrak{p}_{1} \subset \mathfrak{p}_{2}$
$\subset \cdots \subset \mathfrak{p}_{n}=\mathfrak{p}$, giving ht $p \geqslant n$, but by the corollary to Theorem 6 , ht $p \leqslant n$.
5.2. If $A$ is a zero-dimensional Noetherian ring then all prime ideals are minimal, and by Ex. 4.12, there are only finitely many of these. Let these be $p_{1}, \ldots, p_{r}$; then since $p_{1} \ldots p_{r}=\operatorname{nil}(A)$ there is an $n$ such that $\left(p_{1} \ldots p_{r}\right)^{n}=0$. For any ideal $I$ and any $i$, the module $I / I p_{i}$ is a finite-dimensional vector space over $A / \mathfrak{p}_{i}$, so that $l\left(I / I \mathfrak{p}_{i}\right)<\infty$. It follows easily that $l(A)<\infty$, so that $A$ is Artinian.
$\S 6$.
6.1. Ass $M=\{(0),(3)\}$. ( $\supset$ is obvious, $\subset$ from Theorem 3.)
6.2. No. Let $M$ be as in the previous question, $M_{1}=\{(a, \bar{a}) \mid a \in \mathbb{Z}\}$ and $M_{2}=\{(a, 0) \mid a \in \mathbb{Z}\} ;$ then $M=M_{1}+M_{2}$, but each $M_{i} \simeq \mathbb{Z}$.
6.3. Since $x A / x^{n} A \simeq A / x^{n-1} A$, there is an exact sequence
$0 \rightarrow A / x^{n-1} A \longrightarrow A / x^{n} A \longrightarrow A / x A \rightarrow 0$.
6.4. Use a primary decomposition of $I$.
§7.
7.2. For $b \in B$ write $b=y / x$ with $x, y \in A$. Then $y=b x \in x B \cap A=x A$ (by Theorem 7.5, (ii)), so $b \in A$.
7.3. Write $N \subset M$ for the $A$-submodule generated by $\left\{m_{\lambda}\right\}$; then $B \otimes$ $(M / N)=0$, so $M / N=0$.
7.4. Set $M=\prod_{\lambda} M_{\lambda}$. It is enough to show that $I \otimes M \longrightarrow I M$ is injective for an ideal $I=\sum_{1}^{n} a_{i} A$ of (Theorem 6). Define $f: A^{n} \longrightarrow A$ by $f\left(x_{1}, \ldots, x_{n}\right)=\sum a_{i} x_{i}$, and set $K=\operatorname{Ker} f$. Then $0 \rightarrow K \longrightarrow A^{n} \xrightarrow{f} A$ is exact, hence also $\quad 0 \rightarrow K \otimes M_{\lambda} \longrightarrow\left(M_{\lambda}\right)^{n} \rightarrow M_{\lambda}$, and if $\sum_{1}^{n} a_{i} \otimes \xi_{i} \in I \otimes M$ satisfies $\sum a_{i} \xi_{i}=0$ then writing $\xi_{i \lambda}$ for the $\lambda$ th coordinate of $\xi_{i} \in M$ we have $\sum a_{i} \xi_{i \lambda}=0$ for all $\lambda$, and hence $\left(\xi_{1 \lambda}, \ldots, \xi_{n \lambda}\right) \in K \otimes M_{\lambda}$. Now since $\Lambda$ is Noetherian we can write $K=\Lambda \beta_{1}+\cdots+\Lambda \beta_{r}$ with $\beta_{j}$ $=\left(b_{1 j}, \ldots, b_{n j}\right) \in K \subset A^{n}$ for $1 \leqslant j \leqslant r$. Thus we can write $\xi_{i \lambda}=\sum_{j} b_{i j} \eta_{j \lambda}$ with $\eta_{j \lambda} \in M_{\lambda}$. Since $\sum_{i} a_{i} b_{i j}=0$, setting $\eta_{j}=\left(\eta_{j \lambda}\right)_{\lambda} \in M$, we get $\xi_{i}=\sum_{j=1}^{r} b_{i j}$ $\eta_{j}$, and $\sum_{i} a_{i} \otimes \xi_{i}=\sum_{i} \sum_{j} a_{i} b_{i j} \otimes \eta_{j}=0$.
7.5. Tensor the exact sequence $0 \rightarrow A \xrightarrow{a} A$ with $N$ to get the exact sequence $0 \rightarrow N \xrightarrow{a} N$.
7.8. Tensor product does not commute with infinite direct products. If $\left\{p_{i}\right\}$ as an infinite set of prime numbers then $\bigcap_{i} p_{i} \mathbb{Z}=(0)$, but $\bigcap_{i}\left(p_{i} \mathbb{Z} \otimes \mathbb{Q}\right)$ $=\bigcap_{i} \mathbb{Q}=\mathbb{Q}$.
7.9. If $I$ is an ideal of $A$ then $I B \cap A=I$, so that given a chain $I_{1} \subset I_{2} \subset \cdots$ of ideals of $A, I_{1} B \subset I_{2} B \subset \cdots$ eventually terminates, hence so docs the given chain.

## §8.

8.1. $(I+J)^{2 n} \subset I^{n}+J^{n}$, so that given $x_{1}, x_{2}, \ldots$ such that $x_{n+1}-x_{n} \in(I+J)^{2 n}$ we can write $x_{n+1}-x_{n}=u_{n}+v_{n}$ with $u_{n} \in I^{n}$ and $v_{n} \in J^{n}$. Thus $\left\{x_{n}\right\}$
converges to $x_{1}+\sum_{1}^{\infty} u_{i}+\sum_{1}^{\infty} v_{i}$. Also, $I, J \subset \operatorname{rad}(A)$, so that $I+J \subset \operatorname{rad}(A)$, and therefore $\bigcap_{n}(I+J)^{n}=(0)$.
8.2. If $\left\{x_{n}\right\}$ satisfies $x_{n+1}-x_{n} \in J^{n}$ then there is a limit $x$ for the $I$-adic topology. For any $i$, taking $m$ large enough we get $x_{m}-x \in I^{i}$, so that $x_{n}-x=x_{n}-$ $x_{m}+x_{m}-x \in J^{n}+I^{i}$, and since by Theorem 10 , (i) we have $\bigcap_{i}\left(J^{n}+I^{i}\right)=J^{n}$, we get $x_{n}-x \in J^{n}$, so that $x$ is also a $J$-adic limit.
8.3. Let $\mathfrak{a} \hat{A}=\alpha \hat{A}$ and $\alpha=\sum a_{i} \xi_{i}$ with $a_{i} \in \mathfrak{a}$ and $\xi_{i} \in \hat{A}$. Let $I$ be an ideal of definition of $A$. Take $x_{i} \in A$ such that $x_{i}-\xi_{i} \in I \hat{A}$ and set $a=\sum a_{i} x_{i}$. Then $a \in \mathfrak{a}$ and $\mathfrak{a} \hat{A} \subset a \hat{A}+I a \hat{A}$, so that by NAK, $\mathfrak{a} \hat{A}=a \hat{A}$, so $\mathfrak{a}=a \hat{A} \cap A=a A$.
8.4. $e=(e-X)\left(e+e X+e X^{2}+\cdots\right)$.
8.7. $A / m^{n}$ is Artinian, so that there exists $t(n)$ such that $a_{t(n)}+m^{n}=a_{j}+m^{n}$ for $j>t(n)$. We can assume that $t(n)<t(n+1)<\cdots$. Supposing that $\mathfrak{a}_{t(r)} \notin$ $\mathbf{m}^{r}$ for some $r$, then we take $a_{r} \in \mathbf{a}_{(t r)}-\mathfrak{m}^{r}$, then $a_{r+1} \in \mathbf{a}_{t(r+1)}$ such that $a_{r+1}-a_{r} \in \mathfrak{m}^{r}$, and proceed in the same way taking $a_{i} \in \mathfrak{a}_{t(\mathrm{i})}$ such that $a_{i}-a_{i-1} \in \mathfrak{m}^{i-1}$ for $i \geqslant r$. Then $\lim a_{i}$ belongs to $\bigcap_{v} \mathfrak{a}_{v}$, but not to $\mathrm{m}^{r}$, which is a contradiction.
8.8. This can be done by following the proof of Theorem 5 , and replacing the use of homogeneous polynomials by multihomogeneous polynomials.
8.9. We can assume that $A$ is a Noetherian local ring with maximal ideal $P$. There is an $x \neq 0$ such that $x P=0$, and then since $\bigcap_{n} P^{n}=(0)$ there exists $c$ such that $x \notin P^{c}$. Then if $I \subset P^{c}, I: x=P$.
8.10. Let $\mathrm{m}=(X, Y) \subset k[X, Y]$ and set $A=k[X, Y]_{m} ;$ let $\varphi(X)=$ $\sum_{1}^{\infty} a_{i} X^{i} \in k \llbracket X \rrbracket$ be transcendental over $k(X)$ and set $a_{v}=\left(X^{v+1}\right.$, $\left.Y-\sum_{i}^{v} a_{i} X^{i}\right)$.
§9.
9.1. $B_{\mathrm{p}}$ is integral over $A_{\mathrm{p}}$, so that any maximal ideal of $B_{p}$ lies over $\mathfrak{p} A_{\mathrm{p}}$ and therefore coincides with $P B_{p}$. Hence $B_{p}$ is a local ring, and the elements of $B-P$ are units of $B_{p}$.
9.2. $\leqslant$ from the going-up theorem, and $\geqslant$ from Theorem 3, (ii).
9.3. Replacing $A$ and $B$ by $A_{\mathrm{p}}$ and $B_{\mathrm{p}}$ we can assume p is maximal; then set $k=A / \mathfrak{p}$, so that $B / \mathfrak{p} B$ is a finite $k$-module, hence an Artinian ring.
9.4. If $a x^{n} \in A$ for all $n$ then $A[x]$ is a submodule of the finite $A$-module $a^{-1} A$; if $A$ is Noetherian then $A[x]$ is also a finite $A$-module.
9.6. Suppose $f=g h$ with $g, h \in K[X]$ monic. Roots of $g$ are roots of $f$, hence integral over $A$, and expressing the coefficients of $g$ in terms of the roots, we have that the coefficients of $g$ are integral over $A$; since $A$ is integrally closed, $g \in A[X]$, and similarly for $h$.
9.8. By Theorem 3, (ii).
9.10. $L[X]$ is a free module over $K[X]$, hence flat; and if $L$ is algebraic over $K$ then $L[X]$ is integral over $K[X]$. The first part follows from the previous two questions, together with Theorem 5. If $f, g$ have a common factor $\alpha(X)$ in $L[X]$ then set $P=(\alpha(X))$, so that ht $P=1$ (it can easily be seen that a non-zero principal prime ideal in a Noetherian integral domain has height
1). Hence $\mathrm{ht} p \leqslant 1$. But $f, g \in \mathfrak{p}$, so that $\mathrm{t} \boldsymbol{p}=1$. There is an irreducible divisor $h$ of $f$ in $\mathfrak{p}$, and $\mathfrak{p}=(h)$, so $h \mid g$.

## §10.

10.2. Use the previous question and Theorem 7.7.
10.3. In the proof of Theorem 4 we can choose $\mathfrak{p}$ to contain $\left(\mathrm{mm}_{A}, y\right) A[y]$.
10.4. Let $0 \subset \mathfrak{p}_{1} \subset \mathfrak{p}_{2}$ be a strictly increasing chain of prime ideals of $R$ and let $0 \neq b \in \mathfrak{p}_{1}, a \in \mathfrak{p}_{2}-\mathfrak{p}_{1}$; thus $b a^{-n} \in R$ for all $n>0$. Take $f=\sum_{1}^{\infty} u_{i} X^{i}$ to be a root of $f^{2}+a f+X=0$. Then $u_{1}=-a^{-1}$, and for all $i$ we have $u_{i} \in a^{-2 i+1} R$, so that $b f(X) \in R \llbracket X \rrbracket$ but $f(X) \notin R \llbracket X \rrbracket$.
10.5. The first part comes from Theorem 1 . For the second part, by $\S 9$, Lemma 1 the integral closure of $R$ in $K$ is not the whole of $K$, and therefore coincides with $R$, so $R$ is integrally closed; on the other hand, for $x \in K-R$ we have $R[x]=K$, hence $x^{-1} \in R[x]$, so that $x^{-1}$ is integral over $R$ and hence in $R$. Thus $R$ is a valuation ring. If $\operatorname{dim} R>1$ then there is a prime ideal $\mathfrak{p}$ of $R$ distinct from ( 0 ) and from the maximal ideal, and thus $R_{\mathrm{p}}$ is intermediate between $R$ and $K$.
10.8. Let $v: L^{*} \longrightarrow G$ be the additive valuation corresponding to $S$, and choose $x_{1}, \ldots, x_{e} \in L$ such that $v\left(x_{1}\right), \ldots, v\left(x_{e}\right)$ represent the different cosets of $G^{\prime}$ in $G$, and $y_{1}, \ldots, y_{f} \in S$ such that their images in $k$ are linearly independent over $k^{\prime}$. It follows easily from the previous question that the ef elements $x_{i} y_{j}$ are linearly independent over $K$.
10.9. If $S \subset S_{1}$ then the residue field $k_{1}$ of $S_{1}$ contains a valuation ring $A \neq k_{1}$ such that $S$ is the composite of $S_{1}$ and $A$. We have $k \subset A \subset k_{1}$, but by the previous question $k_{1}$ is an algebraic extension field of $k$, hence integral over $A$. But $A$ is integrally closed, therefore $A=k_{1}$, a contradiction.
§11.
11.1. Let $B$ be a valuation ring of $\bar{K}$ dominating $A$, and $G$ its value group. Then for $\alpha \in \mathfrak{m}_{B}$ we have $\sqrt{ } \alpha \in \mathfrak{m}_{B}$, so that $G$ has no minimal element. Also it is easy to see that some multiple of $v(\alpha)$ belongs to $v\left(K^{*}\right)$, so that $G$ is Archimedean.
11.2. If $B$ is a valuation ring of $L$ dominating $A$ and $G$ its value group, set $H=v\left(K^{*}\right)$ and $e=[G: H]$. Then $x \in G \Rightarrow e x \in H$. Hence $G$ is isomorphic to a subgroup of $H$, and $G \simeq \mathbb{Z}$.
11.5. Just use Forster's theorem (5.7).
11.6. By Ex. 9.7, $A=\mathbb{Z}[\sqrt{ } 10]=\mathbb{Z}[X] /\left(X^{2}-10\right)$. Then $A / 3 A \simeq \mathbb{Z}[X] /(3$, $\left.X^{2}-1\right)=(\mathbb{Z} / 3 \mathbb{Z})[X] /(X-1)(X+1)$, so that $P=(3, \sqrt{ } 10-1)$ is a prime ideal of $A$. This is not principal, since if $P=(x)$ with $\alpha=a+b \sqrt{ } 10$, then one and sees easily that the norm $N(x)=a^{2}-10 b^{2}$ would have to be $\pm 3$, but this is impossible since the congruence $a^{2} \equiv \pm 3 \bmod 5$ has no solution.
11.7. Let $P_{1}, \ldots, P_{r}$ be the maximal ideals of $A$; choose an element $\alpha \in P_{1}$ such that $\alpha \notin P_{1}^{2} \cup P_{2} \cup \cdots \cup P_{r}$. Then $\alpha A=P_{1}$, and similarly each of the prime ideals is principal. Thus by Theorem 6 any ideal is principal. (Of course this also follows from Theorem 5.8.)

## §12.

12.1. Suppose that $L$ is normal over $K$, and let $G=\operatorname{Aut}_{K}(L)$. Let $S_{1}$ and $S$ be valuation rings of $L$ dominating $R$, and let $S_{1}, S_{2}, \ldots, S_{r}$ be the conjugates of $S_{1}$ by elements of $G$, and $A=S_{1} \cap \cdots \cap S_{r} \cap S$. If $S \neq S_{i}$ for any $i$ then by Ex. 10.9, there are no inclusions among $S_{1}, \ldots, S_{r}, S$, and we can apply Theorem 2. Letling $n, n_{i}$ be the maximal ideals of $S, S_{i}$, and setting $\mathfrak{n} \cap A=\mathfrak{p}, \mathfrak{n}_{i} \cap A=\mathfrak{p}_{i}$ we have $\mathfrak{p}_{1} \ldots \mathfrak{p}, \notin \mathfrak{p}$, so that we can choose $x \in \mathfrak{p}_{1} \cap \cdots \cap \mathfrak{p}_{r}$ with $x \notin \mathfrak{p}$. Then $x \notin \mathfrak{n}$, but since $x \in\left(\mathfrak{n}_{1}\right)^{\sigma^{-1}}$ for all $\sigma \in G$, all the conjugates of $x$ over $K$ belong to $\mathfrak{n}_{1}$, and the coefficients of the minimal polynomial of $x$ over $K$ belong to $n_{1} \cap K=\operatorname{rad}(R)$. Thus it follows easily that $x \in \mathrm{n}$, a contradiction.
12.2. By Ex. 10.3, $\bar{R}$ is the intersection of all valuation rings of $L$ dominating $R$. Ex. 10.9 can easily be extended to the infinite case, so that the second part follows from the first. For the first part, reduce to the finite case and use the previous question and Theorem 2.
12.4. Let $\mathscr{P}$ be the set of height 1 prime ideals of $A$, and for $\mathfrak{p} \in \mathscr{P}$ set $I_{\mathrm{p}}=a_{\mathrm{p}} A_{\mathrm{p}}$. Then $x \in \widetilde{I} \Leftrightarrow x I^{-1} \subset A_{\mathrm{p}}$ for all $p \in \mathscr{P} \Leftrightarrow x \in a_{\mathrm{p}} A$ for all $p \in \mathscr{P}$. Hence $\tilde{I}$ is the intersection of $I_{\mathfrak{p}} \cap A$ taken over the finitely many $\mathfrak{p} \in \mathscr{P}$ such that $I_{\mathfrak{p}} \neq A_{\mathrm{p}}$.
§13.
13.3. Let $P \in \operatorname{Ass}(A)$ be such that ht $P \geqslant 1$, and let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{n}$ be the prime divisors of $(a)$. If $P \not \subset p_{i}$ for all $i$, then there exists $x \in P$ such that $(a): x=(a)$. This is a contradiction, since $x$ is a zero-divisor, but if $x y=0$ then $y \in \bigcap_{n} a^{n} A$. Hence $P+(a) \subset p_{i}$ for some $i$, and then $h t p_{i} \leqslant 2$.
13.4. (i) is easy. (ii) The homogeneous elements of $P$ are nilpotent mod $Q^{*}$, hence so are all elements of $P$. Now we show that if $f \notin P, g \notin Q^{*}$ then $f g \notin Q^{*}$. Let $f=f_{1}+\cdots+f_{r}, g=g_{1}+\cdots+g_{s}$ with $f_{i}$ and $g_{j}$ homogeneous, and $\operatorname{deg} f_{1}<\operatorname{deg} f_{2}<\cdots, \operatorname{deg} g_{1}<\operatorname{deg} g_{2}<\cdots$; we work by induction on $r+s$. If $r=s=1$ there is nothing to prove. Also, since we can assume that $g_{1} \notin Q^{*}$ we have $g_{1} \notin Q$. If $f_{1} \notin P$ then $f_{1} g_{1} \notin Q^{*}$. Next, suppose $f_{1} \in P$. If $f_{1} g \in Q^{*}$ then $f g \in Q^{*}$, since $\left(f_{2}+\cdots+f_{r}\right) g \in Q^{*}$. If $f_{1} g \in Q^{*}$ then $f_{1}^{t} g \notin Q^{*}$ and $f_{1}^{t+1} g \in Q^{*}$ for some $t \geqslant 1$ (since $f_{1}^{n} \in Q^{*}$ for $n \gg 0$ ). Replacing $g$ by $f_{1}^{t} g$ reduces to the case $f_{1} g \in Q^{*}$, so that $f f_{1}^{t} g \notin Q^{*}$.
13.6. First half: let $S$ be the multiplicative set made up of homogeneous elements of $R$ not in $P$; then $R_{S} / P^{*} R_{S}$ can be viewed as the localisation of $R / P^{*}$ with respect to all non-zero homogeneous elements, and by the previous question this is $\simeq K\left[X, X^{-1}\right]$, which is a one-dimensional ring. Second half: proof by induction on ht $P=n$; take a prime ideal $Q \subset P$ with ht $Q=$ $n-1$. If $Q \neq P^{*}$ then $Q$ is inhomogeneous, $Q^{*} \subset P^{*}$ and $\operatorname{ht}\left(P / Q^{*}\right) \geqslant 2$, so by the first half, $P^{*} \neq Q^{*}$, hence ht $P^{*} \geqslant$ ht $Q^{*}+1=n-1$.

## §14.

14.7. Let $\mathfrak{p} \in \operatorname{Spec} A, f, g \in \mathbb{m}-\mathfrak{p}$, and $r=\operatorname{dim} A / \mathfrak{p}$. If $r=1$ then $\mathfrak{p} A_{f}$ is a maximal ideal. Suppose that $r>1$. We can choose $x_{2}, \ldots, x_{r} \in m$ such that
$\mathrm{ht}\left(\mathfrak{p}, f, x_{2}, \ldots, x_{i}\right) / \mathfrak{p}=\mathrm{ht}\left(\mathfrak{p}, g, x_{2}, \ldots, x_{i}\right) / \mathfrak{p}=i$ for $2 \leqslant i \leqslant r$. Then any minimal prime divisor $P$ of $\left(\mathfrak{p}, x_{2}, \ldots, x_{r}\right)$ satisfies $\operatorname{dim} A / P=1, f \notin P$ and $g \notin P$, so $g \notin P A_{f} \in \mathrm{~m}-\operatorname{Spec}\left(A_{f}\right)$.

## §15.

15.1. Set $Z=X / Y$ so that $X=Y Z, B=k[Y, Z] \supset A=k[Y Z, Y]$, and $p B=$ $Y B$. So $B / \mathfrak{p} B \simeq k[Z]$ and $\operatorname{dim} B_{P} / \mathfrak{p} B_{P}=1$. Now let $\mathfrak{p}^{\prime}=(X-\alpha Y) A$ for $0 \neq \alpha \in k$; then any height 1 prime ideal of $B$ containing $X-\alpha Y=$ $Y(Z-\alpha)$ must be $Y B$ or $(Z-\alpha) B$, but since $Y B \cap A \neq \mathfrak{p}^{\prime}$ and $(Z-\alpha) B \notin P$ there does not exist any prime ideal of $B$ contained in $P$ and lying over $p^{\prime}$.
15.2. No. Set $f=X Y-1$. Then $f B$ is a prime ideal of $B$, and $f B \cap A=(0)$. Since $f B+X B=B$ there does not exist any prime ideal of $B$ containing $f B$ and lying over $X A$. Note that the fibres of $A \longrightarrow B$ are all onedimensional.
§16.
16.1. $\leqslant$ is easy; for $\geqslant$ consider a system of parameters of $M^{\prime}$.
16.2. $\operatorname{Hom}_{A}(A / \mathfrak{a}, A / \mathfrak{b})=0$ by Theorem 9 .
16.3. For $P \in \operatorname{Ass}(A / I)$, grade $P \geqslant k$ is clear from $P \supset I$. If grade $P>k$ then by Ex. $16.2, I: P=I$, which is a contradiction.
16.5. Suppose that $(A, \mathfrak{m})$ is local; then if $\mathrm{m} \in \operatorname{Ass}(A)$ we have depth $A=0$, but if ht $P>0$ and $P \notin \operatorname{Ass}(A)$ then depth $A_{P}>0$, so that $M=A$ gives a counterexample. For example, $A=k[X, Y, Z]_{(X, Y, Z)} /(X, Y, Z)^{2} \cap(Z)$ and $P=$ $(x, z) A$ satisfy these conditions.
16.7. Let $\underline{x}=\left(x_{1}, \ldots, x_{n}\right)$ be a maximal $M$-sequence in $m$, and set $M^{\prime}=$ $M / \sum x_{i} M$; then there exists $0 \neq \xi \in M^{\prime}$ such that $\mathfrak{m} \xi=0$. Thus $\mathfrak{m} B \xi=0$, but $\mathfrak{n}^{\nu} \subset \mathfrak{m} B$ so $\mathfrak{n}^{\nu} \xi=0$ and $\mathfrak{n} \in \operatorname{Ass}_{B}\left(M^{\prime}\right)$, therefore $\underline{x}$ is also a maximal $M$ sequence in $n$.
16.10. (i) For $r=1$ the proof is similar to Theorem 14.3. If $r>1$, applying the case $r=1$ gives that $\left(a_{1}, \ldots, a_{r-1}\right)$ is prime, and we can then use induction. (ii) For any $Q \in \operatorname{Ass}(A)$ we have $Q A_{Q} \in \operatorname{Ass}\left(A_{Q}\right)$; if we had $P \subset Q$ then by (i), $A_{Q}$ is an integral domain, a contradiction. Hence $P \notin Q$. Therefore using Ex. 16.8, we see that $P$ can be generated by an $A$-sequence. For a counterexample let $A=k[x, y, z]=k[X, Y, Z] /(X(1-Y Z)) ; \quad P=(x, y, z)=$ $(y, z)=\left(y-y^{2} z, z\right)$ is a prime ideal of height 2 , but $y-y^{2} z$ is a zero-divisor in $A$.

## §17.

17.1. (b) Let $k$ be a field; then $A=k[X, Y] /\left(X Y, Y^{2}\right)$ is a one-dimensional ring which is not CM.
17.2. $\quad x^{3}, y^{3}$ is an $A$-sequence, hence also an $R$-sequence, so that $R$ is CM . The ring $k\left[x^{4}, x^{3} y, x y^{3}, y^{4}\right]$ is not CM .
17.3. By localisation we need only consider the case of an integral domain, and it then follows from Theorem 11.5, (i).
17.4. We can assume that $A$ is a local ring. Since $A / J$ is CM we have $\operatorname{dim} A /$ $J=$ depth $A / J=r$, and if we set $k$ for the residue class field of $A$ then $\operatorname{Ext}_{A}^{i}(k, A / J)=0$ for $i<r$. Using the exact sequence $0 \rightarrow$ $J^{v} / J^{v+1} \longrightarrow A / J^{v+1} \longrightarrow A / J^{v} \rightarrow 0$ and the fact that $J^{v} / J^{v+1}$ is isomorphic to a direct sum of a number of copies of $A / J$ we get by induction that $\operatorname{Ext}_{A}^{i}\left(k, A / J^{v}\right)=0$ for $i<r$.
17.5. (i) Let $x_{1}, \ldots, x_{r}$ be a maximal $A$-sequence in $P$, and extend to a maximal $A$ sequence in $\mathfrak{m}, x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{s}$. There exists $Q \in$ Ass $_{A}\left(A /\left(x_{1}, \ldots, x_{r}\right)\right)$ containing $P$, so that by Theorem $2, \operatorname{dim} A / P \geqslant \operatorname{dim} A / Q \geqslant \operatorname{depth}$ $A /\left(x_{1}, \ldots, x_{r}\right)=s$.
(ii) $\operatorname{dim} A-\operatorname{ht} P \geqslant \operatorname{dim}(A / P) \geqslant \operatorname{depth} A-\operatorname{depth}(P, A) \geqslant \operatorname{depth} A-$ depth $A_{p}$.

## § 18.

18.1. Using Ex. 16.1, we see that $A$ is $\mathrm{CM} \Leftrightarrow B$ is CM . Assuming CM , we need only use condition ( $5^{\prime}$ ) of Theorem 1 as a criterion.
18.3. Given a prime ideal $P$ of $A[X]$, by localising $A$ at $P \cap A$ and factoring out by a system of parameters we reduce to proving that if $(A, \mathfrak{m}, k)$ is a zerodimensional Gorenstein local ring, and $P$ a prime ideal of $A[X]$ such that $P \cap A=\mathrm{m}$ then $B=A[X]_{P}$ is Gorenstein. Then $P$ is generated by m together with a monic polynomial $f(X)$, and the image of $f$ in $k[X]$ is irreducible. Since $f$ is $B$-regular, if we set $C=B /(f)$ then the maximal ideal of $C$ is $\mathfrak{m} C$, and $C \simeq A[X] /(f)$; this is a free $A$-module of finite rank, so that $\operatorname{Hom}_{C}(C / \mathrm{mC}, C)=\operatorname{Hom}_{A}(k, A) \otimes_{A} C($ by Ex. 7.7) $\simeq C / m C$. So $C$ is Gorenstein, therefore $B$ also.
18.4. $R /\left(x^{3}, y^{3}\right)=k\left\lceil x^{3}, y^{3}, x^{2} y, x y^{2}\right] /\left(x^{3}, y^{3}\right) \simeq k[U, V\rceil /\left(U^{2}, V^{2}, U V\right)$. In this ring ( 0 ) is not irreducible, so that $R$ is not Gorenstein.
18.5. For $0 \neq a \in A$, the ideal $a A$ is $\simeq A / I$ with $I \neq A$, so there exists a non-zero $\operatorname{map} \varphi: a A \longrightarrow k$, viewed as a map $a A \longrightarrow E$, this extends to $A \longrightarrow E$, so that $0 \neq \operatorname{Im} \varphi \subset a E$.
18.6. We can consider $M$ as a submodule of $E=E_{A}(k)$. By faithfulness, $A \subset \operatorname{Hom}_{A}(M, M) \subset \operatorname{Hom}_{A}(M, E)$. But $\quad 0 \rightarrow \operatorname{Hom}_{A}(E / M, E) \longrightarrow$ $\operatorname{Hom}_{A}(E, E)=A \longrightarrow \operatorname{Hom}_{A}(M, E) \rightarrow 0$ is exact, hence $E / M=0$.
§19.
19.3. If $0 \rightarrow P_{r} \longrightarrow \cdots \longrightarrow P_{0} \longrightarrow M \rightarrow 0$ is an exact sequence and each $P_{i}$ is finite and projective, and if $P_{0} \oplus A^{n} \simeq A^{m}$, then $\cdots \longrightarrow P_{2} \longrightarrow P_{1} \oplus A^{n} \longrightarrow P_{0}$ $\oplus A^{n} \longrightarrow M \rightarrow 0$ is again exact, with $P_{0} \oplus A^{n}$ free. Proceeding in the same way, adding a free module to $P_{i}$ at each stage, we get an FFR $0 \rightarrow L_{r+1}$ $\longrightarrow L_{r} \longrightarrow \cdots \longrightarrow L_{0} \longrightarrow M \rightarrow 0$.
19.4 For every maximal ideal $\mathfrak{m}$ of $A$, since the $A$-module $A / m$ has an FFR , also the $A_{\mathrm{m}}$-module $A_{\mathrm{m}} / \mathrm{m} A_{\mathrm{m}}$ has an FFR, so that the projective dimension over $A_{\mathrm{m}}$ is finite. Thus $A_{\mathrm{m}}$ is a regular local ring.

## §20.

20.4. Use Theorem 5 and Ex. 8.3.
20.5. This follows from Theorem 1. If an ideal $I$ is locally principal it is finitely generated, and principal by Theorem 5.8.

## §21.

21.1. For $P \in \operatorname{Spec} R$ with $P \supset I$ set $P / I=\mathfrak{p}$; then $A_{p}$ is c.i. $\Leftrightarrow I_{p}$ is generated by an $R_{P}$-sequence $\Leftrightarrow\left(I / I^{2}\right)_{p}$ is free over $A_{p}$. Now $I / I^{2}$ is a finite $A$-module, so that by Theorem 4.10, $\left\{p \in \operatorname{Spec} A \mid\left(I / I^{2}\right)_{p}\right.$ is free $\}$ is an open subset of $\operatorname{Spec} A$.
21.2. We can assume that $A$ is complete. Then $A=R / I$ with $R$ regular and $\operatorname{dim} R=\operatorname{dim} A+1$. Now ht $I=1$ and $A$ is a CM ring, so that all the prime divisors of $I$ have height 1 . Since $R$ is a UFD, $I$ is principal.
21.3. $A=k[x, y, z]=k+k x+k y+k z+k x^{2}$, with $x^{2}=y^{2}=z^{2}$ and $x y=y z=$ $z x=0$. Therefore $0: m=k x^{2}$, and $A$ is a zero-dimensional Gorenstein ring. Set $I=\left(X^{2}-Y^{2}, Y^{2}-Z^{2}, X Y, Y Z, Z X\right)$ and $M=(X, Y, Z)$; then $I / M I \longrightarrow M^{2} / M^{3}$ has five-dimensional image, so that at least five elements are needed to generate $I$.
§22.
22.2. Algebraic independence comes from Theorem 16.2, (i). To prove flatness, setting $I=\sum x_{i} C$ and using Theorem 3 , we reduce to proving that $\operatorname{Tor}_{1}^{C}(k, A)=0$. Since $\underline{x}$ is a $C$-sequence, the Koszul complex $L .=K .(\underline{x}, C)$ constructed from $C$ and $\underline{x}$ is a free resolution of the $C$-module $k=C / I$, and $\operatorname{Tor}_{1}^{C}(k, A)=H_{1}\left(L . \otimes_{C} A\right)$. However, $L_{.} \otimes_{C} A$ is just the Koszul complex constructed from $A$ and $\underline{x}$, and since $\underline{x}$ is an $A$-sequence, $H_{1}\left(L_{.} \otimes A\right)=0$.
22.3. We need only show that $\operatorname{Tor}_{1}^{A}(k, M)=0$. By Lemma 2 of $\S 18$, $\operatorname{Tor}_{1}^{A}(k, M)=\operatorname{Tor}_{1}^{A / x A}(k, M / x M)$, but by assumption the right-hand side is 0 .
§24.
24.1. Use $0 \rightarrow I^{i} / I^{i+1} \longrightarrow A / I^{i+1} \longrightarrow A / I^{i} \rightarrow 0$ to deduce that $\operatorname{Ass}\left(A / I^{i}\right)=$ $\operatorname{Ass}(A / I)$ for all $i$.
24.2. By Theorem 5, it is enough to show that for a prime ideal $p$ of $A, \mathrm{CM}(A / p)$ contains a non-empty open. Let $P$ be the inverse image of $\mathfrak{p}$ in $R$, so that $A / p=R / P$. If $x_{1}, \ldots, x_{n} \in P$ are chosen to form a system of parameters of $R_{P}$ then since $R_{P}$ is CM , they form an $R_{P}$-sequence. Thus passing to a smaller neighbourhood of $P$, we can assume (i) $P$ is the unique minimal prime divisor of $(\underline{x})=\left(x_{1}, \ldots, x_{n}\right) R$, and (ii) $\underline{x}$ is an $R$-sequence. Now replacing $R$ by $R /(x)$, we can assume that $P$ is nilpotent; moreover, we can take $P^{i} / P^{i+1}$ to be free $R / P$-modules. Now using the previous question it follows easily that $R$ is CM implies $R / P$ is CM.
24.3. After a preliminary reduction as in the previous question, use the proof of Theorem 6.

## §25.

25.2. If $x y=0$ we prove that $y \in \bigcap x^{n} A$; suppose that $y \in x^{n} A$, and set $y=x^{n} z$; then $0=D\left(x^{n+1} z\right)=(n+1) x^{n} z+x^{n+1} D z$, and $y \in x^{n+1} A$.
25.4. $0 \rightarrow I \longrightarrow A \otimes_{k} A \longrightarrow A \rightarrow 0$ is a split exact sequence, so that $0 \rightarrow I \otimes_{k} k^{\prime}$ $\longrightarrow A \otimes_{k} A \otimes_{k} k^{\prime}=A^{\prime} \otimes_{k^{\prime}} A^{\prime} \longrightarrow A^{\prime} \rightarrow 0$ is also exact, and hence $\Omega_{A^{\prime} / k}$ $=\left(I \otimes k^{\prime}\right) /\left(I \otimes k^{\prime}\right)^{2}=\left(I / I^{2}\right) \otimes_{k} k^{\prime}-\Omega_{A / k} \otimes_{k} k^{\prime}$. For $A_{S}$, use the fact that $A_{S}$ is 0 -etale over $A$ and Theorem 1.
25.5. See Theorem 27.3.
§26.
26.1. (i) Let $\alpha \in K \cap K^{\prime}$; then $1, \alpha \in K$ are linearly dependent over $K^{\prime}$, hence also over $k$, so $\alpha \in k$. (ii) Assume that $\alpha_{1}, \ldots, \alpha_{n} \in K$ are linearly independent over $k^{\prime}$, and that $\sum \alpha_{i} \xi_{i}=0$ with $\xi_{i} \in k^{\prime}\left(K^{\prime}\right)$; we show that $\xi_{i}=0$. Clearing denominators, we can assume that $\xi_{i} \in k^{\prime}\left[K^{\prime}\right]$. Choosing a basis $\left\{\omega_{j}\right\}$ of $K^{\prime}$ over $k$ we can write $\xi_{i}=\sum c_{i j} \omega_{j}$ with $c_{i j} \in k^{\prime}$. Then since $\sum_{i, j} c_{i j} \alpha_{i} \omega_{j}=0$ we get $\sum_{i} c_{i j} \alpha_{i}=0$, therefore $c_{i j}=0$ for all $i, j$.
26.2. It is enough to show that $K((T))$ and $L^{p}\left(\left(T^{p}\right)\right)$ are linearly disjoint over $K^{p}\left(\left(T^{p}\right)\right)$. Assume that $\omega_{1}(T), \ldots, \omega_{r}(T) \in K((T))$ are linearly independent over $K^{p}\left(\left(T^{p}\right)\right)$, and that $\sum \varphi_{i} \omega_{i}=0$ with $\varphi_{i} \in L^{p}\left(\left(T^{p}\right)\right)$; we show that $\varphi_{i}-0$ for all $i$. Clearing denominators, we can assume that $\omega_{i} \in K \llbracket T \rrbracket$ and $\varphi_{i} \in L^{p}\left[T^{p}\right]$. Letting $\left\{\xi_{\lambda}\right\}$ be a basis of $L$ over $K$ we can in a unique way write $\varphi_{i}=\sum \xi_{\lambda}^{p} \varphi_{i \lambda}\left(T^{p}\right)$ with $\left.\varphi_{i \lambda}\left(T^{p}\right) \in K^{p} \llbracket T^{P}\right]$. Here $\sum \xi_{\lambda}^{p} \varphi_{i \lambda}$ is in general an infinite sum, but only a finite number of terms appear in the sum for the coefficient of some monomial in the $T$ 's, so that the sum is meaningful. Then $\sum_{\lambda} \xi_{\lambda}^{p}\left(\sum_{i} \varphi_{i \lambda}\left(T^{p}\right) \omega_{i}(T)\right)=0$, so that $\sum_{i} \varphi_{i \lambda}\left(T^{p}\right) \omega_{i}=0$ for all $\lambda$, so $\varphi_{i \lambda}=0$ for all $i, \lambda$.
§28.
28.1. Let $N$ be a $B$-module satisfying $\mathrm{m}^{\nu} N=0$, and $D: B \longrightarrow N$ a derivation over $A$; then $D$ induces a derivation $\bar{D}: B_{0}=B / \mathrm{m} B \longrightarrow N / \mathrm{m} N$. If $B_{0}$ is $0-$ unramified over $k$ then $\bar{D}=0$, so that $D(B) \subset \mathfrak{m} N$. Proceeding as before gives $D(B) \subset \mathrm{mt}^{2} N, \ldots$ so that $D=0$. The statement about etale is just putting together those for smooth and unramified.
28.2. Since some $D \in \operatorname{Der}(k)$ with $D a \neq 0$ can be extended to a derivation of $A$, $a \notin A^{p}$. If $k^{\prime}$ were a coefficient field containing $k$ then we would have to have $a \in k^{\prime p} \subset A^{p}$. Also, $A$ is 0 -smooth over $k$ because $k[X]$ is.
§29.
29.1. Suppose that $C=R \llbracket t \rrbracket$ with $R$ a DVR; if we let $u$ be a uniformising element of $R$ then $p R$ is a power of $u R$, so that $p C$ has the single prime divisor $u C$. However, in fact, in our case $C / p C=(B / p B)[X] /(X(X+y))$, so that $p C$ has the two prime divisors $(p, x)$ and $(p, x+y)$.
29.2. $R$ is $p R$-etale over $\mathbb{Z}_{p \mathbb{Z}}$ (see Ex. 28.1).

## §30.

30.1. $\varphi$ is the composite of $E_{r}: A \longrightarrow A \llbracket t \rrbracket$ and of the $\operatorname{map} A \llbracket t \rrbracket \longrightarrow A$ obtained by substituting $-x$ for $t$. Since $\varphi(x)=0$ we have $x A \subset \operatorname{Ker} \varphi$. For any $a \in A$ we can write $\varphi(a)=a+x b$, so that $\varphi(\varphi(a))=\varphi(a)$, and therefore $C \cap x A=(0)$ and $A=C+x A$, therefore $A=C \llbracket x \rrbracket$. Now $E_{t}(x)=x+t$, and it is easy to see that this is a non-zero-divisor of $A \llbracket t \rrbracket$, so that $x$ is a non-zero-divisor of $A$. If $c_{r} x^{r}+c_{r+1} x^{r+1}+\cdots=0$ with $c_{i} \in C$ then dividing by $x^{r}$ we get $c_{r} \in C \cap x A=(0)$, so that $x$ is analytically independent over $C$.
30.2. No. If $A$ is 0 -smooth over $k^{\prime}$ then so is the field of fractions $L$ of $A$, so $L / k^{\prime}$ is separable, hence also $k / k^{\prime}$, and this is not the case.
30.3. (1) $\Rightarrow(3)$ is easy using Theorem 28.7. If $\left[k: k^{p}\right]=\infty$ then there are counterexamples to $(3) \Rightarrow(1)$ (see [G1], (22.7.7).
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## Index

## Bold numbers nn indicate a definition

absolute $p$-basis, 203
acceptable ring, 260
additive valuation, $\mathbf{7 5}$
(I-) adic completion, 57
(I-) adic topology, 57
(I-) adically ideal separated, 174
Akizuki's theorem, 16
( $A$-) algebra, 269
algebra, skew-commutative graded, 285
almost integral element, 69
analytically independent elements, 107
annihilator ann $(M), 6$
Archimedean ordered group, 76
Artin-Rees lemma, 59, 98
Artinian (ring, module),
$12,14,16,22,30,63,94$
ascending chain condition (a.c.c.) ix, 14, 39
associated graded ring, 93, 120
associated prime ideal, $\operatorname{Ass}(M), 38,156$, 179
associated separated module, 55
( $p$-) basis, 202
Bass conjecture, 152
Cartier equality, 205
catenary ring, 31, 117, 118, 250
catenary ring, formally, 252
catenary ring, universally, 118, 137, 251
centre (of a valuation ring), 73
characteristic
equal, 215
unequal, 215, 223, 228
characteristic $p$, xiii, 190, 196, 241
closed fibre, 116
CM module, 134
CM ring, 136, 188
cocycle, 221
codepth, 139
coefficient field, 215
coefficient ring, 225
cofinite subfield, 241
coheight (of a prime ideal), $\mathbf{3 0}$
Cohen-Macaulay (CM), x, 133, 134, 137, 180, 182, 188
Cohen's theorem, 17
combinatorial dimension, 30
complete intersection (c.i.) ring, 171
complete local ring, 45, 215, 224, 225
complete module, 55
completely integrally closed, 69
completion, ix, 55, 93, 157, 169
complex, 127, 274
double, 275
Koszul, 111, 127, 151, 156, 169, 286
complexes, tensor product of, $\mathbf{2 8 1}$
composite (of valuation rings), 72
composition series, 12, 15
contracted ideal, 21
coprime ideals, 3
Dedekind ring (domain), ix, 82, 89
degree (of a homogeneous element), 92
depth, x, 130, 154
derivation, 190, 230
higher, 207
derived functor, $\mathbf{2 8 0}$
descending chain condition (d.c.c), 14
'determinant trick', 7, 81
determinantal ideals, 103
differential, 192
basis, 201
ideal, 206
module of, 190, 192
of a complex, 274
dimension (Krull dimension), 20, 30, 98,
embedding, 104, 156, 169
formula, 119
global, 155
inequality, 118
injective, 139, 280
of intersection, 261
projective, 155, 280
theory, ix, 32, 92, 98
direct limit, 270
direct system, 269
directed family (of subfields), 241
directed set, 55, 269
discrete module, 221
discrete valuation ring (DVR), 71, 78, 106, 223
discriminant, 198
divisor class group, 165
divisorial fractional ideal, 91
domain, see integral domain
dominates, 72
double complex, 275
DVR, see discrete valuation ring
Eakin-Nagata theorem, 18
Eisenstein extension, 229
embedded prime, 39, 42, 136
embedding dimension, 104, 156, 169
equal characteristic, 215, 261
equicharacteristic, 215, 261
equidimensional, 250
equidimensional, formally, 251
essential extension, 149, 281
essentially of finite type, 232
(0-) etale, 193, 204
(I-) etale, 214
Euler number, 111, 159
exact functor, 26,268
exact sequence, $12,45,51,53,268$
excellent ring, xi, 260
Ext, 53, 129, 139, 154, 185, 189, 279
extended ideal, 21
extension
essential, 281
of a ring by a module, 191
of scalars, 268, 284
trivial or split, 191
exterior algebra, 169, 286
exterior product, 283
factorial ring see unique factorisation domain
faithful $A$-module, 6
faithfully flat, 45,47
fibre
closed, 116
generic, 116
over a prime, 47, 116, 178
field, 2,106
filtration, 93
finite free resolution (FFR), 159
finite length, 12, 15, 94
finite module, 7, 15, 26
finite presentation, module of, 12, 14, 19, 52
finite type, essentially of, $\mathbf{2 3 2}$
finitely generated ideal, 5, 15, 50, 94, 271
finitely generated module, see finite module
flat (module, algebra), x, 45, 116, 173, 186, 268
flat, normally, 188
formal fibre, xi, 255
formal power series ring $A \llbracket X\rceil, 4,16,53$, $61,88,117,157,165,168,177,181$
formally catenary ring, 252
formally equidimensional, 251
Forster-Swan theorem, 35
fractional ideal, 19, 80, 166
free module, $9,13,51$
stably, 161, 163
G-ring (Grothendieck ring), 256
generic fibre, 116
generic point, 36
geometrically regular, 219,255
global dimension, 155, 182
going-down theorem, 45, 67, 116
going-up theorem, 67, 116
Gorenstein ring, xi, 139, 142, 145, 181, 189
grade, 131
graded module, 92, 177
graded ring, 92, 101
greatest common divisor (g.c.d.), 163
height (of a prime ideal), 20, 30, 100
Hensel ring, $x$
Hensel's lemma, 58
higher derivation $\operatorname{HS}_{k}(A), 207$
Hilbert function, 92, 95, 101
Hilbert Nullstellensatz, 33
Hilbert polynomial, 95, 138
Hilbert ring, see Jacobson ring
Hilbert series, 94
Hochschild formula, 190, 197
Hom, 6, 52, 129, 140, 154, 189
homogeneous element, 92
homogeneous ideal, submodule, 92, 101
homology, 127, 170, 274
$I$-adic completion, 57, 272
$I$-adic topology, 57
$I$-adically ideal-separated, 174
ideal, ix, 1
contracted, 21
extended, 21
fractional, 19,80
maximal, 2
of definition, 62,97
parameter. 138
perfect, 132
primary, 21
prime, 2
proper, 1
imperfection module, 205
indecomposable module, 145
( $p$-) independent, 202
independent in the sense of Lech, 160
injective dimension, 139, 155, 280
injective hull, 145, 280
injective module, 144, 277
injective resolution, 144, 185, 278
integral, 64
closure, ix, 64, 73, 261
domain, 2
element, almost, 69
extension, 45,64
integrally closed domain, 64, 73
inverse limit, 55, 271
inverse system, 55, 271
invertible fractional ideal, 19, 80, 167
irreducible closed set, 29, 39
irreducible element, 5, 162
irreducible submodule, ideal, 40, 142
isolated associated prime, 39
iterative higher derivation, 209
Jacobson radical, see radical
Jacobson ring, 34, 115
Jacobian criterion, 233, 237, 239, 244
Jacobian condition, weak (WJ), 239, 259
Koszul complex, 111, 127, 151, 156, 169, 286
Krull-Akizuki theorem, 84
Krull dimension, $\mathbf{3 0}$
Krull intersection theorem, 60
Krull ring, $\mathrm{x}, \mathbf{8 6}, 165$
least common multiple (1.c.m.), 163
Lech's lemma, 110
length, 12, 84, 94
lies over, 25, 66
lifting. 191
linear topology, 55, 93
linearly disjoint subfields, 200
local homomorphism, 48
local property, 26
local ring, 3
localisation, $x, 20,48,63,65,157$
Matlis theory, 144
maximal condition see ascending chain condition
maximal ideal, 2, 24
maximal spectrum m-Spec $A, 24$
minimal associated prime, 40
minimal basis, 8
minimal condition, see descending chain condition
minimal free resolution, 153
minimal injective resolution, 281
module, 7, 268
finite, 7
imperfection, 205
injective, 144, 277
of differentials, 190, 192
of finite presentation, 12
projective, 277
multiplicative set, 2, 20
saturation of, 23
multiplicative valuations, 71
multiplicity, x, 92, 104, 108, 138
Nagata criterion for openness (NC), 186,187
Nagata ring, ix, 264
NAK (Nakayama's lemma), 8
neat see unramified
nilpotent element, $1,3,6,21$
nilradical nil( $A$ ), 3
Noether normalisation, 262
Noetherian ring, ix, 14, 17, 22, 37, 84
Noetherian graded ring, 94
Noetherian module, 14
Noetherian topological space, 29
normal ring, 64, 82, 88, 157, 183
normally flat, 188
null-form, 107, 112
ideal of, 112
Nullstellensatz, 33
number of generators of a module, 35,170
open loci, 172, 186, 237, 245, 260
ordered group, 75
Archimedean, 76
of rank 1,77
$p$-ring, 223
parameter ideal, 138
parameters, system of, 104
perfect ideal, 132
perfect field, 200
Picard group of a ring $\operatorname{Pic}(A), 166$
polynomial ring $A[X], 4,16,31,58,89$, $117,157,161,168,177,181,192,269$
primary components (of a submodule), 41
primary decomposition, ix, 37, 41
primary ideal, 21
primary submodule, 39, 40
prime divisor (of an ideal), 38, 100
prime element, 5
prime ideal, 2
primitive polynomial, 168
principal ideal, 5, 161, 164
theorem, $92,100,162$
projective dimension, $155,182,280$
projective module, 9, 52, 80, 161, 166, 277
projective resolution, 51, 158, 277
proper ideal, 1
Prüfer domain, 86
pure submodule, 53
quasi-coefficient field, 215
quasi-coefficient ring, 225
quasi-excellent ring, 260
quasi-regular sequence, 124
quasi-unmixed see formally equidimensional
quotient of regular local ring, 169,171
radical (of an ideal), 3
radical $\operatorname{rad}(A)$, Jacobson, 3, 8, 57, 98
ramified local ring, 228
rank (o「 a module), 84, 154, 159, 163, 166
rank 1 , ordered group of, 77
rational rank (of ordered group), 77
reduced ring, 3
reduction (of an ideal), 112
Rees ring, 120
(M-) regular element, 38, 123
regular homomorphism, 256
regular local ring, $x, 105,138,153,156$, $163,187,236$
regular ring, 157
regular ring, geometrically, 219, 255
regular sequence, $x, 123,188$
quasi-, 124
regular system of parameters, 105
residue field, 3,23
resolution of singularities, $\mathrm{x}, 12,74,92,188$
rigidity conjecture, 154
ring of fractions, 20, 48
Samuel function, 12, 92, 97, 101, 138
Samuel function of a regular local ring, 106
saturated (chain of prime ideals), 31
saturation (of a multiplicative set), 23
secondary module, 42
secondary representation, 43
semigroup, 92
semilocal ring, 3, 16, 62, 97, 169
separable field extension, 195, 198
separable algebra, 198
separably generated, 199
separated module, 55
separated, I-adically ideal-, 174
separating transcendence basis, 199
( $M$-) sequence, 123
Serre's criterion for normality, 183
simple module, 12
skew-commutative graded algebra, 285
skew derivation, 285
smooth, 193
(0-) smooth, 193, 204, 233
(I-) smooth, 213, 217, 233
(I-) smooth w.r.t. $k, 217$
spectrum of a ring $\operatorname{Spec} A, 20,24,35,48$
split cocycle, 221
split exact sequence, 268
split extension, 191
stably free module, 161, 163
structure theorem for complete local rings, x, 190, 223, 265
support (of a module) Supp (M), 25, 39, 48, 99
symbolic power (of a prime ideal), 29, 88
system of parameters, 104
regular, 105
tensor product, 26, 45, 53, 266
of complexes, 127,281
topology, 55
Tor, 26, 50, 53, 140, 154, 170, 182, 187, 278
total ring of fractions, 21
transcendence degree tr. $\operatorname{deg}_{k} A, 32,118$
unequal characteristic, 215
uniformising element (of DVR), 79
unique factorisation domain (UFD), 5, 65, 161
unique factorisation into primes in a Dedekind ring, 82
unit, 1
universally catenary ring, 118, 139, 251
unmixed, 136, 139
unmixedness theorem, 136
(0-) unramified, 193
( $I$-) unramified, 214
unramified local ring, 228
valuation, 75
additive, 75
discretc, 78
valuation ring, $x, 71$
composite of, 72
value group of a valuation, 75
weak Jacobian condition (WJ), 239, 259
Zariski Riemann surface, 73
Zariski ring, 62
Zariski topology, 25, 29, 36, 74
zero-divisor, 38

In addition to being a beautiful and deep subject in its own right, commutative ring theory is important as a foundation for algebraic geometry and complex analytic geometry.

This graduate textbook covers the basic material, including dimension theory, depth, Cohen-Macaulay rings. Gorenstein rings, Krull rings and valuation rings, but it is distinguished from other introductions by the coverage of advanced topics such as Ratliff's theorems on chains of prime ideals.

The work is essentially self-contained, the only prerequisite being a sound knowledge of modern algebra, yet the reader is taken to the frontiers of the subject. Exercises are provided at the end of each section and, to some of them, solutions or hints are given at the end of the book.

Consequently, it can be used by the graduate students taking courses in commutative algebra, algebraic geometry or complex analytic geometry, but will also serve as an introduction to these subjects for the non-specialist.
-...an absolutely essential companion to researchers in commutative algebra and an important reference for those in neighboring fields.'

American Scientist
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