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Abstract
Investigation of electrodynamic effects considering South American features is essential to extend understanding of 
middle- to low-latitude space weather phenomena. For retrieving magnetic contributions related to geomagnetically 
induced currents (GIC), a wavelet-based filtering method is verified and applied to magnetic records on the ground. The 
experimental data with one-minute resolution were acquired with magnetometers at two Brazilian sites, close to the South 
Atlantic Magnetic Anomaly, from Nov. 6 to 11, 2004. The signal intensities vary primarily under the influence of the 
geomagnetic disturbance periods. The performed wavelet analyses allow for a scale-dependent statistical characteriza-
tion (including their cross-correlation) of the magnetospheric-ionospheric processes that affect the Earth’s surface. The 
non-stationary magnetic signals can thus be split into coherent events and background noise by the wavelet denoising 
technique. The statistics and physical features of both parts are analyzed, and it is shown that the proposed treatment 
yields a depurated GIC signal. As a complementary result, this procedure also establishes an objective-automatic com-
putational method for the GIC calculation treatment.
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1  Introduction

Disturbances of the regular dipolar magnetic field near the 
Earth’s surface are consequences of complex electrical cur-
rent systems surrounding the planet and, to some extent, 
of currents inside the Earth itself [1–3]. Magnetograms 
recorded on the surface may include, in addition, mag-
netic disturbances caused by industrial sources. Although 
the results of those last sources are usually considered as 
noise in geophysical observations, they do allow the detec-
tion of some localized features of the geomagnetic field. For 
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example, the presence of an electrical transmission line can 
be used to reveal the magnetic field induced by large-scale 
natural currents parallel to this line [4]. Indeed, examining 
magnetic records from two different stations which are close 
in the geophysical sense, i.e., less than few hundred kilom-
eters, with one being localized in the vicinity of transmission 
lines and the other far away, one can extract the contribution 
of natural currents parallel to this line.

For space weather effect investigation [5], many studies 
have been developed since the end of the last century. They 
analyze the interaction between the interplanetary causes 
and electrodynamics occurring in the Earth [6]. The higher 
latitude regions are exposed naturally to those kinds of exter-
nal influences. Notably, dealing with the Geomagnetically 
Induced Currents (GIC) at Northern region (above 40◦ of 
geomagnetic latitude), Pulkkinen and team [7] presented a 
100 year of survey results concerning those manifestations. 
Falayi and team [8] presented an exciting investigation on 
the GIC behavior at high latitude during storm-time varia-
tions, highlighting rich processes.

Since then, much more work has been developed about the 
theme, mainly pointing out the importance of the effects on 
middle and low latitudes [9, 10]. Relevant aspects have been 
deserved attention, such as the existence of long-extension 
electrical-energy transmission grids [10]. Once even for low 
GIC intensities, transients affect transformers and produce 
deleterious consequences [9]. Additionally, several studies 
have explored the subject in terms of qualified GIC models 
for extended sensor networks [11], GIC modelling for trans-
mission grids [12, 13], mainly modelling analysis dealing 
with peculiarities for GIC occurrences [14].

To comprehensively understand GIC formalisms, some-
one can consult Pirjola’s work [15], where he elegantly 
explained their fundamentals, highlighting inclusive practi-
cal uses. In the context of middle- to low-latitude events, the 
GIC occurrences are affected by a complex electrodynamics 
scenario in the South American Region, as the case dealt 
here Beyond the noise from human sources, several signifi-
cant phenomena contribute like the South Atlantic Magnetic 
Anomaly (SAMA), the equatorial ionospheric electrojet, the 
equatorial plasma vertical drift (fountain effect), the highest 
magnetic equator tilt concerning the geographical equator, 
and the most extensive territorial extension grids crossing 
the region [16]. Currently, varieties of investigations have 
added contributions to the GIC understanding at lower lati-
tudes, at the same time in an electrodynamically compli-
cated region, such as the work developed by Barbosa and 
team [17], Alves and team [18] and Espinosa and team [19].

Based on a significant work at the Brazilian region [2, 20], 
our conceptual examination aims to verify the white noise 
interference on ground geomagnetic measurements, which 
are used in the GIC studies, as discussed by Pirjola et al. 
[15]. We select a treatment methodology that deals with data 

under non-stationary regimes and obeys non-linear processes, 
the wavelet transform technique [21]. In this paper, we ana-
lyze data from magnetometers at the Vassouras observatory 
(abbreviated as VSS), Rio de Janeiro, Brazil, and from a 
device installed under a transmission line (TL) at an experi-
mental site in Pimenta-Barreiro (PIM), Minas Gerais, Brazil, 
in order to record the effects of GICs. The goal of this paper 
is to extract the GIC contribution even under conditions in 
which the signals from both stations exhibit a non-trivial, 
non-stationary behavior.

We start with a wavelet-based scale-by-scale cross-correlation  
analysis of both signals to deal with this task. Then we apply 
a wavelet-based method to split each signal into coherent and 
incoherent contributions, following the same approach as 
developed in [22] to study the time evolution of ion satura-
tion current fluctuations in tokamaks. For a review on wavelet 
transforms and their applications to MHD and plasma turbu-
lence we refer to [23]. Initially, we evaluate if the geomagnetic 
measurements fulfil the statistical behavior to be subjected to 
the same treatment. The wavelet representation, in contrast to 
Fourier representation, does not require any hypotheses on the 
statistical stationarity, homogeneity and non-intermittency of 
the process under study. Thus, no a priori assumptions about 
the magnetosphere-ionosphere electrical current process and 
its effects on the Earth’s surface have to be made. Furthermore, 
filtering methods based on the orthogonal wavelet transform are 
highly efficient for denoising signals corrupted with additive 
Gaussian white noise [24].

The importance of this kind of study is that the noisy 
background in the Brazilian data is significantly higher than 
in the data from some northern countries. Although not pre-
sented, a comparison was made with the data provided gently, 
in private communication, by the Finnish researcher Dr Ari 
Viljanen. As an example of his work, we mention the inves-
tigation of GIC in natural gas pipeline [25]. At last comment, 
this kind of treatment can be applied to other geomagnetic-
dependent parameters concerning GIC occurrences.

The remainder of the paper is organized as follows. In 
Sect. 2, the Earth’s current system and its magnetic effects 
are presented concisely, followed by the dataset description 
and the GIC-extraction procedure. In Sect. 3, the wavelet-
based extraction methodology is described and extended to 
be applied to extract the contribution of GIC events. Corre-
sponding scale-dependent statistical tools are also recalled. 
In Sect. 4, the results are presented and discussed. Finally in 
Sect. 5 some conclusions are drawn.

2 � Geophysical Phenomena, Dataset and GIC

In this section, the geomagnetic disturbances and related 
GIC events are presented. The experimental datasets to be 
analyzed are described and the magnetic contributions to the 
signals are detailed.
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2.1 � Geomagnetic Disturbances and GIC Events

Disturbances of the close Earth’s dipolar magnetic field are 
caused by different primary currents such as the magneto-
pause current, the tail current, the ring current, the field-
aligned currents and the ionospheric currents. Illustrations 
and details on how these currents can be decoupled from 
each other, based on the involved mechanisms and resulting 
effects, are given in [26].

In a simplified fashion the physical mechanisms can be 
described as follows. From the solar wind-magnetosphere 
electrodynamic coupling, an electrical current is generated 
and flows in all the magnetopause, which corresponds the 
boundary between Earth’s magnetic field domain and the 
surrounding solar wind plasma [6]. Details could be found 
in [27, Chapter 8, particularly Figure 8.15]. A current flows 
in that external layer, known as the magnetopause current, 
which enhances the magnetic field inside and cancels out 
the magnetic field in the immediate interplanetary medium 
surrounding. Composed of two lobes, the tail region as an 
extension of the magnetopause supports in the lower lobes 
a geomagnetic field that points far from the Earth and in the 
upper one, the geomagnetic field toward the Earth. Obeying 
a principle of electrodynamics discontinuity, a neutral sheet 
current is formed between the lobes, also a plasma sheet is 
structured. Schematically as a double solenoid, the magne-
topause current interlinks with the neutral sheet current, and 
the latter flows from the dusk to the dawn side through the 
plasma sheet. The plasma sheet is characterized by a plasma 
with higher temperature and density than the surrounding 
region. [16]. In a complementary view, the Earth’s dipolar 
magnetic field presents closed lines, which allow the trapped 
particles (ions and electrons) to drift slowly back and forth 
through adjacent field lines, an effect known as magnetic 
mirroring. Under this condition, electrically charged particles 
can circle the globe counterclockwise (electrons) and clock-
wise (positive ions), and simultaneously those particles obey 
a convective-driven motion towards the Earth. Spatial varia-
tions of the geomagnetic field cause the opposite movements, 
which generate a worldwide equatorial electric current, the 
ring current. The known geomagnetic storms, which are mid- 
to low-latitude magnetic disturbances at the Earth’s surface, 
are the result of the magnetic induction produced by this cur-
rent [28]. At lower latitudes, the geomagnetic field becomes 
weaker by about 0.5–1% [29, 30] The closest strongly ionized 
part of the atmosphere, ionosphere, between approximately 
1000 and 100 km , also carries an electric current, which also 
contributes to the magnetic records. This region is affected by 
the magnetosphere electrodynamics disturbance [16].

Finally, the geomagnetic variations at the surface of the 
Earth induce electric currents in the crust and mantle of 
the Earth [1, 26, 31]. Those currents depend upon the fre-
quency of the geomagnetic variations and the distribution of 

the conductivity inside the Earth. The GICs end up flowing 
through electrical power transmission systems, as a ground 
manifestation of the space weather processes. GICs are func-
tions of various parameters including the rate of change (i.e., 
the time derivative) of the geomagnetic field, the electric 
resistivity of the Earth, together with the geometry and resist-
ances of the power grid considered. Therefore, full under-
standing of GICs can be achieved only via a complete study 
of the chain of physical processes linked with space weather 
changes during geomagnetic storms, and also with the effects 
of the resulting geomagnetic variations on the solid Earth for 
a certain conductivity distribution. Some reports on a GIC 
campaign made during more severe disturbed geomagnetic 
conditions at low and equatorial latitudes pointed out that 
they were very likely associated with ring current intensi-
fication. For the purpose of GIC studies, as well as space 
weather, magnetic records obtained on the surface of the 
Earth in a well-characterized way are necessary.

Nevertheless, for a complete contextualization, one final 
aspect may have a place in the considerations. As known, 
dB/dt variations that drive GICs on the ground are more 
likely to occur at high latitudes due to sudden variations of 
the auroral electrojets. While at lower latitudes, the main 
contribution comes from the magnetopause current, which is 
mainly driven by large-scale compressions caused by inter-
planetary shocks [32–34]. As the experiment is located far 
from the magnetic equator, the contribution effect expected 
from the equatorial electrojet current seems insignificant 
or, at least, negligible. Beyond the numerical treatment 
proposed, a question also arises in this work: what is the 
electrodynamical mechanism more directly related to this 
case of low-latitude GIC in the South Atlantic Magnetic 
Anomaly? Is this mechanism in agreement with the earlier 
GIC research results?

2.2 � Geomagnetic Dataset

This study uses a TL oriented nearly in the geomagnetic 
east-west direction. Geoelectric fields in this direction tend 
to have a statistically somewhat more significant amplitude 
than north-south fields. This way, this condition produces 
larger GICs in east-west oriented transmission lines. From 
the three-component fluxgate magnetometers constructed at 
INPE [35], the measurements of geomagnetic field varia-
tions were started in August 2004 and with data collected 
under the selected TL. Situated in the western region of 
the state of Minas Gerais, at Pimenta-Barreiro, this TL is 
approximately 300 km away from the magnetic observatory 
of Vassouras/RJ, which is under the effects of the South 
Atlantic Magnetic Anomaly [36]. This observatory can be 
used as a reference station for GIC investigations in South-
east Brazil. More details on the electrical device are in [2, 
20] and the map of the transmission lines in [17].



	 Brazilian Journal of Physics          (2022) 52:192 

1 3

  192   Page 4 of 16

As basis for this study, the magnetometer records for a 
representative period, i.e., a period with a GIC event, were 
selected [31, 37]. The data we analyze for each site consist 
in a total of N = 213 = 8192 samples, acquired with a time 
resolution of 1 minute over nearly 6 days, from November 
6th to 11th, 2004. Among the different ways to represent the 
components of the geomagnetic field, we choose the repre-
sentation of the horizontal, vertical and declination compo-
nents. We focus only on the horizontal component, because 
it is considered representative of the magnetic disturbance 
for mid- to low-latitude stations.

For convenience Fig. 1 presents the magnetic signal result-
ing from the difference between the horizontal component 
of the geomagnetic field and its time-average. It represents 
a vanishing time-average value for each dataset measured at 
Vassouras observatory (bottom panel) and under the trans-
mission line at the experimental site of Pimenta-Barreiro (top 
panel). Clearly identified by the depression two geomagnetic 
storms can be seen: one around Nov. 8th and the other around 
Nov. 10th. The interplanetary conditions connected to the 
GIC are presented in Appendix.

2.3 � Contributions to the Signals

In the following, the time series of the horizontal component 
of the geomagnetic field at the Vassouras observatory and at 
the Pimenta-Barreiro site are denoted HVSS(t) and HPIM(t) , 
respectively, where t is the time. They can be decomposed 
in several magnetic contributions as follows [4]. First, we 
suppose that both include a common spatial part provided by 
the magnetic field from outer sources, followed by individual 

parts which include local features of the magnetic field, and 
also composed, at last, by a magnetic value of very slow 
time variation. Significantly, in addition, the signal HPIM(t) , 
acquired close to the TL, includes a non-negligible contribu-
tion provided by a geomagnetically induced current, as con-
sequence of the geoelectric field by Faraday’s induction law. 
Our goal is then to extract this GIC contribution. In order to 
do that, we now describe the necessary wavelet-based tools.

3 � Wavelet‑Based Analysis Methodology

Different wavelet tools based either on the orthogonal or the 
continuous wavelet transform are applied to analyze the time 
series of the magnetic signals. The wavelet cross-correlation 
uses the continuous transform, while the orthogonal trans-
form allows for an efficient denoising of the signals and 
the extraction of coherent events which yields the denoised 
GIC. Scale-dependent statistics further quantify the obtained 
results. For more complete details on wavelet transforms, the 
interested reader may consult textbooks, e.g., [21, 38].

3.1 � Orthogonal Wavelets

Similar to classical spectral analysis which uses either the 
continuous or the discrete Fourier transform, for wavelet rep-
resentations either the continuous or the discrete decomposi-
tion can be introduced, see, e.g., [38].

The discrete transform is based on the mathematical con-
cept of multiresolution analysis, which considers approxi-
mations of the signal at different scales [21]. The resulting 
orthogonal wavelet bases allow a representation of the signal 
at large scales plus a sum of details when going to finer scales. 
The associated discrete filters yield a fast pyramidal numerical 
algorithm, which is known as the fast wavelet transform.

The orthogonal wavelet representation in the discrete set-
ting (see, e.g., [22]), decomposes a function or a signal (i.e., a 
sampled function) into a set of embedded coarser and coarser 
approximations. The wavelet representation encodes the dif-
ferences between successive finer approximations, correspond-
ing to the wavelet coefficients, instead of the approximations 
themselves.

The wavelet coefficients contain the amount of information 
necessary to go from a coarse approximation to a finer approx-
imation. The function, or the signal, can thus be represented by 
its coarsest scale approximation, and the corresponding scaling 
coefficients, plus the differences between the successive finer 
approximations, encoded by the wavelet coefficients.

In the following we consider a signal S(t) of duration T 
which is sampled at equidistant instants ti = iT∕N , with 
i = 0, ...,N − 1 , where N = 2J . The signal is then projected onto 
orthogonal wavelets and can be represented at different instants ti 
and different time scales � = 2−j , with j = 0, ..., J − 1.

Fig. 1   Magnetic measurements at Vassouras observatory, Rio de Janeiro 
(bottom panel), and under a transmission line at Pimenta-Barreiro 
experimental site, Minas Gerais (top panel), Brazil, from Nov. 6th to 
11th, 2004. For convenience for each dataset, the resultant signal of the 
horizontal component of the geomagnetic field subtracted by its mean 
value is presented
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To this end we develop the signal into an orthogonal wave-
let series,

where �00 is the scaling function and �ji the corresponding 
wavelets. The indices j, i correspond to the time scale � = 2−j 
and the time instant ti = i∕2j . We introduce the index set ΛJ , 
defined as

which indexes all wavelets of the basis in a concise way. The 
orthogonality of the wavelet basis implies that the coefficients 
can be computed using the L2 inner product, ⟨⋅, ⋅⟩ . For the 
scaling coefficients we have S00 = ⟨S , �00⟩ and the wavelet 
coefficients are given by S̃ji = ⟨S , �ji⟩ . As mentioned above 
the scaling coefficients encode the approximation of S at the 
largest scale �0 = 20 = 1 and thus correspond to the mean 
value. The wavelet coefficients correspond to differences 
between approximations at two different time scales and yield 
the details necessary to get the finer time resolution. The 
Coifman 12 wavelets used here, have 4 vanishing moments 
and are almost symmetric. Two discrete filters, a low-pass 
and a band-pass filter, each with 12 filter coefficients [21] 
generate all functions of the wavelet basis. The scaling func-
tion �(t) is defined by the low-pass filter, while the corre-
sponding wavelet �(t) is defined by the band-pass filter.

3.2 � Denoising Using Orthogonal Wavelets

In [39] a wavelet-based method was proposed to split a sig-
nal S(t) into two orthogonal components, coherent and inco-
herent signal contributions. While the coherent signal SC(t) 
contains the coherent events, the incoherent signal SI(t) is 
noise like and corresponds to the turbulent background fluc-
tuations. To this end the signal S(t) is projected onto an 
orthogonal wavelet basis. Then a threshold value � is com-
puted and the wavelet coefficients S̃ij are separated into two 
sets: Coefficient with modulus larger than the threshold 
value � , denoted as coherent coefficients S̃C

ij
 and the remain-

ing weak coefficients denoted as incoherent coefficients S̃I
ij
 . 

Using the inverse wavelet transform the coherent signal 
component is reconstructed in physical space and we get 
SC(t) . The incoherent component is obtained by pointwise 
subtraction SI(t) = S(t) − SC(t) . This yields the same result 
as applying the inverse wavelet transform to S̃I

ij
 . The choice 

of the threshold is based on the assumption that the incoher-
ent noise-like part is uncorrelated and has a normal distribu-
tion. This means we suppose that the signal contains additive 
Gaussian white noise. In this case the optimal threshold 
value is given by

(1)S(t) = S00�00(t) +
∑

(j,i)∈ΛJ

S̃ji �ji(t)

(2)ΛJ = {(j, i) , j = 0, ..., J − 1, i = 0, ..., 2j − 1} .

where the variance of the noise �2 is known a priori. Using 
the wavelet representation this threshold, frequently called 
Donoho’s threshold �D , was proven to be optimal for denois-
ing signals in the presence of additive Gaussian white noise 
[24]. The authors have shown that the wavelet-based estima-
tor minimizes the maximal L2-error (between the denoised 
signal and the noise-free signal) for functions with inhomo-
geneous regularity, such as intermittent signals. To deter-
mine the threshold �D the variance of the noise has to be 
known a priori. However, in most practical applications 
this is not the case and the variance needs to be estimated. 
To this end in [40] a recursive algorithm to estimate the 
variance of the noise has been proposed. Moreover the con-
vergence of this iterative algorithm was proved for signals 
having sufficiently sparse representation in wavelet space, 
which is the case for intermittent signals.

The above wavelet thresholding yields a decomposition of 
the signal into S(t) = SC(t) + SI(t) . The orthogonality of the 
wavelets implies that the variance is split into �2 = �2

C
+ �2

I
 , 

since the cross terms vanish, i.e., ⟨SC, SI⟩ = 0.

3.3 � Scale‑Dependent Statistics

Scale-dependent statistics based on the wavelet representa-
tion of the signals yield further insights into their physical 
features. Using second-order statistics the wavelet spectrum 
can be defined which describes the scale distribution of the 
variance (or energy of the signal), similar to the Fourier 
spectrum. In addition to the Fourier spectrum the temporal 
localization of the wavelet basis allows a characterization of 
the temporal fluctuations of the variance using fourth-order 
moments, which is related to the scale-dependent flatness. 
For Gaussian signals the flatness has a value of three. Inter-
mittent signals typically exhibit a departure from Gaussian-
ity which can thus be quantified with the scale-dependent 
flatness. Finally, the probability density function (PDF) 
estimated using a histogram with adequate bins, quantifies 
higher order statistics of the signals.

3.3.1 � The Fourier and Wavelet Spectrum

Information on the spectral distribution of energy from the 
magnetic signal can be obtained using either the Fourier 
spectrum or the wavelet spectrum, see, e.g., [22]. The clas-
sical Fourier spectrum is defined by:

where Ŝ(�) denotes the Fourier transform, which is given by

(3)�D = (2�2 lnN)1∕2 .

(4)E(�) =
1

2
|Ŝ(�)|2 ,
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with � =
√
−1 and where � denotes the frequency. Typically 

the periodogram which is the discrete version of Eq. 4, is 
used as an estimator for the spectrum. It is known to be a 
non consistent estimator due to the presence of oscillations 
[41], i.e., applying a periodogram to Gaussian white noise 
and increasing the sampling size does not yield a stabilized 
flat spectrum. Hence modifications are necessary to make it 
statistically consistent. For instance a modified periodogram 
can be computed by first tapering the data with a raised 
cosine window (affecting here 40 data points at each bound-
ary) and then convolving the periodogram with a Gaussian 
window (with standard deviation of 40 data points). This 
modified periodogram yields a stabilized estimator of the 
spectrum, with no more oscillations, as discussed in [22]. 
Using the wavelet representation of the signal, given in 
Eq. 1, the scale distribution of the variance of the signal can 
be defined. This so-called scalogram [22]. is given by

Summing over all scale contributions yields the total 
energy, E =

∑
j≥0 Ẽj , whic is due to Parseval’s theo-

rem. The frequency � can be related to the scale index 
j using the relation �j =

��

2j
 . The wavelet spectrum can 

be then defined as Ẽ(�j) = Ẽj∕�� . Here �� is the cen-
troid frequency of the mother wavelet. For the Coifman 
12 wavelet the value is �� = 0.77 . The wavelet spectrum 
is a smoothed version of the Fourier spectrum (Eq. 4). 
The smoothing kernel corresponds to the modulus square 
of the Fourier transform of the wavelet [22]. For increas-
ing frequency, i.e., when one goes to smaller scale, we 
observe that the smoothing interval becomes larger. This 
explains why the wavelet spectrum yields a consistent and 
well-conditioned statistical estimator of the spectrum. An 
advantage in comparison to the modified periodogram is 
that the smoothing window of the wavelet spectrum is 
automatically adjusted by the wavelet representation. The 
reason is that wavelets correspond to filters with constant 
relative bandwidth Δ�

�
 [38].

3.3.2 � Scale‑Dependent Moments of Wavelet Coefficients

The temporal variation of the wavelet spectrum can be 
quantified by its standard deviation. Hence higher order 
moments of the wavelet coefficients S̃ji are necessary (see, 
e.g., [22, 23, 42]). The pth-order moment of the wavelet 
coefficients can be computed by summing up the pth power 
of the coefficients over all positions i,

(5)Ŝ(�) = ∫
∞

−∞

S(t) e−�2��t dt ,

(6)Ẽj =
1

2

2j−1∑

i=0

|||S̃ji
|||
2

.

The second-order moment is directly related to the 
scalogram via:

and the standard deviation of the scalogram at each scale 2−j 
can then be defined as:

Considering ratios of moments the scale-dependent flat-
ness can be defined as:

The relation between scale and frequency allows to 
express the flatness as function of the frequency �j , simi-
larly to the wavelet spectrum. Note that Gaussian white 
noise, which is by definition non-intermittent, has a flat-
ness equal to three for all frequencies.

Furthermore the scale-dependent flatness is related to 
the standard deviation of the spectral distribution by:

which shows that the flatness is a measure for the relative 
temporal fluctuation of the spectral energy density, as shown 
in [43] in the context of three-dimensional spatial energy 
spectra and applied to different turbulent flows.

3.4 � Continuous Wavelet Cross‑correlation

The continuous wavelet transform represents a time signal 
s(t) in 2D wavelet space (time and scale) and is given by

where �(t) is the analyzing wavelet, a defines the scale and 
b defines the position in time of the wavelet. The symbol 
∗ stands for complex conjugate. Then, the wavelet coef-
ficient s̃(a, b) yields the contribution at time scale a of 
the signal s(t) around the instant t = b . In the following 
we use the complex valued Morlet wavelet [44] given by 
𝜓(t) = exp(−t2∕2𝜎̄2) exp(2𝜋𝚤t) , where 𝜎̄ defines the spectral 

(7)M̃p,j =
1

2j

2j−1∑

i=0

(
S̃ji

)p

.

(8)Ẽj = 2j−1M̃2,j,

(9)�
Ẽ
(�j) =

√
M̃4,j −

(
M̃2,j

)2

.

(10)F̃j =
M̃4,j

(
M̃2,j

)2
.

(11)F̃j =

(
�
Ẽ
(�j)

Ẽ(�j)

)2

+ 1 .

(12)s̃(a, b) =
1√
a

∞

∫
−∞

s(t)�∗
�
t − b

a

�
dt,
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resolution of the wavelet ( ̄𝜎 = 1 gives the standard Morlet 
wavelet).

The cross-correlation of two signals s1 and s2 is defined 
as a normalized inner product of their wavelet transforms, 
as follows

where ŝ1 and ŝ2 are the corresponding wavelet transforms. 
The cross-correlation function C(a) is complex valued; its 
modulus shows the level of correlation of oscillations at a 
given scale (frequency) and takes values between zero and 
one. The phase of C(a) indicates the mean phase shift of 
oscillations at a given scale. The wavelet cross-correlation 
was firstly introduced by [45] for the analysis of correlations 
of different characteristics of solar activity. In this study 
𝜎̄ = 0.5 is used to enhance temporal features.

To analyze and quantify the correlation of the two signals 
VSS and PIM at different scales we compute their wavelet 
cross-correlation. In Fig. 2 we plot the modulus of the wave-
let cross-correlation function |C(a)| as a function of scale a. 
It can be noticed that the correlation increases monotonically 
with scale, from values below 0.5 to values close to one for 
a > 150 min. This shows that all scales of the two signals 
are indeed correlated, but this correlation becomes weaker 
at finer scales.

3.5 � Retrieving GIC by Orthogonal Wavelet Filtering

In the following we apply the wavelet-based method for 
extraction of coherent events out of magnetic signals, simi-
lar to what has been done in [22]. Each of the two signals 
HVSS(t) and HPIM(t) is thus decomposed as follows:

and

where the indices C and I correspond, respectively, to the 
coherent and incoherent parts of the signals. The incoher-
ent contributions HI

VSS
(t) and HI

PIM
(t) correspond to the 

noise-like parts which are assumed to be uncorrelated and 
Gaussian.

In order to extract the GIC contribution, the coherent 
parts can be further split as follows:

and

(13)C(a) =

∞∫
−∞

ŝ1(a, b)̂s
∗
2
(a, b)db

( ∞∫
−∞

|̂s1(a, b)|2db
∞∫

−∞

|̂s2(a, b)|2db
)1∕2

.

(14)HVSS(t) = HC
VSS

(t) + HI
VSS

(t)

(15)HPIM(t) = HC
PIM

(t) + HI
PIM

(t),

(16)HC
VSS

(t) = HC(t) + H�C

VSS
(t) ,

where HC(t) denotes the magnetic effect of the outer con-
tribution which can be considered to be the same for the 
two stations due to their relatively short distance. The local 
magnetic contributions of each station, denoted respectively 
H�C

VSS
(t) and H�C

PIM
(t) in the above formulas, can be consid-

ered to have a very slow time variation compared to the time 
scale of the experimental measurements, i.e., they exhibit 
a quasi-stationary behavior. The signal HC

PIM
(t) contains in 

addition a non-negligible contribution, the geomagnetically 
induced current G(t).

According to Eqs. 16 and 17, defining

we have

which means that ΔHC(t) can be decomposed into a low 
frequency contribution ( H�C

PIM
(t) − H�C

VSS
(t) ) and the con-

tribution of the GICs. To recover the GIC we still need to 
eliminate the low frequency contribution. For this, we use a 
band-pass filter, which is now described.

The band-pass filtering procedure uses a moving aver-
age technique based on the orthogonal coordinate method, 
which has both a controlled performance and a well-known 
frequency response, adequate to avoid the introduction of 
spurious features in the signal retrieved. More details can 
be obtained in [46]. The highest frequency is determined 
from the data time resolution, as �sup = 8 mHz , and the 
lowest one from the expected geophysical range [1], as 
�inf = 300 μHz . The result of the band-pass filter applied to 
ΔHC(t) yields the desired estimation for G(t).

(17)HC
PIM

(t) = HC(t) + H�C

PIM
(t) + G(t) .

(18)ΔHC(t) = HC
PIM

(t) − HC
VSS

(t),

(19)ΔHC(t) = H�C

PIM
(t) − H�C

VSS
(t) + G(t),

Fig. 2   Modulus of the wavelet cross-correlation function C(a) for 
PIM and VSS signals, representing the correlation as a function of 
scale a 
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Once G(t) is known, the GIC current itself can be esti-
mated using Biot–Savart’s law:

where r is the radial distance of the magnetometer from the 
TL conductor ( r = 30 m ), and �air is the magnetic permea-
bility of air, taken approximately as the magnetic permeabil-
ity in vacuum, �0 = 1.2566 × 10−6 m.kg.C−2 . This yields the 
following expression for the current expressed in Amperes:

For experimental details we refer to [35].
The complete procedure for estimation of the GIC contri-

bution is illustrated in Fig. 3. Instead of a direct calculation 
(left scheme) using the raw data from the station records, we 
use a non-linear wavelet filtering to extract first the coherent 
contributions from those signals and then compute the GIC 
(right scheme).

4 � Results

By the established wavelet-based analysis tool, the ground-
recorded features of magnetospheric-ionospheric current 
effects at the Brazilian region are studied. After, a depurated 
GIC signal is retrieved.

(20)G(t) = �air

I(t)

2�r
,

(21)I(t) =
2�r

�0

G(t)

4.1 � Magnetospheric‑Ionospheric Current Effects

By the numerical treatment, the two magnetic signals 
(Fig. 1) from the Pimenta-Barreiro site and the Vassouras 
observatory, are split into two orthogonal components: 
the coherent contributions and the incoherent ones, as 
shown in Fig. 4. The coherent (red) and incoherent (blue) 
contributions of Pimenta-Barreiro, denoted by PIM, are 
shown at the top of the figure (two superior panels). While 
the corresponding contributions for Vassouras (VSS) are 
shown at the bottom of the figure (two inferior panels). 
This procedure aids in distinguishing a clearer signal con-
sidering a white noise-affected signal. The coherent and 
incoherent contributions, which can be observed in the 
figure, exhibit completely different behaviour. The non-
linear wavelet filtering disentangles the noisy (incoherent) 
contributions from the magnetic records on the surface, 
and the resulting coherent contributions motivate their use 
to identify an improved GIC.

The signal was first decomposed into an orthogonal 
wavelet basis, and the coherent contributions reconstructed 
from the wavelet coefficients whose modulus is larger than 
a threshold. The threshold value was recursively deter-
mined without any adjustable parameter. This algorithm 
is fast since it has linear complexity. The convergence of 
the iterative thresholding procedure for the denoising is 
illustrated in Fig. 5. We observe that the threshold rapidly 
converges towards the optimal value, i.e., after n = 10 iter-
ations for PIM, and n = 20 one for VSS.

Fig. 3   Flowchart for comput-
ing the GIC. Direct calculation 
shown at left and wavelet-based 
calculation using the coherent 
contributions of the magnetic 
signals at right
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The statistical properties of the total signals and their coher-
ent and incoherent components using the Coifman 12 orthogo-
nal wavelet are summarized in the Table 1 for PIM and VSS. 
The number of wavelet coefficients, the minima and maxima 

in the data of vanishing average, the variances �2 and their 
percentages, the ratio between signal and noise, and the skew-
ness and flatness of signals are given. Figure 6 presents the 
percentage of coherent wavelet coefficient in each scale with 
respect to the total number of wavelet coefficient in that scale.

The coherent signals correspond to 4.5% and 11% of the 
wavelet coefficients and retain 99.69% and 99.98% of the 
total variance for PIM and VSS, respectively. In addition the 
extrema are well preserved. In contrast, the incoherent contri-
butions H(t)I exhibit a different behavior. The 95.5% and 89% 
of the wavelet coefficients contribute only to 0.31% and 0.02% 

Fig. 4   Coherent and incoherent fluctuations split from the geomag-
netic signal at Pimenta-Barreiro experimental site (top) and Vas-
souras observatory (bottom), during Nov. 06 to 11, 2004, correspond-
ing to a data period of 5.6889 days

Fig. 5   Thresholding values versus iteration number for Pimenta-Barreiro 
(top) and Vassouras (bottom)

Table 1   Statistical properties of 
the signal (S) and its coherent 
( SC ) and incoherent ( SI ) 
components using the Coifman 
12 orthogonal wavelet for PIM 
and VSS

Station PIM VSS
Signal S S

C S
I S S

C S
I

# of coefficients 8192 368 7824 8192 880 7312
% of coefficients 100% 4.5% 95.5% 100% 11 % 89 %
min H ( nT) -323 -321 -29 -279 -280 -5.8
max H ( nT) 247 222 28 215 214 6
Variance �2 9330 9301 29 7813 7812 1
% of variance 100 % 99.69 % 0.31 % 100 % 99.98 % 0.02 %
Sig/Noise ( dB) — 25 — — 38 —
Skewness -0.04 -0.04 0.01 0.09 0.09 0.07
Flatness 10 31 4.5 15 29 5.3
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of the total variance for PIM and VSS, respectively. The result-
ing signal-to-noise ratios are SNR = 10 log10(�

2∕�2
Inc
) = 25

dB, for PIM, and 38 dB , for VSS.
For both stations the skewness of the incoherent contri-

bution is almost zero and the flatness has values close to 
three, which confirms that this contribution is indeed noise 
like with quasi-Gaussian statistics. The total and coherent 
signals of both stations have flatness values larger than three, 
indicating the presence of intermittency. In both cases the 
skewness values are close to zero.

The probability density functions (PDF), shown in 
Fig. 7, of the total signal H and the coherent and incoher-
ent contributions are presented in semi-logarithmic coor-
dinates in figure for PIM and VSS. The PDFs are estimated 
using histograms with 25 bins and the integrals are nor-
malized to one.

For both PIM and VSS the PDFs of the total and coher-
ent signal have a quasi- Gaussian shape with the absolute 
skewness values less than 0.09, as seen in Table 1. In both 
cases the PDF of the incoherent component is symmetric 
and close to a Gaussian shape (cf. insets of Fig. 7) which is 
in accordance with their skewness 0.00 and flatness 3.00.

Figure 8 shows the Fourier and wavelet spectra for the 
total signal H (green), the coherent component HC (red), and 
the incoherent component HI (blue) for PIM. Figure 9 pre-
sents a similar analysis for VSS. In both cases we observe 
that the wavelet spectrum superimposes to the Fourier 
spectrum without exhibiting oscillations, which confirms 
that the former is a consistent estimator. The modified peri-
odograms (not shown here) would yield similar smoothed 
estimators like wavelet spectra, as discussed in [22].

For both signals we observe that the spectra of the total 
and coherent parts are very similar, except that for Vassouras 
an enhanced decay is observed for higher frequencies. For 
intermediate frequencies in the interval 10−3.7 and 10−2 the 
spectra exhibit a power law scaling �� with � ≃ −5∕3 , which 
indicates long range correlation since the spectral slope is 
negative. In contrast, the incoherent components have in both 
cases a flat spectrum, corresponding to energy equipartition 
which shows that these components are indeed decorrelated.

To analyze the intermittency of the signal and its different 
contributions, we plot the flatness F̃(�j) versus frequency �j 
in Fig. 10. Note that the signal reconstructed from its wavelet 
coefficients at a given scale j corresponds to the band-pass 

Fig. 6   Number of wavelet coefficients versus scale for Pimenta-Barreiro 
(top) and Vassouras (bottom)

Fig. 7   Probability density function of the total signal (green), the 
coherent component (red), and the incoherent component (blue), 
together with Gaussian fits for Pimenta-Barreiro (top) and Vassouras 
(bottom). ΔH represents the variation related to the mean values of 
the datasets. The insets show a zoom of the incoherent component 
where each x-tic is 25 nT
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filtered signal around the frequency �j = ��∕2
j . The value 

Ft = 3 corresponding to the flatness of a Gaussian process 
is also indicated. For both the total signal and the coherent 
contribution the flatness increases with increasing frequency 
and the values for the coherent part ( > 100 ) are above of 
the one of the total part. This indicates that the coherent 
contribution is even more intermittent than the total signal. 
In contrast, the flatness of the incoherent contribution does 
not show such a strong increase and yields much smaller 
values ( < 20 ) which gives evidence for a less intermittent 
behavior. Nevertheless a departure from the value Fj = 3 is 
observed, which shows that the incoherent part is not per-
fectly Gaussian.

The wavelet energy spectra (continuous lines) together 
with the standard deviation of the temporal fluctuations of 
energy (line with markers) are shown for the total, coherent 
and incoherent parts in Fig. 11 for PIM (top) and VSS (bot-
tom). We observe that all curves of the total and coherent 
signals perfectly superimpose. The incoherent parts show 
much smaller fluctuations and are hence less intermittent, 
as already illustrated for the scale-dependent flatness, which 
are directly related using Equation 11.

Fig. 8   Fourier (color) and wavelet (black) spectra of the total signal 
dH(t) (top), the coherent component dHC (middle) and the incoherent 
component dHI (bottom) for Pimenta-Barreiro. The fit (black dotted 
line for the coherent contribution) shows �� with � = −5∕3

Fig. 9   Fourier (color) and wavelet (black) spectra of the total signal 
dH(t) (top), the coherent component dHC (middle) and the incoherent 
component dHI (bottom) for Vassouras . The fit (black dotted line for 
the coherent contribution) shows �� with � = −5∕3

Fig. 10   Flatness F  versus frequency �j (in Hz) of the total signal 
(red), the coherent contribution (green) and the incoherent contribu-
tion (blue) for Pimenta-Barreiro (top) and Vassouras (bottom). The 
value Ft = 3 corresponds to the Gaussian behavior
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To complete the statistical analyses, the characterization 
of the correlation between the total, coherent and incoherent 
contributions, the modulus of the wavelet cross-correlation 
function is shown in Fig. 12 for PIM and VSS. For PIM and 
VSS we find a pronounced correlation between the total and 
coherent parts, i.e., |C(a)| > 0.8 and |C(a)| > 0.95 , respec-
tively. The correlation between the total and incoherent parts 
is much weaker, i.e., |C(a)| < 0.6 and |C(a)| < 0.6 for PIM and 
VSS, respectively. Finally, as expected, the correlation between 
the coherent and incoherent parts are much smaller ( R < 0.2 ) 
for all scales.

4.2 � Extraction and Analysis of the GIC Signal

Once the coherent contributions of the horizontal compo-
nents of geomagnetic fields measured on the ground have 
been extracted, the GIC contribution can be obtained using 
the procedure explained in Sect. 3.5. The estimation of the 
current induced in the TL is appropriately obtained using 
Biot-Savart’s law (Eq. 21). The result is shown in Fig. 13 and 
allows an easy comparison among the different procedures.

Fig. 11   Wavelet energy spectrum E (line) and corresponding stand-
ard deviation E (marked line) versus frequency �j (in Hz) for the total 
(green), coherent (red) and incoherent (blue) signals for Pimenta-Barreiro 
(top) and Vassouras (bottom)

Fig. 12   Modulus of the wavelet cross-correlation function |C(a)| 
between total, coherent and incoherent signals for PIM (top) and VSS 
signals (bottom) as a function of scale a 

Fig. 13   Respectively from top to bottom, (i) the raw GIC obtained by 
the difference between the magnetic records from Pimenta-Barreiro 
experimental site and Vassouras observatory, (ii) band-pass filtered 
GIC using moving average with the Gaussian ordinate method, (iii) 
GIC retrieved from the coherent contributions using the orthogonal 
wavelet denoising method applied to the data of both stations, and 
(iv) the former treated by the band-pass filter. Vertical lines refer to 
moments of sudden magnetopause current increase
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At the top of the figure, the panel presents the GIC obtained 
directly by the difference between the magnetic records from 
Pimenta-Barreiro experimental site and the Vassouras Obser-
vatory. It represents a raw result. In the second panel, taking 
into account a band-pass filtering using a moving average with 
the Gaussian ordinate method, in order to avoid generating 
spurious frequencies, a better result can be obtained. However, 
noise is evident in the signal, and it disturbs a good identifica-
tion of the GIC event. In the third panel, dealing with coherent 
contributions using the orthogonal wavelet denoising method 
applied to the data of both stations, one can obtain a clearer 
signal. At the bottom panel, by the same band-pass filtering, 
a well-identified GIC event is finally established.

All the procedures implemented in this paper compose 
a complete methodology of analysis and identification of 
GIC events. It establishes an objective tool that allows a GIC 
analysis implementation in an automatic computational basis.

At last, helped by the depured signal presented at the bot-
tom panel in the figure, we can interpret a physical inter-
action between the interplanetary behaviour and the GIC 
occurrence. The comparison of Figs. 14 and 13 highlights 
that the GIC start (about 12:00h on 7 Nov) coincides with 
the sudden commencement (line A). Line B indicates an 
intensification of GIC related to a sudden geomagnetic 
impulse and magnetopause compression (increasing the 
magnetopause current). Line C displays an intensification 
of GIC related to another sudden magnetopause compres-
sion, and line D refers to a significant GIC increase associ-
ated with another magnetopause compression. The signal 
treatment result presented here allows, beyond highlighting 
the GIC for occurrences measured in the electrodynamically 
disturbed South American region, endorsing the primary 
cause of GIC at low latitudes, such as comprehensively dis-
cussed in [32–34]. As magnetic measurements are far from 

Fig. 14   Space environment 
parameter conditions which 
affected the Earth geomagneti-
cally on November 06-11, 2004, 
which the Temperature T, radial 
speed Vx, density N of the 
solar plasma, the Interplanetary 
Magnetic Field components 
(Bx, By, Bz, in GSM reference 
system) and magnitude B, and 
the geomagnetic indices: equa-
torial Dst, symmetric SymH, 
and Auroral electrojet AE are 
shown. Vertical lines indicate 
beginning of a magnetopause 
compression
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the equatorial electrojet influence, this work has identified 
a clear contribution related to the sudden increase of the 
magnetopause current, concerning periods of the magne-
topause compression occurring together with geomagnetic 
storm occurrences.

5 � Conclusions

Motivated by a laboratory analysis on tokamak current fluxes, 
we have presented a similar study on the effects of natural 
electric currents from the magnetospheric-ionospheric sys-
tem, using magnetic datasets collected under well-controlled 
experimental conditions in a Brazilian region close to the 
South Atlantic Magnetic Anomaly.

As methodology an algorithm based on the orthogonal 
wavelet transform, considered an optimal technique for 
denoising signals corrupted with additive Gaussian white 
noise was applied to the magnetic records on the ground. 
The signal was first decomposed into an orthogonal wavelet 
basis, and the coherent contributions reconstructed from the 
wavelet coefficients whose modulus is larger than a thresh-
old. The threshold value is recursively determined without 
any adjustable parameter. This algorithm is fast since it has 
linear complexity. With this non-linear multiscale filter-
ing technique, the incoherent part of the signal could be 
removed. So, the coherent part retrieved as a signal could be 
used to study the GIC phenomena better than the raw signal 
or one filtered under stationarity assumptions.

We have shown that the flatness of the coherent contribu-
tions increases faster for higher frequencies than that one of 
the total signal. This result shows that the coherent signal is 
more intermittent than the raw data. In contrast, the flatness of 
the incoherent contribution indicates it with a non-intermittent 
behavior. Note that contrary to the results obtained by [22], the 
PDFs of the coherent contributions in this study case show a 
more Gaussian shape than a skewed shape. This feature could 
be due to a balance in energy distribution about a mean value 
of the natural current, with intermittent events occurring sym-
metrically on both sides (related to the evolution of the geo-
magnetic storms).

Using the Fourier spectrum superimposed to the wavelet 
spectrum, the scale-dependent behavior analyses (repre-
sented as energy per frequency) have shown that the energy 
contributions decrease from the lower frequencies to the 
higher ones according to a power law and a slope of −5∕3 
which is typical in turbulent processes.

Thus, at last, besides the result of a cleaner GIC reached 
for this case study, this work has developed and character-
ized a methodology to retrieve potentially GIC events from 
an ensemble of magnetometers under a fast, easy and confi-
dent experimental procedure.

As future perspectives, for the South America investiga-
tions, diagnoses on some features of the space electrody-
namic interactions between the solar plasma and magne-
tosphere-ionosphere that produce magnetic effects on the 
surface could be addressed with the statistical analyses using 
the Fourier-Wavelet filtering methodology presented here.

Appendix

Interplanetary Conditions

Figure 14 shows the space environment parameter condi-
tions which affected the Earth geomagnetically on November 
06-11 (or Day Of Year 311 to 316), 2004. At the top pan-
els, T is the temperature, Vx radial speed Vx, N numerical 
density of the plasma solar wind, Bx, By, Bz the compo-
nents (in GSM reference system) and B the magnitude of the 
Interplanetary Magnetic Field. While, at the bottom panels, 
the equatorial Dst, symmetric SymH, and Auroral electrojet 
AE (in nanoteslas) are the geomagnetic disturbance indices 
shown.

Concisely, about the middle of 07 November (DOY 312), 
a fast speed plasma stream (Vx > 600 km∕s ), incident upon 
a slow speed stream ( ≈ 300 km∕s ), reached the Earth’s loca-
tion producing the occurrence of a higher plasma density 
and IMF fluctuations. Later about the middle of 09 Novem-
ber (DOY 314), another fast stream episode occurred, trig-
gering magnetic reconnection again. Nevertheless, details 
of the interplanetary parameters seem to show character-
istics of interplanetary magnetic clouds [6] appearing at 
about 21:00h on 07 November and 18:00h on 09 November. 
Sinusoidal fluctuations in the Bz or By components identify 
those kinds of interplanetary phenomena (MC). They are 
preceded sequentially by a significant increase in the den-
sity, a shock (characterised by parameter discontinuities), 
and a sheath with a rise in the temperature. In the own MC, 
the density and temperature typically decrease. The south-
ward Bz component ( < −5 nT ) was responsible for trigger-
ing a magnetic reconnection (a merging between the IMF 
and the geomagnetic field), a condition which produced a 
very intense geomagnetic disturbance (Dst = −374 nT and 
AE > 1000 nT ) recorded on the ground magnetometers. 
Those electrodynamics causes are connected to the geomag-
netically induced currents analysed in this study.

In the figure, the Dst indicates a sudden storm com-
mencement at about 12:00h on 7 November, followed 
by the main phase of the geomagnetic storm with a peak 
(Dst = −374 nT ) at about 06:00h on 8 November (local time 
03:00h), ruled essentially by the southward Bz component. 
Later, in the recovery phase, by a new intensification of the 
southward Bz, a low-latitude geomagnetic decrease occurs 
(a secondary peak, Dst = −250 nT ) about 21:00h on 09 
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November (local time 18:00h). During this geomagnetic 
storm interval, there are magnetopause compression epi-
sodes, noticed easier when the density and speed present 
simultaneously sudden increases in the magnitude. In the 
analysis, we use the Dst or Sym-H instead of AE because the 
formers properly concern low-latitude geomagnetic effects, 
as our data of GIC represent that. In the figure, the vertical 
lines (designated as A, B, C, and D), as examples, identify 
abrupt increases in the magnetopause compression, which 
trigger increases in the magnetopause current.
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