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Abstract

We study a model for visco-elasto-plastic deformation with fracture,
in which fracture is approximated via a diffuse interface model. We
show that a discretized (in time) quasistatic evolution, converges to a
solution of the continuous (in time) evolution, proving existence of a
solution to our model.

Introduction

This paper deals with a visco-elasto-plastic model with regularized fracture.
The model predicting fracture is based on Griffith’s criterion [13] that crack
path and crack growth are determined by the competition between the elas-
tic energy and the energy dissipated to produce a crack. The variational
approach to fracture mechanics and a mathematical model have been devel-
oped by Francfort and Marigo [12], based on this idea. This approach has
been then adapted by Dal Maso and Toader [9] to the study of fracture prob-
lems in elasto-plastic materials with cracks in the case of planar small strain
elasto-plasticity where the fracture is represented by the compact crack set
Γ ⊂ Ω verifying an irrevesibility condition.

In Larsen, Ortner, Suli [16] existence and convergence results are proved
for a regularized model of dynamic brittle fracture based on the Ambrosio-
Tortorelli approximation. This model couples an elastodynamic equation
with regularized fracture. Babadjian, Francfort, Mora [2], and Babadjian,
Mora [3] study the approximation of dynamic and quasistatic evolution prob-
lems in elasto-plasticity via viscosity regularization.

The goal of this paper is to propose a model that takes into considera-
tion three dissipative terms: plastic flow, fracture and viscous dissipation.
This is motivated by the modeling of the Earth crust considered as a visco-
elasto-plastic solid in which cracks are allowed to propagate. This hypoth-
esis is qualitatevely supported by analogue 2D-experiments of Peltzer and
Tapponnier [17] that show faults propagation in a layer of plasticine. We
study from mathematical point of view a model in R2 of visco-elasto-plastic
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material that may account for the behaviour observed in the plasticine ex-
periments, but our results extend to any dimension. The main objective is
to understand by which mechanisms energy can be dissipated in such model.

In this model the fracture is obtained via Ambrosio-Tortorelli regular-
ization. We only consider fracture via a diffuse interface model. In other
words, the geometry of possible cracks is captured by a function v with val-
ues between 0 and 1, v = 1 in the healthy parts that do not contain cracks.
The length of the cracks, a quantity that contributes to the total energy, is
approximated via a functional introduced by Ambrosio and Tortorelli [1]. In
other words, the continuous model is obtained coupling visco-elasto-plastic
behaviour with regularized fracture evolution of the model of Larsen, Ortner
and Suli [16].

A convenience of a such model is the fact, that it can be studied numeri-
cally thanks to the presence of regularized fracture. For more details, see [6],
[7], [8] for the numerical studies in elastic case and [4], [15] for the numerical
studies of our models in the case of traction and plasticine experiments.

In this paper, we propose the mathematical analysis of a such model via
a semi-discrete time procedure. We approximate a continuous time evolu-
tion, via semi-discrete time evolutions obtained solving incremental mini-
mum problems. We then prove an existence result to the continuous model
when a time discretization parameter converges to zero. The main difficulty
is pass to the limit in the discrete plastic flow rule and discrete crack propaga-
tion condition. For this reason, we prove particularly a strong compactness
result for elastic strain (Proposition 2.11). As in [3], we prove that the
discrete-time elastic strain e+

h converges strongly in L2(0, Tf , L
2(Ω,M2×2

sym)),
but the presence of v in our model requires the analysis and control of some
additional terms associated to v.

The paper is organised as follows. After a short Introduction, Section 1 is
devoted to the definitions, mathematical and mechanical settings necessary
to the description of our model. The main result is then presented in Section
2. Firstly, we prove the existence of solutions for discrete minimum problem
in Proposition 2.2 and Proposition 2.4. Then, we study the convergence of
these approximate evolutions as the time step h → 0. The main result of
this paper is presented as follows : There exists at least one limit evolution
(u, v, e, p) that satisfies initial and irreversibility conditions, the equilibrium
equation, plastic flow rule and crack propagation condition (Theorem 2.1).

1 Formulation of the model

1.1 Preliminaries and mathematical setting

Throughout the paper, Ω is a bounded connected open set in R2 with Lip-
schitz boundary ∂Ω = ∂ΩD ∪ ∂ΩN where ∂ΩD, ∂ΩN are disjoint open sets
in ∂Ω and H1(∂ΩD) > 0. Given Tf > 0, we denote by Lp((0, Tf ), X),
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W k,p((0, Tf ), X), the Lebesgue and Sobolev spaces involving time [see [11]
p. 285], where X is a Banach space. We will usually write u(t) := u(., t) for
u ∈W k,p((0, Tf ), X).

The set of symmetric 2×2 matrices is denoted by M2×2
sym . For ξ, ζ ∈M2×2

sym
we define the scalar product between matrices ζ : ξ :=

∑
ij ζijξij , and the

associated matrix norm by |ξ| :=
√
ξ : ξ. Let A be the fourth order tensor of

Lamé coefficients. We assume that for some constants 0 < α1 ≤ α2 < ∞,
they satisfy the ellipticity conditions

∀ e ∈M2×2
sym, α1|e|2 ≤ Ae : e ≤ α2|e|2.

For e ∈M2×2
sym and x ∈ Ω, we define |e|2A(x) := A(x)e : e and ‖ e ‖2A:=

∫
Ω |e|

2
A dx.

We recall that the mechanical unknowns of our model are the displacement
field u : Ω × [0, Tf ] → R2, the elastic strain e : Ω × [0, Tf ] → M2×2

sym, the
plastic strain p : Ω × [0, Tf ] → M2×2

sym. We assume u and ∇u remain small.
So that the relation bewteen the deformation tensor E and the displacement
field is given by

Eu :=
1

2
(∇u+∇uT ).

We also assume that Eu decomposes as an elastic part and a plastic part

Eu = e+ p.

We also define the set of kinematically admissible fields by

Aadm := {(u, e, p) ∈ H1(Ω,R2)× L2(Ω,M2×2
sym)× L2(Ω,M2×2

sym) :

Eu = e+ p a.e. in Ω, u = 0 a.e. on ∂ΩD}.

We denote H1
D := {u ∈ H1(Ω,R2); u = 0 on ∂ΩD}. For a fixed constant

τ > 0, we define K := {q ∈ M2×2
sym; |q| ≤ τ} and H : M2×2

sym → [0,∞] the
support function of K by

H(p) := sup
θ∈K

θ : p = τ |p|.

For η > 0, the elastic energy is defined as

Eel : L2(Ω,M2×2
sym)×H1(Ω,R)→ R

(e, v) 7−→ Eel(e, v) =
1

2

∫
Ω

(
v2 + η

)
Ae : e dx.

In the following, we will define an evolution as a limit of time discretizations
with a time step h. In fact, p and p0 represent the plastic deformation at
2 consecutive time steps, so that

p− p0

h
∼ ṗ. In the same way, u and u0
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represent displacement field at 2 consecutive time steps, so that
u− u0

h
∼ u̇.

The plastic dissipated energy is defined, by

Ep : L2(Ω,M2×2
sym)× L2(Ω,M2×2

sym)→ R

(p, p0) 7−→ Ep(p, p0) =

∫
Ω
H(p− p0) dx.

Given β > 0, the viscoelastic dissipated energy is defined by

Eve : H1(Ω,R2)×H1(Ω,R2)→ R

(u, u0) 7−→ Eve(u, u0) =
β

2h

∫
Ω

(Eu− Eu0) : (Eu− Eu0) dx.

The Griffith surface energy is approximated by the phase-field surface energy

ES : H1(Ω,R)→ R

v 7−→ ES(v) =

∫
Ω
ε|∇v|2dx+

∫
Ω

(1− v)2

4ε
dx.

It is shown in [5] that in the elastic anti-plane case, where the displacement
reduces to a scalar and Eu reduces to ∇u, the Ambrosio-Tortorelli functional

Eε(∇u, v) = Eel(∇u, v) + ES(v),

Γ-converges, as 0 < η � ε→ 0, to the Griffith energy G, where

G(u) :=
1

2

∫
Ω
A|∇u|2 dx+H1(S(u)).

Here, S(u) denotes the discontinuity set of u, and H1 is the 1-dimensional
Hausdorff measure. In the case of n-dimensional elasticity the Γ-convergence
result for Ambrosio-Tortorelli approximation has been proved recently by
Iurlano [14].

For f ∈ C1(0, Tf , L
2(Ω,R2)) and g ∈ C1(0, Tf , L

2(∂ΩN ,R2)), the exter-
nal forces at time t ∈ [0, Tf ] with Tf > 0 are collected into a functional
l(t) ∈ (H1

D)∗, where (H1
D)∗ denotes the dual of H1

D:

〈l(t), ϕ〉 :=

∫
Ω
f(t).ϕ dx+

∫
∂ΩN

g(t).ϕ ds ∀ϕ ∈ H1
D.

In the following framework, we approximate the continuous-time visco-elasto-
plastic evolution via discrete-time evolutions obtained by solving incremental
variational problems. Given Tf > 0 and a positive integer Nf , at each dis-

crete time ti = ih, i = 1, ..., Nf , with h =
Tf
Nf

, let us assume that the approxi-

mate visco-elasto-plastic evolution (u(ti−1), v(ti−1), e(ti−1), p(ti−1)) is known
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at ti−1. We then define (u(ti), v(ti), e(ti), p(ti)) as follows: (u(ti), e(ti), p(ti))
is defined at time ti as a minimizer of a deformation energy:

Edef (u, v(ti−1), e, p) = Eel(e, v(ti−1)) + Eve(u, u(ti−1))

+ Ep(p, p(ti−1))− 〈l(ti), u〉,

with v(ti−1) fixed and among all (u, e, p) triplets satisfying the kinematic
admissibility condition. Then v(ti) is determined as a minimizer of the fol-
lowing variational problem:

v(ti) := argmin
v≤v(ti−1)

Eel(e(ti), v) + ES(v).

In the following section, we describe a continuous time evolution of the pro-
posed model.

1.2 The visco-elasto-plastic evolution with regularized frac-
ture

We assume that the stress σ = aAe+βEu̇ is the sum of two terms. The first
term represents the stress associated to elastic deformation. It is affected by
fracture via the factor a(x, t). The second term represents the effect of vis-
cous deformation. Let u ∈W 1,∞(0, Tf , H

1(Ω;R2)), v ∈W 1,∞(0, Tf , H
1(Ω;R)),

e ∈W 1,∞(0, Tf , L
2(Ω;M2×2

sym)), p ∈W 1,∞(0, Tf , L
2(Ω;M2×2

sym)). We call

(u, v, e, p) : Ω× [0, Tf ] −→ R2 × R×M2×2
sym ×M2×2

sym

a continuous evolution if it satisfies the following properties:

• (H1) Initial conditions: (u(0), v(0), e(0), p(0)) = (u0, v0, e0, p0) with
(u0, e0, p0) ∈ Aadm, and v0 ∈ H1(Ω) with v0 = 1 on ∂ΩD and 0 ≤ v0 ≤
1 a.e. in Ω. We suppose also (v2

0 + η)|Ae0| ≤ τ .

• (H2) for every t ∈ [0, Tf ], v(t) = 1 on ∂ΩD, and 0 ≤ v(t) ≤ 1 a.e. in
Ω.

• (H3) Irreversibility: for a.e. t ∈ [0, Tf ], v̇(t) ≤ 0 a.e. in Ω,

• (H4) Kinematic compatibility: for every t ∈ [0, Tf ], v(t) = 1 on ∂ΩD,

Eu(t) = e(t) + p(t) a.e. in Ω and u(t) = 0 a.e. on ∂ΩD.

• (H5) Equilibrium condition: for a.e. t ∈ [0, Tf ],

−div(σ(t)) = f(t), a.e. in Ω,

σ(t).~n = g(t), a.e. on ∂ΩN ,

where σ(t) = a(t)Ae(t) + βEu̇(t) and a(t) = (v(t))2 + η.
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• (H6) Plastic flow rule: for a.e. t ∈ [0, Tf ],

a(t)Ae(t) ∈ ∂H(ṗ(t)) for a.e. x ∈ Ω.

• (H7) Crack propagation condition: for a.e. t ∈ [0, Tf ],

Eel(e(t), v(t)) + ES(v(t)) = inf
v∈H1(Ω), v=1 on ∂ΩD,v≤v(t)

Eel(e(t), v) + ES(v).

2 Existence result

The main result of the paper is the existence result for the visco-elasto-plastic
model with fracture.

Theorem 2.1 Let β > 0, τ > 0, ε > 0, η > 0. We suppose that v0 satisfies
the crack propagation condition (H7) with e0 i.e.

Eel(e0, v0) + ES(v0) = inf
v∈H1(Ω), v=1 on ∂ΩD,v≤v0

Eel(e0, v) + ES(v).

Then, there exists at least one solution
u ∈W 1,∞(0, Tf , H

1(Ω;R2)),
v ∈W 1,∞(0, Tf , H

1(Ω;R)),
e ∈W 1,∞(0, Tf , L

2(Ω;M2×2
sym)),

p ∈W 1,∞(0, Tf , L
2(Ω;M2×2

sym)),

satisfying (H1)-(H7).

2.1 Time discretization

The proof of Theorem 2.1 is based on a time discretization procedure. We
consider a partition of the time interval [0, Tf ] into Nf sub-intervals of equal
length h:

0 = t0h < t1h < ... < tnh = nh < ... < t
Nf

h = Tf , with h =
Tf
Nf

= tnh − tn−1
h → 0.

We set v0
h = v0, u0

h = u0, e0
h = e0, p0

h = p0. Note that in the whole text,
C > 0 denotes a generic constant which is independent of the discretization
parameters. For n = 1, ..., Nf , Nf ≥ 2, we construct (unh, v

n
h , e

n
h, p

n
h) using an

alternate minimization procedure. We define the deformation energy

Edef (z, vn−1
h , ξ, q) =

1

2

∫
Ω
an−1
h Aξ : ξ dx+

1

2h
β ‖ Ez − Eun−1

h ‖2L2

+ τ

∫
Ω
|q − pn−1

h |dx− 〈l(tnh), z〉

= Eel(vn−1
h , ξ) + Eve(z, un−1

h ) + Ep(q, pn−1
h )− 〈l(tnh), z〉,

with an−1
h := [vn−1

h ]2 + η, β > 0, τ > 0. Since Edef (., vn−1
h , ., .) is strictly

convex, coercive and Aadm is a convex closed set, we have
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Proposition 2.2 Suppose that (un−1
h , en−1

h , pn−1
h ) ∈ Aadm. There exists

unique minimizer to the variational problem

min
(z,ξ,q)∈Aadm

Edef (z, vn−1
h , ξ, q). (1)

We now define (unh, e
n
h, p

n
h) as a solution of (1) and we derive the Euler-

Lagrange equation satisfied by this solution.

Proposition 2.3 Let (unh, e
n
h, p

n
h) ∈ Aadm be a solution to (1) with

σnh := an−1
h Aenh + β

Eunh − Eu
n−1
h

h
= an−1

h Aenh + βEδunh. (2)

Then, for all n ∈ {1, ..., Nf}:
−div(σnh) = f(tnh), a.e. in Ω,
σnh .~n = g(tnh), a.e on ∂ΩN ,

an−1
h Aenh ∈ ∂H(pnh − p

n−1
h ) a.e. in Ω.

Proof : Let (z, ξ, q) ∈ Aadm, then (unh + sz, enh + sξ, pnh + sq) ∈ Aadm is an
admissible triplet for every 0 < s < 1. We have

Edef (unh, v
n−1
h , enh, p

n
h) ≤ Edef (unh + sz, vn−1

h , enh + sξ, pnh + sq),

hence

0 ≤ s

∫
Ω
an−1
h Aenh : ξ dx+ s

∫
Ω
β
Eunh − Eu

n−1
h

h
: (ξ + q) dx

+ τ

∫
Ω
|pnh + sq − pn−1

h | − |pnh − pn−1
h |dx− s〈l(tnh), z〉+ o(s).

Let Ψ(s) := τ
∫

Ω |p
n
h + sq − pn−1

h |dx. Using the convexity of Ψ we have
Ψ(s) − Ψ(0) ≤ s(Ψ(1) − Ψ(0)). Dividing this inequality by s and letting s
tend to zero implies that∫

Ω
an−1
h Aenh : ξ dx+ β

∫
Ω

Eunh − Eu
n−1
h

h
: (ξ + q) dx

+ τ

∫
Ω
|pnh − pn−1

h + q| − |pnh − pn−1
h | dx

> < l(tnh), z > . (3)

Testing (3) with (z, ξ, q) = ±(φ,Eφ, 0) for any φ ∈ C∞c (Ω,R2), we obtain∫
Ω
σnh : E(φ) dx =< l(tnh), φ > (4)
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and −div(σnh) = f(tnh) a.e. in Ω. Furher, picking φ ∈ C∞(Ω,R2), with
φ = 0 on ∂ΩD in ±(φ,Eφ, 0) as a test function for (3) and integrating (4)
by parts, we also obtain that σnh .~n = g(tnh) a.e. on ∂ΩN . Testing (3) with
(0,−q + pnh − p

n−1
h , q − pnh + pn−1

h ) for any q ∈ L2(Ω,M2×2
sym), we have

τ

∫
Ω
|q|dx ≥ τ

∫
Ω
|pnh − pn−1

h |dx+

∫
Ω
an−1
h Aenh : (q − (pnh − pn−1

h )) dx,

so that

τ |q| ≥ τ |pnh(x)− pn−1
h (x)|+ an−1

h (x)Aenh(x) : (q − (pnh(x)− pn−1
h (x)))

(5)

for all q ∈M2×2
sym and for a.e. x ∈ Ω, which by definition of the subdifferential

implies that

an−1
h Aenh ∈ ∂H(pnh − pn−1

h ) a.e. in Ω. (6)

�

Proposition 2.4 For given enh ∈ L2(Ω,M2×2
sym) there exists an unique mini-

mizer vnh to

vnh := argmin
v∈H1(Ω), v=1 on ∂ΩD, v≤vn−1

h

{Eel(enh, v) + ES(v)}. (7)

Additionally, for all n ∈ {1, ..., Nf}, vnh satisfies the following variational
inequality:

2ε

∫
Ω
∇vnh∇(vnh − ϕ) dx +

∫
Ω
vnhAe

n
h : enh(vnh − ϕ) dx

+ (2ε)−1

∫
Ω

(vnh − 1)(vnh − ϕ) dx ≤ 0, (8)

for any ϕ ∈ H1(Ω), ϕ = 1 on ∂ΩD and ϕ ≤ vn−1
h . Furthermore, vnh satisfies

the comparison principle 0 ≤ vnh ≤ v
n−1
h a.e. in Ω.

Proof : The existence and uniqueness of the solution of (7) follow from the
strict convexity and coercivity of the functional Eel(enh, .) + ES(.), and since
{v ∈ H1(Ω), v = 1 on ∂ΩD, v ≤ vn−1

h } is a closed convex set. Let ϕ an
admissible function for (7), then ψ = vnh + t(ϕ − vnh) with 0 < t < 1 is an
admissible function for (7). In fact, ψ ∈ H1(Ω), ψ = 1 on ∂ΩD and

ψ ≤ vnh + t(vn−1
h − vnh) = vnh(1− t) + tvn−1

h

≤ vn−1
h (1− t) + tvn−1

h = vn−1
h .
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By definition of vnh , Eel(enh, vnh) + ES(vnh) ≤ Eel(enh, ψ) + ES(ψ). We obtain:

2ε

∫
Ω
∇vnh∇(vnh − ϕ) dx +

∫
Ω
vnhAe

n
h : enh(vnh − ϕ) dx

+ (2ε)−1

∫
Ω

(vnh − 1)(vnh − ϕ) dx ≤ 0. (9)

Testing (9) with ϕ = max(0, vnh) gives

2ε

∫
{vnh≤0}

∇vnh∇vnh dx +

∫
{vnh≤0}

(vnh)2Aenh : enh dx

+ (2ε)−1

∫
{vnh≤0}

(vnh − 1)vnh dx ≤ 0, (10)

so that vnh = 0 a.e. on {vnh ≤ 0}. It follows that vnh > 0 a.e. in Ω. �

Remark 1 Testing (9) with ϕ = vn−1
h and with ϕ = 2vnh − v

n−1
h we derive

the equality

2ε

∫
Ω
∇vnh∇(vnh − vn−1

h ) dx+

∫
Ω
vnhAe

n
h : enh(vnh − vn−1

h ) dx

+ (2ε)−1

∫
Ω

(vnh − 1)(vnh − vn−1
h ) dx = 0. (11)

2.2 A priori estimates

We define for all n > 1,

δunh :=
unh − u

n−1
h

h
, δvnh :=

vnh − v
n−1
h

h
, δenh :=

enh − e
n−1
h

h
, δpnh :=

pnh − p
n−1
h

h
.

Proposition 2.5 There exists a constant C > 0 independent of h and n
such that

max
{1,..Nf}

(‖δunh‖H1 , ‖δvnh‖H1 , ‖δenh‖L2 , ‖δpnh‖L2) ≤ C. (12)

For the proof of Proposition 2.5 we need following lemma:

Lemma 2.6 For all n > 1, we have an−1
h Aenh ∈ K a.e. in Ω. Additionally,

there exists a constant C > 0, independent of h and n such that

‖ Aenh ‖L∞≤ C. (13)

Proof : Testing (5) with q′ = an−1
h Aenh(x) + pnh(x)− pn−1

h (x) leads to
|an−1
h Aenh(x)| ≤ τ for a.e. x ∈ Ω. Since η ≤ an−1

h (x) for all x ∈ Ω, we have
‖ Aenh ‖L∞≤ C. �
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Lemma 2.7 For all q ∈ K = {q∗ ∈M2×2
sym; |q∗| ≤ τ} and n > 1, we have

an−1
h Aenh : δpnh > q : δpnh, a.e. in Ω. (14)

Proof : By convex duality

an−1
h Aenh ∈ ∂H(pnh − pn−1

h )⇐⇒ pnh − pn−1
h ∈ ∂H∗(an−1

h Aenh)

where H∗(q∗) = 1K(q∗) denotes the convex conjugate of H. Since an−1
h Aenh ∈

K a.e. in Ω, we have for all q ∈ K an−1
h Aenh : δpnh > q : δpnh a.e. in Ω. �

Lemma 2.8 For all n ∈ {1, ..., Nf}, there exists a constant C > 0 indepen-
dent of h and n such that

‖δvnh‖2L2 + ‖∇δvnh‖2L2 ≤ C‖δenh‖2L2 . (15)

Proof : We proceed as in the proof of Lemma 3.4 in [16]. We write inequal-
ity (9) at time tn−1

h :

2ε

∫
Ω
∇vn−1

h ∇(vn−1
h − ϕ) dx+

∫
Ω
vn−1
h Aen−1

h : en−1
h (vn−1

h − ϕ) dx

+ (2ε)−1

∫
Ω

(vn−1
h − 1)(vn−1

h − ϕ) dx ≤ 0, (16)

for any ϕ ≤ vn−2
h , ϕ ∈ H1(Ω), ϕ = 1 on ∂ΩD. We choose ϕ = vnh ≤ vn−2

h

and divide (16) by h:

2ε

∫
Ω
∇vn−1

h ∇δvnh dx+

∫
Ω
vn−1
h Aen−1

h : en−1
h δvnh dx

+ (2ε)−1

∫
Ω

(vn−1
h − 1)δvnh dx > 0. (17)

We divide (11) by h and substract (17). Then we use the equality a2 − b2 =
(a−b)2 +2(a−b)b, the fact that δvnh ≤ 0, and the Cauchy-Schwarz inequality
to obtain

‖δvnh |enh|A‖2L2 + (2ε)−1‖δvnh‖2L2 + (2ε)‖∇δvnh‖2L2

≤ 1

h

∫
Ω

(|en−1
h |2A − |enh|2A)vn−1

h δvnh dx

=
1

h

∫
Ω
|(en−1

h − enh)|2Avn−1
h δvnh dx

+
2

h

∫
Ω
A(en−1

h − enh) : enhv
n−1
h δvnh dx

≤ 2

h

∫
Ω

(|enh|A|δvnh |) (|vn−1
h ||(en−1

h − enh)|A) dx

≤ 2 ‖ (δvnh)|enh|A ‖L2 ‖ vn−1
h |δenh|A ‖L2 . (18)

The result follows from the Young inequality ab ≤ a2/2 + b2/2. �

10



We now prove Proposition 2.5:

Proof : Testing (3) with (z, ξ, q) = ±(hδunh, E(hδunh), 0) where E(hδunh) =
h(δenh + δpnh), we obtain∫

Ω
an−1
h Aenh : (enh − en−1

h ) dx+

∫
Ω
an−1
h Aenh : (pnh − pn−1

h ) dx+ hβ ‖ Eδunh ‖2L2

= < l(tnh), unh − un−1
h >,

∫
Ω
an−1
h Aenh : (pnh − pn−1

h ) dx = < l(tnh), unh − un−1
h > −hβ ‖ Eδunh ‖2L2

−
∫

Ω
an−1
h Aenh : (enh − en−1

h ) dx. (19)

Testing (3) with (0, hδpnh,−hδpnh) yields∫
Ω
an−1
h Aenh : (pnh − pn−1

h ) dx > τ
∫

Ω
|pnh − pn−1

h | dx. (20)

Combining (19) and (20), we get∫
Ω
an−1
h Aenh : (enh − en−1

h ) dx+ hβ ‖ Eδunh ‖2L2 +τ

∫
Ω
|pnh − pn−1

h | dx

6 < l(tnh), unh − un−1
h > . (21)

The first term on the left-hand side can be analysed in a similar way as in
[16]: ∫

Ω
an−1
h Aenh : (enh − en−1

h ) dx = Eel(enh, vnh)− Eel(en−1
h , vn−1

h ) (22)

+
1

2
h2‖(an−1

h )1/2|δenh|A‖2L2 −
1

2

∫
Ω

(anh − an−1
h )|enh|2A dx.

Further, we observe that

anh − an−1
h = (vnh)2 − (vn−1

h )2 = h(vnh + vn−1
h )δvnh = 2hvnhδv

n
h − h2|δvnh |2.

Thanks to (11), we obtain

−1

2

∫
Ω

(anh − an−1
h )|enh|2A dx = (2ε)−1

∫
Ω

(vnh − 1)(vnh − vn−1
h ) dx

+ 2ε

∫
Ω
∇vnh(∇vnh −∇vn−1

h ) dx+
1

2
h2‖(δvnh)|enh|A‖2L2 ,

and rewriting vnh − v
n−1
h = (vnh − 1)− (vn−1

h − 1), yields

−1

2

∫
Ω

(anh − an−1
h )|enh|2A dx = ES(vnh)− ES(vn−1

h ) (23)

+ h2
(
(4ε)−1‖δvnh‖2L2 + ε‖∇δvnh‖2L2

)
+

1

2
h2‖δvnh |enh|A‖2L2 .

11



Summing (21) for 1 ≤ n ≤ N and using (22) and (23) we obtain

Eel(eNh , vNh ) + ES(vNh ) +

N∑
n=1

hβ ‖ Eδunh ‖2L2 +

N∑
n=1

h

∫
Ω
|δpnh| dx

≤
N∑
n=1

< l(tnh), unh − un−1
h > +Eel(e0, v0) + ES(v0),

where 1 ≤ N ≤ Nf . Using the Korn’s inequality we obtain the following
estimate

N∑
n=1

h〈l(tnh), δunh〉 ≤ (
N∑
n=1

h‖l(tnh)‖2(H1
D)∗)

1/2(
N∑
n=1

h‖∇δunh‖2L2)1/2

≤ C(
N∑
n=1

h‖l(tnh)‖2(H1
D)∗)

1/2(
N∑
n=1

h‖Eδunh‖2L2)1/2.

For all N ∈ {1, ..., Nf} yields

‖eNh ‖22 + ‖vNh ‖2L2 + ‖∇vNh ‖2L2 +
N∑
n=1

hβ ‖ Eδunh ‖22 +
N∑
n=1

h

∫
Ω
|δpnh| dx ≤ C, (24)

where C > 0 is a constant independent of h and n. Let N0 such that
{‖eN0

h ‖
2
2+‖vN0

h ‖
2
L2 +‖∇vN0

h ‖
2
L2} is maximal between 1 ≤ N ≤ Nf . Inequality

(24) is true for N = N0, and N = Nf . Thus,

max
1≤n≤Nf

{‖enh‖22 + ‖vnh‖2L2 + ‖∇vnh‖2L2}+

Nf∑
n=1

hβ ‖ Eδunh ‖22 +

Nf∑
n=1

h

∫
Ω
|δpnh| dx ≤ 2C. (25)

Further, using the inequality an−1
h ≤ 1 + η, for all n ∈ {1, ..., Nf} we obtain

from Proposition 2.3

‖σnh‖2L2 =

∫
Ω
|σnh |2 dx =

∫
Ω
σnh : an−1

h Aenh dx+ β

∫
Ω
σnh : Eδunh dx

≤ C‖σnh‖L2‖enh‖L2 + β〈l(tnh), δunh〉
≤ C‖σnh‖L2‖enh‖L2 + C‖l(tnh)‖(H1

D)∗β‖∇δunh‖L2

≤ C‖σnh‖L2‖enh‖L2 + C‖l(tnh)‖(H1
D)∗‖βEδunh‖L2

≤ C‖σnh‖L2‖enh‖L2 + C‖l(tnh)‖(H1
D)∗(‖σnh‖2 + ‖enh‖L2). (26)

We thus deduce that

max
{1,..Nf}

‖σnh‖L2 ≤ C. (27)

It follows from (2), (25) and (27) that

max
{1,..Nf}

‖Eδunh‖L2 ≤ C. (28)
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We now estimate δenh:

ηα1‖δenh‖2L2 ≤
∫

Ω
an−1
h Aδenh : δenh dx

=

∫
Ω
an−1
h Aδenh : Eδunh dx−

∫
Ω
an−1
h Aδenh : δpnh dx

≤ C‖Eδunh‖L2‖δenh‖L2 −
∫

Ω
an−1
h Aδenh : δpnh dx.

From Lemma 2.6 it follows that for n > 2, an−2
h Aen−1

h ∈ K a.e. in Ω. This
implies that an−1

h Aen−1
h ∈ K a.e. in Ω and from Lemma 2.7 we deduce that∫

Ω a
n−1
h Aδenh : δpnh dx > 0, and thus ‖δenh‖L2 ≤ C‖Eδunh‖L2 . Since a0

hAe
0
h ∈

K, we also deduce from Lemma 2.7 that
∫

Ω a
0
hAδe

1
h : δp1

h dx > 0, and thus
‖δe1

h‖L2 ≤ C‖Eδu1
h‖L2 . By the estimate (28) and since Eδunh = δenh + δpnh

we have

max
{1,..Nf}

(‖δenh‖L2 , ‖δpnh‖L2) ≤ C (29)

Applying Lemma 2.8 concludes the proof of Proposition 2.5. �

2.3 Compactness results

We now define piecewise affine interpolants of the sequences (unh)
Nf

n=0, (vnh)
Nf

n=0,
(enh)

Nf

n=0, (pnh)
Nf

n=0 by
uh(t)
vh(t)
ah(t)
eh(t)
ph(t)

 =


unh
vnh
anh
enh
pnh

+ (t− tnh)


δunh
δvnh
δanh
δenh
δpnh

 for t ∈ [tn−1
h , tnh], n = 1, ..., Nf .

We define backward piecewise constant interpolant u+
h (., t) by

u+
h (t) = unh, for t ∈ (tn−1

h , tnh], n = 1, ..., Nf ,

and similarly we define v+
h (t), e+

h (t), p+
h (t), l+h (t).

We also define u+
h (0) = u0, v+

h (0) = v0, e+
h (0) = e0, p+

h (0) = p0. The forward
piecewise constant interpolant a−h (., t) is defined by

a−h (., t) = an−1
h , for t ∈ [tn−1

h , tnh), n = 1, ..., Nf .

Thanks to Proposition 2.5

‖uh‖W 1,∞(0,Tf ,H1(Ω,R2)) + ‖vh‖W 1,∞(0,Tf ,H1(Ω,R))

+ ‖eh‖W 1,∞(0,Tf ,L2(Ω,M2×2
sym)) + ‖ph‖W 1,∞(0,Tf ,L2(Ω,M2×2

sym)) ≤ C.
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Hence, there exists a subsequence hj ↘ 0 (we just write h) and
u ∈W 1,∞(0, Tf , H

1(Ω,R2)), v ∈W 1,∞(0, Tf , H
1(Ω,R)),

with 0 ≤ v(t) ≤ 1, v(t) = 1 on ∂ΩD, v̇(t) ≤ 0 a.e. in Ω for a.e. t ∈ (0, Tf ],
e ∈W 1,∞(0, Tf , L

2(Ω,M2×2
sym)), p ∈W 1,∞(0, Tf , L

2(Ω,M2×2
sym)) such that

uh, u̇h⇀u, u̇ weakly* in L∞(0, Tf , H
1(Ω,R2)),

vh, v̇h⇀v, v̇ weakly* in L∞(0, Tf , H
1(Ω,R)), (30)

eh, ėh⇀e, ė weakly* in L∞(0, Tf , L
2(Ω,M2×2

sym)),

ph, ṗh⇀p, ṗ weakly* in L∞(0, Tf , L
2(Ω,M2×2

sym)).

Using Arzelà-Ascoli Theorem and Proposition 2.5, we have for all t ∈ [0, Tf ],

uh(t)⇀u(t), weakly in H1(Ω,R2),

eh(t)⇀e(t), weakly in L2(Ω,M2×2
sym), (31)

ph(t)⇀p(t), weakly in L2(Ω,M2×2
sym),

vh(t)⇀v(t), weakly in H1(Ω,R),

and for all t ∈ [0, Tf ],

(u(t), e(t), p(t)) ∈ Aadm. (32)

Thanks to the previous convergences, we also have that for a.e. t ∈ [0, Tf ],

(u̇(t), ė(t), ṗ(t)) ∈ Aadm. (33)

Since vh is uniformly bounded in W 1,∞(0, Tf , H
1(Ω,R)), the Arzelà-Ascoli

Theorem for metric spaces [10] implies that vh −→ v strongly in C(0, Tf , L
2(Ω,R)).

Since 0 ≤ vh(t) ≤ 1 a.e. in Ω, for all t, this convergence implies ah −→ a in
C(0, Tf , L

2(Ω,R)). On the other hand, since for all t ∈ (0, Tf ],

‖ah(t)− a−h (t)‖L2 ≤ 2h‖ȧh(t)‖L2 , (34)
‖eh(t)− e+

h (t)‖L2 ≤ h‖ėh(t)‖L2 , (35)
‖vh(t)− v+

h (t)‖L2 ≤ h‖v̇h(t)‖L2 , (36)

we also have that

a−h −→ a strongly in L∞(0, Tf , L
2(Ω,R)) with a = v2 + η,

e+
h⇀e weakly* in L∞(0, Tf , L

2(Ω,M2×2
sym)), (37)

v+
h⇀v weakly* in L∞(0, Tf , H

1(Ω,R)). (38)

From (31) and (35), we deduce that for all t ∈ [0, Tf ],

e+
h (t)⇀e(t) weakly in L2(Ω,M2×2

sym). (39)
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2.4 Passage to the limit in the equilibrium condition

Theorem 2.9 For a.e. t ∈ [0, Tf ],

−div(σ(t)) = f(t), a.e. in Ω,

σ(t).~n = g(t), a.e. on ∂ΩN ,

where σ(t) = a(t)Ae(t) + βEu̇(t) and a(t) = [v(t)]2 + η.

Proof : With the previous notation, we can rewrite (4) as∫
Ω

(a−h (t)Ae+
h (t) + βEu̇h(t)) : Eφdx =< l+h (t), φ >, ∀φ ∈ H1

D ∀t ∈ (0, Tf ).

(40)

Integrating (40) on fixed [t1, t2] ⊂ [0, Tf ] we have∫ t2

t1

∫
Ω

(a−h (t)Ae+
h (t) + βEu̇h(t)) : Eφdx dt =

∫ t2

t1

< l+h (t), φ > dt. (41)

We now pass to the limit when h goes to zero in (41). For any fixed t1, t2 ∈
[0, Tf ], ∀φ ∈ H1

D, we write (41) as:

0 =

∫ t2

t1

∫
Ω

(a−h (t)Ae+
h (t) + βEu̇h(t)) : Eφdx dt−

∫ t2

t1

< l+h (t), φ > dt

=

∫ t2

t1

∫
Ω

(a(t)Ae+
h (t) + βEu̇h(t)) : Eφdx− < l(t), φ > dt (42)

+

∫ t2

t1

{∫
Ω

(a−h (t)− a(t))Ae+
h (t) : Eφdx

}
dt

−
∫ t2

t1

< l+h (t)− l(t), φ > dt.

We estimate the second term on the right-hand side of (42) thanks to the
Cauchy-Schwarz inequality∫ t2

t1

∫
Ω

(a−h (t)− a(t))Ae+
h (t) : Eφdx dt (43)

≤ ‖(a−h − a)Eφ‖L2(0,Tf ,L2) ‖Ae+
h ‖L2(0,Tf ,L2).

Since (a−h − a)→ 0 a.e. in Ω× (0, Tf ), |a−h − a|
2 ≤ 4, |∇φ|2 ∈ L1(Ω× (0, Tf ))

and using Lemma 2.6 we obtain by the Lebesgue dominated convergence

lim
h↘0

∫ t2

t1

∫
Ω

(a−h (t)− a(t))Ae+
h (t) : Eφdx dt = 0. (44)
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We estimate the last term on the right-hand side of (42) by∫ t2

t1

< l+h (t)− l(t), φ > dt ≤ h(t2 − t1)‖l̇‖C(0,Tf ,(H
1
D)∗)‖φ‖H1 . (45)

Using (30), (37), (42), (44), (45) we deduce that ∀[t1, t2] ⊂ [0, Tf ],∫ t2

t1

∫
Ω

(a(t)Ae(t) + βEu̇(t)) : Eφdx− < l(t), φ > dt = 0. (46)

�

2.5 Strong compactness result for the elastic strain

To pass to the limit in the discrete plastic flow rule and crack propagation
condition, we need the strong compactness result for the elastic strain con-
tained in the following lemma.

Lemma 2.10 Suppose that for all t ∈ [0, Tf ), a−h (t) → a(t) in L2(Ω) and
e+
h (t) ⇀ e(t) weakly in L2(Ω,M2×2

sym). Then for all t ∈ [0, Tf ), a−h (t)Ae+
h (t) ⇀

a(t)Ae(t) weakly in L2(Ω,M2×2
sym).

Proof : Let φ ∈ L2(Ω,M2×2
sym) a test function. We can write∫

Ω
(a−h (t)Ae+

h (t)− a(t)Ae(t)) : φdx =∫
Ω

(a−h (t)− a(t))Ae+
h (t) : φdx+∫

Ω
a(t)(Ae+

h (t)−Ae(t)) : φdx.

From Lemma 2.6 we deduce that for all t ∈ [0, Tf ), ‖ Ae+
h (t) ‖L∞≤ C,

so that since a−h (t) → a(t) in L2(Ω) the first term on the right-hand side
converges to zero using the Cauchy-Schwarz inequality. Since e+

h (t) ⇀ e(t)
in L2(Ω,M2×2

sym), the second term on the right-hand converges to zero. �

Proposition 2.11 The following strong convergences hold:

eh, e
+
h → e strongly in L2(0, Tf , L

2(Ω,M2×2
sym)). (47)

Proof : Given n ∈ {1, ..., Nf}, we define [t]h := tnh if t ∈ (tn−1
h , tnh]. We

set t1 = 0, t2 = [t]h and φ = u̇h in (46) and (41), and substract these two
relations:∫ [t]h

0

∫
Ω

((a−h (s)Ae+
h (s) + βEu̇h(s))− (a(s)Ae(s) + βEu̇(s))) : Eu̇h(s) dx ds

=

∫ [t]h

0
< l+h (s)− l(s), u̇h(s) > ds (48)
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We define

fh(t) :=

∫ [t]h

0

∫
Ω

((a−h (s)Ae+
h (s)+βEu̇h(s))−(a(s)Ae(s)+βEu̇(s))) : Eu̇h(s) dx ds.

Using inequality (45) with φ = u̇h and thanks to Proposition 2.5, we have

lim
h↘0

∫ [t]h

0
< l+h (s)− l(s), u̇h(s) > ds = 0,

and from (48) we deduce

lim
h↘0

fh(t) = 0.

We now estimate

|fh(t)| ≤ ‖ (a−hAe
+
h + βEu̇h)− (aAe+ βEu̇) ‖L2(0,Tf ,L2)‖ Eu̇h ‖L2(0,Tf ,L2) .

From Proposition 2.5 we deduce that there exists some C > 0 independent
of h such that |fh(t)| ≤ C. Thanks to the Lebesgue dominated convergence

lim
h↘0

∫ Tf

0
fh(t) dt = 0. (49)

We rewrite fh(t) as

fh(t) =

∫ [t]h

0

∫
Ω

((a−h (s)Ae+
h (s)− a(s)Ae(s)) : Eu̇h(s) dx ds

+ β

∫ [t]h

0

∫
Ω
|Eu̇h(s)− Eu̇(s)|2 dx ds

+ β

∫ [t]h

0

∫
Ω

(Eu̇h(s)− Eu̇(s)) : Eu̇(s) dx ds. (50)

We define

gh(t) = β

∫ [t]h

0

∫
Ω

(Eu̇h(s)− Eu̇(s)) : Eu̇(s) dx ds, (51)

which tends to 0 since Eu̇h ⇀ Eu̇ weakly in L2(0, Tf , L
2(Ω,M2×2

sym)). Using
Proposition 2.5 and the Lebesgue dominated convergence theorem yields

lim
h↘0

∫ Tf

0
gh(t) dt = 0. (52)

From (49), (50), (52) we deduce that

lim
h↘0

{∫ Tf

0

∫ [t]h

0

∫
Ω

(a−h (s)Ae+
h (s)− a(s)Ae(s)) : Eu̇h(s) dx ds dt

+ β

∫ Tf

0

∫ [t]h

0

∫
Ω
|Eu̇h(s)− Eu̇(s)|2 dx ds dt

}
= 0, (53)
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so that

lim sup
h↘0

∫ Tf

0

∫ [t]h

0

∫
Ω

(a−h (s)Ae+
h (s)− a(s)Ae(s)) : Eu̇h(s) dx ds dt ≤ 0.

(54)

We now estimate the integral in (54). We note that

Ih :=

∫ Tf

0

∫ [t]h

0

∫
Ω

(a−h (s)Ae+
h (s)− a(s)Ae(s)) : Eu̇h(s) dx ds dt

=

∫ Tf

0

∫ [t]h

0

∫
Ω

(a−h (s)Ae+
h (s)− a(s)Ae(s)) : (Eu̇h(s)− Eu̇(s)) dx ds dt

+

∫ Tf

0

∫ [t]h

0

∫
Ω

(a−h (s)Ae+
h (s)− a(s)Ae(s)) : Eu̇(s) dx ds dt

=

∫ Tf

0

∫ [t]h

0

∫
Ω
a−h (s)Ae+

h (s) : (Eu̇h(s)− Eu̇(s)) dx ds dt

−
∫ Tf

0

∫ [t]h

0

∫
Ω
a(s)Ae(s) : (Eu̇h(s)− Eu̇(s)) dx ds dt

+

∫ Tf

0

∫ [t]h

0

∫
Ω

(a−h (s)− a(s))Ae+
h (s) : Eu̇(s) dx ds dt

+

∫ Tf

0

∫ [t]h

0

∫
Ω
a(s)(Ae+

h (s)−Ae(s)) : Eu̇(s) dx ds dt

= I1
h + I2

h + I3
h + I4

h. (55)

Since Eu̇h ⇀ Eu̇ weakly in L2(0, Tf , L
2(Ω,M2×2

sym)), and e+
h ⇀ e weakly in

L2(0, Tf , L
2(Ω,M2×2

sym)), the Lebesque dominated convergence shows that

I2
h := −

∫ Tf

0

∫ [t]h

0

∫
Ω
a(s)Ae(s) : (Eu̇h(s)− Eu̇(s)) dx ds dt→ 0.

I4
h :=

∫ Tf

0

∫ [t]h

0

∫
Ω
a(s)(Ae+

h (s)−Ae(s)) : Eu̇(s) dx ds dt→ 0.

Since a−h − a → 0 a.e. in Ω × (0, Tf ) and a ∈ L∞((0, Tf ) × Ω), and using
Lemma 2.6, Proposition 2.5, and Lebesgue’s dominated convergence theorem
imply

I3
h :=

∫ Tf

0

∫ [t]h

0

∫
Ω

(a−h (s)− a(s))Ae+
h (s) : Eu̇(s) dx ds dt→ 0.

We deduce that

lim sup
h↘0

Ih = lim sup
h↘0

I1
h ≤ 0. (56)
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By the kinematic compatibility, Eu̇h − Eu̇ = (ėh − ė) + (ṗh − ṗ) we have

lim sup
h↘0

I1
h = lim sup

h↘0

{∫ Tf

0

∫ [t]h

0

∫
Ω
a−h (s)Ae+

h (s) : (ėh(s)− ė(s)) dx ds dt

+

∫ Tf

0

∫ [t]h

0

∫
Ω
a−h (s)Ae+

h (s) : (ṗh(s)− ṗ(s)) dx ds dt

}
. (57)

:= lim sup
h↘0

{
K1
h +K2

h

}
.

We can write

K1
h :=

∫ Tf

0

∫ [t]h

0

∫
Ω
a−h (s)Ae+

h (s) : (ėh(s)− ė(s)) dx ds dt

= −
∫ Tf

0

∫ [t]h

0

∫
Ω

(ah(s)− a−h (s))Ae+
h (s) : (ėh(s)− ė(s)) dx ds dt

+

∫ Tf

0

∫ [t]h

0

∫
Ω
ah(s)Ae+

h (s) : (ėh(s)− ė(s)) dx ds dt. (58)

From (34), we deduce that (a−h − ah) → 0 a.e. in Ω × (0, Tf ). Lemma 2.6,
Proposition 2.5 and the Lebesgue’s dominated convergence give∫ Tf

0

∫ [t]h

0

∫
Ω

(ah(s)− a−h (s))Ae+
h (s) : (ėh(s)− ė(s)) dx ds dt→ 0, (59)

so that (58) and (59) imply

lim sup
h↘0

K1
h = lim sup

h↘0

∫ Tf

0

∫ [t]h

0

∫
Ω
ah(s)Ae+

h (s) : (ėh(s)− ė(s)) dx ds dt. (60)

Furthermore,

J1
h :=

∫ Tf

0

∫ [t]h

0

∫
Ω
ah(s)Ae+

h (s) : (ėh(s)− ė(s)) dx ds dt

=

∫ Tf

0

∫ [t]h

0

∫
Ω
ah(s)(Ae+

h (s)−Aeh(s)) : (ėh(s)− ė(s)) dx ds dt

+

∫ Tf

0

∫ [t]h

0

∫
Ω
ah(s)A(eh(s)− e(s)) : (ėh(s)− ė(s)) dx ds dt

+

∫ Tf

0

∫ [t]h

0

∫
Ω

(ah(s)− a(s))Ae(s) : (ėh(s)− ė(s)) dx ds dt

+

∫ Tf

0

∫ [t]h

0

∫
Ω
a(s)Ae(s) : (ėh(s)− ė(s)) dx ds dt

= L5
h + L6

h + L7
h + L8

h. (61)
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The strong convergence eh − e+
h → 0 in L2(0, Tf , L

2(Ω,M2×2
sym)) (see (35)),

the weak convergence ėh ⇀ ė in L2(0, Tf , L
2(Ω,M2×2

sym)), Propostion 2.5 and
Lebesgue convergence dominated theorem yield to

L5
h :=

∫ Tf

0

∫ [t]h

0

∫
Ω
ah(s)(Ae+

h (s)−Aeh(s)) : (ėh(s)− ė(s)) dx ds dt→ 0, (62)

L8
h :=

∫ Tf

0

∫ [t]h

0

∫
Ω
a(s)Ae(s) : (ėh(s)− ė(s)) dx ds dt→ 0. (63)

We now estimate

L7
h :=

∫ Tf

0

∫ [t]h

0

∫
Ω

(ah(s)− a(s))Ae(s) : (ėh(s)− ė(s)) dx ds dt.

We have ∫ [t]h

0

∫
Ω

(ah(s)− a(s))Ae(s) : (ėh(s)− ė(s)) dx ds

≤ ‖ (ah − a)Ae ‖L2(0,Tf ,L2)‖ ėh − ė ‖L2(0,Tf ,L2) .

From Proposition 2.5 we deduce that there exists some C > 0 independent
of h such that∫ [t]h

0

∫
Ω

(ah(s)− a(s))Ae(s) : (ėh(s)− ė(s)) dx ds ≤ C ‖ (ah − a)Ae ‖L2(0,Tf ,L2)

Since ah(t) ∈ L∞(Ω), (ah − a) → 0 a.e. in Ω × (0, Tf ), the Lebesgue’s
dominated convergence gives that

L7
h → 0. (64)

From (60), (61), (62), (63), (64) we deduce that

lim sup
h↘0

K1
h = lim sup

h↘0

∫ Tf

0

∫ [t]h

0

∫
Ω
ah(s)A(eh(s)− e(s))(ėh(s)− ė(s)) dx ds dt.

(65)

We now estimate K2
h:

K2
h :=

∫ Tf

0

∫ [t]h

0

∫
Ω
a−h (s)Ae+

h (s) : (ṗh(s)− ṗ(s)) dx ds dt (66)

=

∫ Tf

0

∫ [t]h

0

∫
Ω

(a−h (s)Ae+
h (s) : ṗh(s))− (a−h (s)Ae+

h (s) : ṗ(s)) dx ds dt

Using Lemma 2.10, we have a−hAe
+
h (t) ⇀ aAe(t) weakly in L2(Ω,M2×2

sym).
Thanks to Lemma 2.6, we also have that for all t ∈ [0, Tf ), a−h (t)Ae+

h (t) ∈ K
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a.e. in Ω, with K a convex closed set. We obtain that for all t ∈ [0, Tf ),
a(t)Ae(t) ∈ K a.e. in Ω. By Lemma 2.7, we have for all t ∈ (0, Tf ),
a−h (t)Ae+

h (t) : ṗh(t) > a(t)Ae(t) : ṗh(t) a.e. in Ω. So that we have

K2
h >

∫ Tf

0

∫ [t]h

0

∫
Ω
a(s)Ae(s) : ṗh(s)− a−h (s)Ae+

h (s) : ṗ(s) dx ds dt

=

∫ Tf

0

∫ [t]h

0

∫
Ω
a(s)Ae(s) : (ṗh(s)− ṗ(s)) dx ds dt

+

∫ Tf

0

∫ [t]h

0

∫
Ω

(a(s)Ae(s)− a−h (s)Ae+
h (s)) : ṗ(s) dx ds dt. (67)

Since ṗh ⇀ ṗ weakly in L2(0, Tf , L
2(Ω,M2×2

sym)),∫ Tf

0

∫ [t]h

0

∫
Ω
a(s)Ae(s) : (ṗh(s)− ṗ(s)) dx ds dt→ 0. (68)

Since a−hAe
+
h ⇀ aAe weakly in L2(0, Tf , L

2(Ω,M2×2
sym)),∫ Tf

0

∫ [t]h

0

∫
Ω

(a(s)Ae(s)− a−h (s)Ae+
h (s)) : ṗ(s) dx ds dt→ 0. (69)

From (56), (57), (65), (67), (68), (69) we deduce that

lim sup
h↘0

Ih > lim sup
h↘0

∫ Tf

0

∫ [t]h

0

∫
Ω
ah(s)A(eh(s)− e(s)) : (ėh(s)− ė(s)) dx ds dt.

(70)

Integrating by parts and using the fact that eh(0) = e0, we get∫ [t]h

0

∫
Ω
ah(s)A(eh(s)− e(s)) : (ėh(s)− ė(s)) dx ds

=

∫
Ω

1

2
ah([t]h)A(eh([t]h)− e([t]h)) : (eh([t]h)− e([t]h)) dx

− 1

2

∫ [t]h

0

∫
Ω
ȧh(s)A(eh(s)− e(s)) : (eh(s)− e(s)) dx ds. (71)

Since ∀t ∈ (0, Tf ] and a.e. in Ω, ȧh(., t) ≤ 0,

−
∫ Tf

0

∫ [t]h

0

∫
Ω
ȧh(s)A(eh(s)− e(s)) : (eh(s)− e(s)) dx ds dt > 0.

Since ah(t) > η for all t ∈ [0, Tf ], using the ellipticity hypothesis
Ae : e > αA|e|2, we deduce from (70), and (71) that

lim sup
h↘0

Ih >
1

2
ηα1 lim sup

h↘0

∫ Tf

0

∫
Ω
|eh([t]h)− e([t]h)|2 dx dt. (72)
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By definition we have eh([t]h) = e+
h (t). Since e ∈W 1,∞(0, Tf , L

2(Ω,M2×2
sym)),

we now estimate e(t) − e([t]h) in L2 using Cauchy-Schwarz inequality and
Fubini theorem:∫

Ω
|e([t]h)− e(t)|2 dx ≤

∫
Ω

∣∣∣∣∣
∫ [t]h

t
ė(s) ds

∣∣∣∣∣
2

dx

≤ h1/2

∫
Ω

∫ [t]h

t
|ė(s)|2 ds dx ≤ Ch1/2 ‖ ė ‖L∞(0,Tf ,L2) . (73)

We define for t ∈ (0, Tf ], eh(t) := e([t]h). From (73) we deduce that eh → e
strongly in L∞(0, Tf , L

2(Ω,M2×2
sym)). Since eh([t]h)−e([t]h) = e+

h (t)−e([t]h) =

e+
h (t)− e(t) + e(t)− e([t]h), we deduce from (54) and (72) that

0 > lim sup
h↘0

Ih >
ηα1

2
lim sup
h↘0

{∫ Tf

0
‖e+
h (t)− e(t)‖2L2 dt (74)

+ 2

∫ Tf

0

∫
Ω

(e+
h (t)− e(t)) : (e(t)− e([t]h)) dx dt+

∫ Tf

0
‖e([t]h)− e(t)‖2L2 dt

}
.

Since eh → e strongly in L∞(0, Tf , L
2(Ω,M2×2

sym)) and e+
h ⇀ e weakly* in

L∞(0, Tf , L
2(Ω,M2×2

sym)), it follows that∫ Tf

0

∫
Ω

(e+
h (t)− e(t)) : (e(t)− e([t]h)) dx dt→ 0, (75)

∫ Tf

0
‖e([t]h)− e(t)‖2L2 dt→ 0. (76)

We deduce from (74), (75), (76) that

0 > lim sup
h↘0

∫ Tf

0
‖e+
h (t)− e(t)‖2L2 dt > lim inf

h↘0

∫ Tf

0
‖e+
h (t)− e(t)‖2L2 dt > 0.

We conclude that

lim
h↘0

∫ Tf

0
‖e+
h (t)− e(t)‖2L2 dt = 0, (77)

and as a consequence of (35) we deduce

lim
h↘0

∫ Tf

0
‖eh(t)− e(t)‖2L2 dt = 0. (78)

�

We now derive the plastic flow rule and the minimality of v.
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2.6 Passage to the limit in the plastic flow rule

Corollary 2.12 For a.e. t ∈ [0, Tf ],

a(t)Ae(t) ∈ ∂H(ṗ(t)) a.e. inΩ. (79)

Proof : For all q ∈ L2([0, Tf ], L2(Ω,K)), we have that∫ Tf

0

∫
Ω

(a−h (t)Ae+
h (t)− q) : ṗh(t) dx dt > 0. (80)

We can rewrite ∫ Tf

0

∫
Ω

(a−h (t)Ae+
h (t)− q) : ṗh(t) dx dt

=

∫ Tf

0

∫
Ω

(a−h (t)− a(t))Ae+
h (t) : ṗh(t) dx dt

+

∫ Tf

0

∫
Ω
a(t)(Ae+

h (t)− e(t)) : ṗh(t) dx dt

+

∫ Tf

0

∫
Ω

(a(t)Ae(t)− q) : ṗh(t) dx dt

=: T1 + T2 + T3.

By Lebesgue dominated convergence theorem, Proposition 2.5 and Lemma 2.6,
T1 converges to zero. Thanks to Propostion 2.11, T2 converges to zero. Since
ṗh ⇀ ṗ weakly in L2(0, Tf , L

2), T3 →
∫ Tf

0

∫
Ω(a(t)Ae(t)− q) : ṗ(t) dx dt. We

obtain ∫ Tf

0

∫
Ω

(a(t)Ae(t)− q) : ṗ(t) dx dt > 0. (81)

Since a(t)Ae(t) ∈ K a.e. in Ω for all t ∈ [0, Tf ), inequality (81) gives that
for a.e. t ∈ [0, Tf ], ṗ(t) ∈ ∂1K(a(t)Ae(t)) = ∂H∗(a(t)Ae(t)) a.e. in Ω. And
we conclude by convex duality. �

2.7 Passage to the limit in the crack propagation condition

Corollary 2.13 For a.e. t ∈ [0, Tf ],

2ε

∫
Ω
∇v(t)∇(v(t)− ϕ) dx +

∫
Ω
v(t)Ae(t) : e(t)(v(t)− ϕ) dx (82)

+ (2ε)−1

∫
Ω

(v(t)− 1)(v(t)− ϕ) dx ≤ 0,

for any ϕ ∈ H1(Ω), ϕ ≤ v(t) and ϕ = 1 on ∂ΩD.
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Proof : For all t ∈ (0, Tf ] we rewrite (8) as

2ε

∫
Ω
∇v+

h (t)∇(v+
h (t)− ϕ) dx+

∫
Ω
v+
h (t)Ae+

h (t) : e+
h (t)(v+

h (t)− ϕ) dx

+ (2ε)−1

∫
Ω

(v+
h (t)− 1)(v+

h (t)− ϕ) dx ≤ 0, (83)

for any ϕ ∈ H1(Ω), ϕ ≤ v−h (t) and ϕ = 1 on ∂ΩD. Since v+
h (t) is minimal

among all ϕ ≤ v−h (t), it is minimal among ϕ ≤ v+
h (t). Integrating over

[0, Tf ], we obtain

2ε

∫ Tf

0

∫
Ω
∇v+

h (t)∇(v+
h (t)− ϕ) dx dt

+

∫ Tf

0

∫
Ω
v+
h (t)Ae+

h (t) : e+
h (t)(v+

h (t)− ϕ) dx dt

+ (2ε)−1

∫ Tf

0

∫
Ω

(v+
h (t)− 1)(v+

h (t)− ϕ) dx dt ≤ 0, (84)

for any ϕ ∈ H1(Ω), ϕ ≤ v+
h (t) and ϕ = 1 on ∂ΩD. Let α ∈ L2(0, Tf , H

1(Ω))
with α(., t) > 0 and α(., t) = 0 on ∂ΩD for all t ∈ [0, Tf ]. Testing (84) with
admissible test function ϕ = v+

h (t)− α(t) we obtain

2ε

∫ Tf

0

∫
Ω
∇v+

h (t)∇α(t) dx dt+

∫ Tf

0

∫
Ω
v+
h (t)Ae+

h (t) : e+
h (t)α(t) dx dt

+ (2ε)−1

∫ Tf

0

∫
Ω

(v+
h (t)− 1)α(t) dx dt ≤ 0, (85)

for any α ∈ L2(0, Tf , H
1(Ω)) with α(., t) > 0 and α(., t) = 0 on ∂ΩD

for all t ∈ [0, Tf ]. Since v+
h
∗
⇀ v in L∞(0, Tf , H

1), e+
h → e strongly in

L2(0, Tf , L
2(Ω,M2×2

sym)) and v+
h → v a.e. in Ω× (0, Tf ) we obtain

2ε

∫ Tf

0

∫
Ω
∇v(t)∇α(t) dx dt+

∫ Tf

0

∫
Ω
v(t)Ae(t) : e(t)α(t) dx dt

+ (2ε)−1

∫ Tf

0

∫
Ω

(v(t)− 1)α(t) dx dt ≤ 0, (86)

for any α ∈ L2(0, Tf , H
1(Ω)) with α(., t) > 0 and α(., t) = 0 on ∂ΩD for all

t ∈ [0, Tf ]. We set α(t) = v(t)−ϕ(t) with ϕ(., t) ≤ v(., t), ϕ ∈ L2(0, Tf , H
1(Ω))

and ϕ(., t) = 1 on ∂ΩD. �

3 Conclusion

In this paper, we proved an existence result for a visco-elasto-plastic model
with fracture. We studied an associated discrete time evolution model. We
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proved that as discretization time step converges to zero, the discrete time
evolution solutions converge to limit that is a solution of continuous time
visco-elasto-plastic model with fracture. In other words, the limit evolution
satisfies (H1)-(H7).
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