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Abstract

An adaptive semi-Lagrangian scheme for solving the Cauchy problem
associated to the periodic one-dimensional Vlasov-Poisson system is pro-
posed and analyzed. A key feature of our method is the accurate evolution
of the adaptive mesh from one time step to the next one, based on the
analysis of the local regularity and how it gets transported by the nu-
merical flow. The accuracy of the scheme is monitored by a prescribed
tolerance parameter ε which represents the local interpolation error at
each time step, in the L∞ metric. The numerical solutions are proved
to converge in L∞ towards the exact ones as ε and ∆t tend to zero pro-
vided the initial data is Lipschitz and has a finite total curvature, or in
other terms, that it belongs to W 1,∞

∩ W 2,1. The rate of convergence
is in O(∆t2 + ε/∆t), which should be compared to the results of Besse,
who recently established [6] similar rates for a uniform semi-Lagrangian
scheme, but requiring that the initial data are in C

2. Several numerical
tests illustrate the effectiveness of our approach for generating the optimal
adaptive discretizations.
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1 Introduction

The Vlasov-Poisson system

∂tf(t, x, v) + v · ∂xf(t, x, v) + E(t, x) · ∂vf(t, x, v) = 0, (1.1)

∂xE(t, x) =

∫

R

f(t, x, v) dv − 1 = ρ(t, x) (1.2)

describes the evolution of a collisionless plasma of charged particles (electrons
and ions, with normalized mass and charge constants), here in one dimension, in
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the case where the magnetic effects are neglected in the Lorentz force. The vari-
ables x and v denoting respectively the space position and the velocity, f(t, ·, ·) is
the electron probability distribution in phase space at time t. Here, it is assumed
that the background (positive) ions distribution fb satisfies

∫

R
fb(t, x, v)dv = 1,

so that −ρ may be seen as the total charge density in the Poisson equation (1.2)
that couples the self-consistent electric field −E with the electrons distribution
f . In the sequel, we shall follow many authors in dropping the minus signs and
refer to ρ and E as the charge density and the electric field.

The mathematical solutions to the Cauchy Problem given by (1.1), (1.2) and
the initial data

f(0, x, v) = f0 (1.3)

have been studied for many years: the global existence in time of weak solutions
to the multidimensional problem was first proved in 1973 by Arsen’ev [1], and
we refer the reader to the further results (on weak and smooth solutions) of Batt
[3], Horst [28, 29], Bardos and Degond [2], Schaeffer [36], Lions and Perthame
[31], and to the review book of Glassey [24]. Because we are considering the
one dimensional problem, and because our numerical scheme needs the initial
solution to be in W 2,1, and hence continuous, we can use an earlier result of
Iordanski [30] (later improved by and Cooper and Klimas [17]) who established
in the early 60s global existence and uniqueness for classical (continuous) solu-
tions in the one dimensional case.

Since the beginnings of numerical plasma simulation in the 60s, many tech-
niques have been investigated, among which the Lagrangian “particle in cell”
method (PIC) which consists of approximating the plasma by a finite number
of macro-particles. The trajectories of these particles are computed from the
characteristic curves t → (X(t; s, x, v), V (t; s, x, v)) of the Vlasov equation (1.1)
that are solutions of

∂tX(t) = V (t), ∂tV (t) = E(t, X(t)) (1.4)

with initial values X(s) = x and V (s) = v, whereas self-consistent fields are
computed by gathering the charge and current densities of the particles on a
mesh of phase space (see [9] for more details). For one dimensional simulations,
Eulerian methods like finite difference methods, finite element methods and con-
servative flux balance methods have also been investigated, we refer to [23] for a
fairly exhaustive review of the literature on numerical simulation of the Vlasov
equation. For higher dimensional simulations, the PIC method was preferred
to the grid based method due to their computational cost, in particular when
fine scales were required to simulate accurately the developement of filamenta-
tions that often occurs in the phase space. Unfortunately, this method produces
an inherent numerical noise that prevents from describing precisely the tail of
the distribution function f , and in the late 90s, the increase of computational
power allowed to handle two dimensional and even in some case three dimen-
sional problems with grid based methods. Among these, the semi-Lagrangian
scheme originally introduced by Cheng and Knorr [12] and reconsidered by
Sonnendrücker, Roche, Bertrand and Ghizzo [38] consists of computing at each
time step a finite element type solution on a given mesh of phase space by a
backward characteristic method. It can be regarded as an attempt to combine
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the advantages of both Eulerian and Lagrangian advection schemes in that it
avoids the often too restrictive CFL condition as well as the distortion of the
mesh that precisely occurs where the filamentation develops. More precisely,
the method takes advantage of the conservation of the exact solution f along
the characteristic curves (1.4) by defining a nonlinear evolution operator S∆t as

S∆tf(tn)(x, v) := f(tn, X̃(tn; tn+1, x, v), Ṽ (tn; tn+1, x, v)) # f(tn+1, x, v) (1.5)

where ∆t is a uniform time step and tn = n∆t. Here X̃ and Ṽ are an approx-
imation of X and V obtained by replacing in (1.4) the exact (unknown) field
E(X(t), t) by an approximated field computed from f(tn), which makes S∆t

nonlinear. This advection step is then coupled to the phase space discretization
by a finite element type interpolation operator P . In order to regain computa-
tional efficiency, some adaptive versions of this semi-Lagrangian method have
been recently developed in [37] and [7, 25], where the authors use moving phase-
space grids or interpolatory wavelets of Deslaurier and Dubuc. The principle
shared by these adaptive schemes is to use only the “necessary” grid points when
simulating plasma beams with small structures that move rapidly through the
phase space.

The use of adaptive multiresolution techniques for dealing with the numerical
treatment of transport PDE’s has already a substantial history, from adaptive
mesh refinement [4] to wavelet-like techniques [19, 15]. Certain schemes use
multiscale adaptivity to accelerate the computation of the numerical solution
which is still described on a uniform mesh [26, 27, 13, 33], while other schemes
are based on the description of the numerical solution on an adaptive mesh
[4, 5, 20, 21, 16, 35]. In these techniques, a key issue is to design the adaptive
discretization in such a way that

1. The error between the numerical solution and the exact solution is rigor-
ously controlled by a prescribed tolerance. We refer in particular to [16],
in which this goal is achieved in the context of finite volume schemes for
hyperbolic conservation laws.

2. The adaptive discretization for achieving this prescribed accuracy has op-
timal complexity. A possible benchmark to properly define and evaluate
this notion of optimality is provided by nonlinear approximation theory,
which describes the optimal trade-off between accuracy and complexity in
terms of specific Besov-Sobolev smoothness properties of the solution, see
in particular [19, 22, 15, 8].

In this paper, we propose a new adaptive semi-Lagrangian scheme, in which the
first above described objective is achieved. We also give theoretical heuristics
and numerical evidence that the adaptive grids generated by this scheme have
optimal complexity. In this scheme, the adaptive mesh is evolved together with
the solution but always remains into a particular class of hierarchical finite el-
ement triangulations. The notion of good adaptation of a mesh M to a given
function g is meant here in the sense that the interpolation error (I − PM )g is
smaller in the L∞ norm than a prescribed tolerance ε. But whereas the design
of M is well understood when g is known, predicting the mesh for a to-be-
computed solution is a more difficult task. In our algorithm this is executed
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in two steps: the first step uses the adaptive mesh at the previous time step
together with the numerical transport flow in order to design a new adaptive
mesh, and the second step slightly corrects this mesh by local refinement or
coarsening based on the a posteriori analysis of the numerical solution obtained
by the semi-Lagrangian approach on the intermediate mesh. This second step is
crucial in order to control the accuracy of the numerical scheme, which depends
on both the time step ∆t and the tolerance ε.

The starting point of our work was a first version of a multiresolution adap-
tive semi-Lagrangian scheme proposed by Sonnendrücker and Cohen, which
was implemented in 2003 at the Cemracs summer school in Luminy, see [11],
yet without any rigorous analysis. Regarding the error estimates, we mainly
drew our inspiration from the proof of convergence given by Besse in [6] for a
uniform version of the semi-Lagrangian scheme, but had to change the spirit of
it. We shall briefly explain why. The uniform scheme formally reads as

fn
u → fn+1

u = PhS∆tf
n
u ,

where Ph denotes the interpolation operator on the finite element space of uni-
form mesh size h, and Besse decomposes the numerical error into

f(tn+1)−fn+1
u = [f(tn+1)−S∆tf(tn)]+(I−Ph)S∆tf(tn)+Ph[S∆tf(tn)−S∆tf

n
u ].

Once given an estimate for the time discretization error ‖f(tn+1)−S∆tf(tn)‖L∞ ,
the key point is to make use of the C2 smoothness which is assumed for the
exact solution, in order to estimate the projection error ‖(I −Ph)S∆tf(tn)‖L∞ .
In contrast, denoting by Mn the mesh associated to the adaptive numerical
solution fn, the adaptive scheme formally reads as

fn → fn+1 = PMn+1S∆tf
n,

where the mesh Mn+1 has been obtained from Mn by the above mentionned
strategy. In order to incorporate this strategy in our analysis, we had to de-
compose the numerical error according to

f(tn+1)−fn+1 = [f(tn+1)−S∆tf(tn)]+(I−PMn+1)S∆tf
n+[S∆tf(tn)−S∆tf

n].

Unlike in the first decomposition, the interpolation error is now considered on
S∆tfn which is less smooth than S∆tf(tn). We are then left to study the reg-
ularity of the numerical solutions and for this purpose, we introduce a discrete
curvature measure | · |! that stands for a weak equivalent of the Sobolev W 2,1

semi-norm for continuous piecewise affine functions of R2. Our resulting error
estimates are then established under the sole assumption that the initial data
is in W 1,∞ ∩ W 2,1, while those of [6] assume C2 smoothness. Note that for
solutions with local singularities such as filamentations - for which adaptive dis-
cretizations are obviously needed - the C2 norm is much higher than the W 2,1

norm.

Our paper starts in §2 with a brief reminder of the main properties of the
exact solutions and of the time splitting scheme S∆t of Cheng and Knorr. A
new estimate is given for the corresponding time discretization error which only
involves the W 1,∞ smoothness. The strategy for generating the adaptive meshes
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is then described in §3 together with the numerical scheme, and the main con-
vergence result is stated, together with some remarks on the optimality of the
method. Several properties of the adaptive meshes are established in §4, which
are used in the proof of the convergence result given in §5. Several numerical
tests are given in §6 which illustrate the effectiveness of our approach.

2 The continuous problem and its time discretiza-

tion

Here is a more precise description of our problem. Following Besse in [6], we
consider that the plasma is 1-periodic in the x direction. In other words, (1.1)-
(1.3) hold for x ∈ [0, 1] with boundary conditions

f(t, 0, v) = f(t, 1, v) (2.6)

and
E(t, 0) = E(t, 1). (2.7)

According to the Poisson equation (1.2), the latter is equivalent to

∫

ρ(t, x) dx =

∫∫

f(t, x, v) dxdv − 1 = 0 (2.8)

(unless specified, the integrals in x and v are always taken respectively over [0, 1]
and all R), which means that the plasma is globally neutral, and also implies
that the global mass is conserved. Finally, we see that the electric field is defined
up to a constant, so that we cannot have a well-posed problem unless we add a
zero-mean electrostatic condition

∫

E(t, x) dx = 0. (2.9)

A classical way to read the Poisson equation (1.2) is to introduce the electrostatic
potential ϕ = ϕ(t, x) such that E(t, x) = −∂xϕ(t, x). Denoting by G = G(x, y)
the Green function associated to our problem, that is to say, for y ∈ [0, 1], the
solution of

∂2
xxG(·, y) = δ(· − y) on [0, 1]

with periodic boundary conditions G(0, y) = G(1, y), we obtain

E(t, x) =

∫

K(x, y)

(
∫

f(t, y, v) dv − 1

)

dy (2.10)

where

K(x, y) = −∂xG(x, y) =

{

y − 1 if 0 ≤ x < y
y if y ≤ x ≤ 1.

(2.11)

2.1 Existence of solutions

Let Ω = [0, 1] × R. In our context, theorem 5 of Cooper and Klimas [17] reads
as follows.
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Theorem 2.1. If f0 ∈ C(Ω) is positive, 1-periodic in x, compactly supported in
v, and satisfies

∫∫

f0(x, v) dxdv − 1 = 0,

then there exists a unique solution (f, E) of (1.1)-(1.3), (2.6)-(2.9) on [0, T ]. In
addition, this solution is constant along the characteristic curves (1.4) and it
satisfies both (2.10) and the Ampere law

∂tE(t, x) = −

∫

f(t, x, v)v dv + ̄ (2.12)

where the mean current density ̄ is a constant defined by

̄ =

∫∫

f(t, x, v)v dv dx =

∫∫

f0(x, v)v dv dx. (2.13)

2.2 Smoothness of the solutions

It is now well known that the solutions of the Vlasov-Poisson system satisfy
uniform smoothness estimates for large (but finite) times. As an example of
such result, the following lemma is found in [34].

Lemma 2.2. If f0 ∈ Wm,p(Ω) satisfies the hypothesis of theorem 2.1, the solu-
tion satisfies for any final time T :

f ∈ L∞
(

[0, T ]; Wm,p(Ω)
)

.

In order to establish an error estimate for the time discretization, we shall need
that the solution and the electric field have some regularity, and a sufficient
requirement is that f0 is Lipschitz - for the adaptive scheme to be well posed,
we will later ask f0 to be also in W 2,1. More precisely, we shall make use of
the following lemma (in the sequel, the capital letter C will denote a constant
which value may vary at each occurence, and which usually depends on some
final time T and on the initial solution f0):

Lemma 2.3. If f0 ∈ W 1,∞(Ω) satisfies the hypothesis of theorem 2.1, then for
any final time T < ∞, the solution has a bounded support in the v direction

Q(T ) := sup{|v| : ∃x, ∃t ∈ [0, T ], f(t, x, v) > 0} ≤ Q(0) + 2T (2.14)

and it satisfies
‖f‖L∞([0,T ];W 1,∞(Ω)) ≤ C(T )
‖∂tf‖L∞([0,T ];L∞(Ω)) ≤ C(T )
‖E‖L∞([0,T ];W 2,∞([0,1])) ≤ C(T )
‖∂tE‖L∞([0,T ];W 1,∞([0,1])) ≤ C(T )
‖∂2

ttE‖L∞([0,T ];L∞([0,1])) ≤ C(T ).

(2.15)

Proof. Because these smoothness estimates are very simple to obtain in the one
dimensional case, we recall how they follow from the Vlasov-Poisson system. To
begin with, we observe that

‖E‖L∞([0,T ];W 1,∞([0,1])) ≤ C(T ) (2.16)
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and
‖∂tE‖L∞([0,T ];L∞([0,1])) ≤ C(T ) (2.17)

are established as soon as f0 ∈ C(Ω) (and they in fact are proved in [17]).
Indeed, we see that the conservation of f along the characteristic curves (1.4)
yields

0 ≤ f ≤ ‖f0‖L∞(Ω) (2.18)

and

Q(T ) − Q(0) ≤ sup
(x,v)∈Ω

∫ T

0
|∂tV (t; 0, x, v)| dt ≤ T ‖E‖L∞([0,T ];L∞([0,1])). (2.19)

Using successively (2.10), (2.18) and (2.8), we have then

‖E(t)‖L∞([0,1]) ≤ ‖K‖L∞

(
∫∫

|f(t, x, v)| dxdv + 1

)

≤ 2, (2.20)

and (2.14) follows from (2.19) together with this last bound. We derive then
respectively from the Poisson (1.2) and the Ampere (2.12) equations

‖∂xE‖L∞([0,T ];L∞([0,1])) ≤ Q(T )‖f0‖L∞(Ω) + 1

and
‖∂tE‖L∞([0,T ];L∞([0,1])) ≤ Q(T )2‖f0‖L∞(Ω) + ̄,

which proves (2.16) and (2.17). Now if f0 ∈ W 1,∞(Ω), letting

{

(X, V )(s) = (X, V )(s; t, x, v)
(X ′, V ′)(s) = (X, V )(s; t, x′, v′)

and

{

ex(s) = |X(s) − X ′(s)|
ev(s) = |V (s) − V ′(s)|,

we have

|f(t, x, v) − f(t, x′, v′)| = |f0(X(0), V (0)) − f0(X
′(0), V ′(0))|

≤ |f0|W 1,∞(Ω)(ex + ev)(0).

Computing from (1.4) that |ėx(s)| ≤ ev(s) and

|ėv(s)| ≤ |E(s, X(s)) − E(s, X ′(s))| ≤ ‖∂xE‖L∞([0,T ];L∞([0,1]))ex(s)

we see that (2.16) together with a Gronwall argument yield

(ex + ev)(0) = (ex + ev)(t) −

∫ t

0
(ėx + ėv)(s) ds

≤ (ex + ev)(t) + (1 + C(T ))

∫ t

0
(ex + ev)(s) ds

≤ C(T )(ex + ev)(T )

≤ C(T ) (|x − x′| + |v − v′|) .

This shows that f(t) indeed has uniform Lipschitz smoothness on [0, T ], so that
‖f‖L∞([0,T ];W 1,∞(Ω)) is bounded, whereas

‖∂tf(t)‖L∞(Ω) ≤ Q(T )‖∂xf(t)‖L∞(Ω) + ‖E‖L∞([0,1])‖∂vf(t)‖L∞(Ω)

7



follows readily from the Vlasov equation (1.1). Turning to the electric field,
we first see by differentiating the Poisson equation (1.2) with respect to x and
t that ‖∂2

xxE‖L∞([0,T ];L∞([0,1])) and ‖∂2
txE(t)‖L∞([0,T ];L∞([0,1])) are respectively

bounded by Q(T )‖∂xf‖L∞([0,T ];L∞(Ω)) and Q(T )‖∂tf‖L∞([0,T ];L∞(Ω)), while the
bound on ‖∂2

ttE‖L∞([0,T ];L∞([0,1])) is obtained by differentiating the Ampere
equation (2.12) with respect to t.

2.3 Time discretization

Following [12], [38] and [6], we now describe a simple and accurate time splitting
advection scheme S∆t. We recall that ∆t is a uniform time step and write
tn = n∆t.

x and v transport operators. To any given advection field F : Ω → R2,
we associate a transport operator T : g → g ◦ F−1 defined for any continuous
function g. In particular, two one-directional advections are considered in the
time splitting scheme:

Fx : (x, v) → (x + v∆t/2, v) (2.21)

and
Fv(h) : (x, v) → (x, v +∆tẼ(h)(x)), (2.22)

where h and Ẽ(h) respectively denote an auxiliary density function and the
associated electric field

Ẽ(h)(x) =

∫

K(x, y)

(
∫

h(y, v) dv − 1

)

dy. (2.23)

We then let
Tx : g → g ◦ F−1

x , Tv(h) : g → g ◦ Fv(h)−1 (2.24)

be the linear transport operators associated to Fx and Fv(h) and finally denote
by Tv the nonlinear transport operator

Tv : g → Tv(g)g. (2.25)

The time splitting scheme S∆t approximates then f(tn+1) by

S∆tf(tn) := TxTvTxf(tn), (2.26)

which corresponds to (1.5) with

{

X̃(tn; tn+1, x, v) := x − v∆t +∆t2/2 Ẽ(Txf(tn))(x − v∆t/2)

Ṽ (tn; tn+1, x, v) := v −∆t Ẽ(Txf(tn))(x − v∆t/2).
(2.27)

The following lemma establishes that the associated global time discretization
error decays like ∆t2.

Lemma 2.4. If f0 is in W 1,∞(Ω), then

‖f(tn+1) − S∆tf(tn)‖L∞ ≤ C(T )∆t3.
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The proof is given in the appendix.

Remark 2.5. A similar result is shown in [6], with the stronger assumption
that f0 is in C2(Ω).

Remark 2.6. The choice of using this time splitting scheme is mostly motivated
by its simplicity (and its accuracy as well). It should be emphasized, hovewer,
that the adaptive space discretization scheme that we next describe can be
applied to other types of time discretizations. For example, one could consider
a unique transport operator of the form

T : g → g ◦ F(g)−1

which combines the advection in the x and v variables.

3 The numerical scheme

Our adaptive scheme basically consists of three Lagrange-Projection steps which
respectively follow the three advection steps of the time splitting. For each of
them, the mesh Mn

i on which the intermediate solution fn
i is known is first

“transported” into a new one Mn
i+1, in such a way that determining fn

i+1 :=
PMn

i+1
Tifn

i amounts to the computation of Tifn
i at the nodes of Mn

i+1. We shall
now specify the rules for designing these adaptive meshes.

3.1 Adaptive discretization

Our space discretization is based on hierarchical finite elements. Following the
rather classical idea of combining good adaption qualities and a very simple un-
derlying structure, we will consider a particular class of adaptive triangulations
that are associated to graded dyadic quadrangulations and which can also be
seen as a particular case of the so called “newest vertex bisection” method de-
scribed in [8] (we refer to [15] or [39] for more informations about hierarchical
bases).

Adaptive dyadic quadrangulations. Let us first denote by Q" the uniform
quadrangulation made of all dyadic, square cells of resolution level ' ∈ N

Q" :=
{

[j 2−", (j + 1)2−"] × [k 2−", (k + 1)2−"] : j, k ∈ Z
}

and by Q := ∪"Q" the set of all dyadic quadrangles. Here no level is supposed
to be lower than a prescribed '0 > 0, and we shall consider that Q" := ∅ for any
' < '0. We observe then that the cells are embedded, so that each Q" can be
seen as a refinement of the smaller set Q"−1, and we obtain a quadtree structure
by defining for any given α ∈ Q of level '(α) its children cells as

C(α) :=
{

β ∈ Q"(α)+1 : β ⊂ α
}

,

and its parent cell as β ∈ Q"(α)−1 such that α ⊂ β. We also define the ancestor
cells of α as

A(α) :=
{

β ∈
⋃

"<"(α)

Q" : β ⊃ α
}

.
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We will then call Λ ⊂ Q a consistent tree if it satisfies

Q"0 ⊂ Λ and
⋃

β∈A(α)

C(β) ⊂ Λ for any α ∈ Λ.

This second properties implies that no cell of Λ is partially refined, so that any
α ∈ Λ satisfies C(α) ∩ Λ = ∅ or C(α) ⊂ Λ. As a consequence, we observe that
the leaves of Λ, that is the set

L(Λ) := { α ∈ Λ : C(α) ∩ Λ = ∅ },

forms a partition of the phase space (except for the edges). We will say that
M ⊂ Q is an adaptive quadrangulation if there is a consistent tree Λ such that
M = L(Λ). In addition, M will be called graded if its local resolution has no
“jumps”, or in other words, if two neighboring cells α and β (sharing at least
one edge) satisfy |'(α) − '(β)| ≤ 1.

Remark 3.1. Imposing this graded condition is a reasonable requirement, since
for any adaptive quadrangulation M , there exists a graded refinement M ′ of M
that satisfies #(M ′) ≤ C#(M) with C an absolute constant (see lemma 2.4 in
[18] for a proof).

Conforming triangulations. To any graded adaptive quadrangulation M of
the above type, we shall now derive a conforming triangulation for the P1 inter-
polation be well defined. We recall that a triangulation is said to be conforming
if any edge of any triangle is either a subset of the boundary (when there is one),
or an edge of another triangle. To do this, we construct a first triangulation
M̃t by splitting each cell α ∈ M in two triangles, with the following rule: if α
is an upper left or a lower right child (of its parent cell), it is splitted into its
lower left and upper right halves, and the splitting is symetric in the other two
cases. For this rule be applied to the cells of the lowest level '0, we can always
consider a fictious lower level '0−1, so that each cell of level '0 has a parent cell
(nevertheless, the way they are splitted does not matter much for the sequel).
We can observe on figure 1 that the resulting M̃t is nonconforming: since M
is not uniform, it contains at least one cell α sharing an edge with two cells β
and λ such that '(β) = '(λ) = '(α) + 1. And if we denote by βt and λt the two
triangles resulting from the splitting of β and λ that share an edge with α, it is
readily seen that they are not conforming with the adjacent triangle resulting
from the splitting of α. But since M is graded, this is the only possible config-
uration where the triangles are nonconforming, and we see that a conforming
triangulation Mt is simply obtained by merging any such couple of triangles
(βt, λt).
To emphasize the simple structure of the original quadrangulation M compared
to the associated conforming triangulation Mt, such a couple is represented on
figure 2.

Piecewise affine interpolations. Because we are interested in L∞ error
estimates, it will be helpful that the projection operators cannot increase the
L∞ norm. We shall here consider P1 Lagrange interpolation which obviously
meets this requirement. Denoting by N(Mt) the vertices of Mt, and by

VM :=
{

g ∈ C0 : g|K ∈ Π1, ∀K ∈ Mt

}
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βt

λt

M M̃t Mt

β

λ

α

Figure 1: splitting of nonuniform cells and merging of nonconforming triangles.

M Mt

Figure 2: one graded quadrangulation and its associated conforming triangula-
tion.

the associated finite element space, we let then PM be the natural P1 interpo-
lation associated to the conforming triangulation Mt. We may recall that for
any continuous function g, PMg is the unique element of VM that satisfies

PMg = g on N(Mt).

Remark 3.2. It is possible to use higher order Pk Lagrange interpolation op-
erators P k

M associated to the same triangulation. They lead to similar adaptive
scheme which might exhibit better results in practice, but for which we do not
have a satisfactory error analysis.

3.2 Mesh operations

We now present the two mesh algorithms that appear in the adaptive scheme.
In the sequel, the word “mesh” will always refer to an adaptive quadrangulation,
graded if nothing else is mentionned. We begin by introducing two functionals
that play a paramount role in the design of the meshes.

Discrete curvatures. In order to guarantee small interpolation errors, we
will need to control the amount of curvature of the numerical solutions. For
this purpose, we associate to any mesh M and any function g the quantity

µ(g, M) := sup
α∈M

curv(g, α) (3.28)

11



where curv(g, α) is a quantity which is equal to |g|W 2,1(α) for g ∈ W 2,1. This
quantity will be precisely defined in (4.55) and its definition will be extended
to functions g which are not in W 2,1 but are continuous and piecewise affine
on some arbitrary triangulation. The discrete curvature controls the error of
P1 interpolation in the following sense: there exists a uniform constant C such
that for all α ∈ M and for K a triangle of Mt contained in α, we have

‖g − PMg‖L∞(K) ≤ Ccurv(g, α). (3.29)

We postpone to §4.2 the proof of this estimate.

Weighted Lipschitz semi-norm. In parallel with the local curvatures, we
will need to control a second quantity, namely

π(g, M) := sup
α∈M

2−2"(α)|g|W 1,∞(α). (3.30)

We now describe the main mesh algorithms.

Mesh adaptation. Given a function g for which µ and π are finite (such as
a function of W 2,1 ∩ W 1,∞, or a piecewise affine functions) and a prescribed
tolerance ε > 0, we are interested in constructing a mesh Aε(g), the smallest as
possible, such that

µ(g, Aε(g)) + ∆t π(g, Aε(g)) ≤ ε. (3.31)

Since this is achieved by asking that

ν(g, α) := curv(g, α) + ∆t 2−2"(α)|g|W 1,∞(α) ≤ ε/2 (3.32)

holds for any α ∈ Aε(g), a natural solution consists of performing adaptive
splitting: starting from the root quadrangulation Q"0 , any cell α for which
(3.32) does not hold is refined into its four children cells, and this is performed
recursively, so that the resulting Ãε is the smallest (non graded) mesh satisfying
(3.31) (for sake of simplicity, we choose not to impose a maximal level L for the
cells). We let then Aε(g) be the smallest graded refinement of Ãε.
Since Aε(g) and M do not differ very much in practice, a more efficient algorithm
(yielding the same mesh) consists of applying the above refinement process not
on Q"0 but rather on an intermediate mesh M̃ constructed by derefining M
in the following way: starting from the maximum level '(M) of M , we set
Λa
"(M) := M and for any ' ≤ '(M), let

Λa
"−1 := Λa

" \ { α ∈ C(β) : '(α) = ', C(β) ⊂ L(Λa
" ) and ν(g, β) ≤ ε/2 }

up to M̃ := Λa
"0

. This algorithm clearly guarantees (3.31) and should allows us
to control the cardinality of the resulting meshes (see paragraph 3.5 and §6).

Mesh transport. Given an advection field F , we now give a strategy for
“transporting” any mesh M into a new one, denoted T(M,F), on which it will
be easy to control the error resulting from the interpolation of g ◦ F−1, as soon
as g is known (for a precise statement of this important property, we refer to
corollary 4.4 and lemma 4.13). Strictly speaking, T(·,F) is not a transport

12



operator, since the new meshes always belong to the class of graded dyadic
quadrangulations, but it looks like a transport operator. The method indeed
consists of looking backwards at the local resolution of M : for any cell α ∈ Q,
we let its backward level in M be the integer

'∗(M,F , α) := max{'(β) : β ∈ M, F−1(cα) ∈ β̄} ≤ '(M), (3.33)

where cα = (xα, vα) is the center of α. Here β̄ denotes the closure of the cell β.
Setting then Λt

"0
:= Q"0 , we proceed as for Aε by iterative splitting and obtain

Λt
"+1 by refining in Λt

" each cell whose backward level is larger than its own
level. In other terms, we let

Λt
"+1 := Λt

" ∪ { β ∈ C(α) : α ∈ Λt
", '

∗(M,F , α) > '(α) }.

This is done up to the highest level '(M) of M , and we finally let T(M,F) be
the smallest graded refinement of the non graded T̃(M,F) := L(Λt

"(M)). An

interesting property (stated in lemma 4.12) is that for the advection fields used
in our scheme, the cardinality of the resulting mesh T(M,F) is of the same
order as that of M .

3.3 Description of the adaptive scheme

We are now able to write the precise form of the numerical scheme (up to some
definitions that are stated below). Since every intermediate numerical solution
fn

i belongs to some finite element space VMn
i
, the reader should be aware that

a complete numerical solution is a pair of the form (Mn, fn), and the adaptive
numerical scheme is represented by a mapping

S∆t,ε : (Mn, fn) → (Mn+1, fn+1).

For the sake of simplicity we shall write in the sequel fn+1 = S∆t,εfn, keeping
in mind that the scheme actually operates on the couple (Mn, fn).

The initialization step. Using the adaption algorithm Aε, which can be
viewed as a compression algorithm, we define the first solution pair (M0, f0) as

M0 := Aε(f0) and f0 := PM0f0. (3.34)

We shall denote for the sequel S0
ε : g → PAε(g)g.

The four steps adaptive scheme. For any time step n ≥ 1, we let then

Mn
1 := T(Mn,Fx) and fn

1 := PMn
1
Txfn (3.35a)

Mn
2 := T(Mn

1 ,Fn
v ) and fn

2 := PMn
2
Tn+1T

n
v fn

1 (3.35b)

Mn
3 := Aε(f

n
2 ) and fn

3 := PMn
3
fn
2 (3.35c)

Mn+1 := T(Mn
3 ,Fx) and fn+1 := PMn+1Txfn

3 (3.35d)

where Fx and Tx are defined in section 2.3, Fn
v is an approximation of the

advection field Fv(fn
1 ) of (2.22) which is defined below, T n

v is the associated
transport operator, and Tn+1 is a soft truncation in the v-direction which is
also defined below.

Summing up, we have

fn+1 = S∆t,εf
n = PMn+1TxPMn

3
PMn

2
Tn+1T

n
v PMn

1
Txfn = (S∆t,ε)

n+1
S

0
εf0.

13



The numerical electric field En and the advection field Fn
v . Rather

than strictly following the time splitting scheme (2.26), which would amount
in the application of Tx, Tv(fn

1 ) and again Tx, we slightly modify Fv(fn
1 ) into

Fn
v , and apply T n

v : g → g ◦ (Fn
v )−1 instead of Tv(fn

1 ). This is due to two
different reasons: the first one is that the forthcoming error analysis is based on
estimations of local curvature measures that are established for piecewise affine
functions, and Ẽ(g) being not piecewise affine (even if g is), the associated
transport operator Tv(g) does not preserve the piecewise affine structure. The
second reason lies in the lack of conservativity of the scheme, which derives
from the lack of conservativity of the P1 interpolations. Since

∫∫

fn
1 may differ

from
∫∫

f0, the condition (2.8) has no reason to be fulfilled by fn
1 , which makes

Ẽ(fn
1 ) nonperiodic, as well as Fv(fn

1 ). As a consequence, we first correct Ẽ(fn
1 )

into the Lipschitz 1-periodic electric field Ẽn by setting

Ẽn(x) = Ẽ(fn
1 )({x}) + {x}[Ẽ(fn

1 )(0) − Ẽ(fn
1 )(1)] (3.36)

where {x} is the fractional part of x, and then let En be the piecewise affine
interpolation of Ẽn on

Γn := Nx(Mn
1 ), (3.37)

where the set
Nx(M) :=

⋃

α∈M

∂(αx) (3.38)

is nothing but the projection on the x axis of the nodes of a given mesh M . The
advection field Fn

v is then defined by

Fn
v : (x, v) → (x, v +∆tEn(x)),

which should be seen as a correction of Fv(fn
1 ) : (x, v) → (x, v +∆tẼ(fn

1 )(x)).

Remark 3.3. Applying T n
v (or Fn

v ) amounts to computing {Ẽn(xi)}xi∈Γn .
According to (3.36), (2.23) and writing ρn

1 =
∫

fn
1 dv − 1, this is equivalent to

determining the values

Ẽ(fn
1 )(xi) =

∫ 1

0
K(xi, y)ρn

1 (y) dy =

∫ 1

0
yρn

1 (y) dy −

∫ 1

xi

ρn
1 (y) dy, (3.39)

where the second equality comes from (2.11). Now because any vertex of any
affine piece of fn

1 is of the form (xi, v) with xi ∈ Γn, a little algebra shows that ρn
1

is quadratic between two nodes of Γn. Moreover, we see that its computational
cost is on the order of #(Mn

1 ), and since #(Γn) ≤ #(Mn
1 ), it follows from (3.39)

that applying T n
v achieves a computational cost of order #(Mn

1 ).

Remark 3.4. In fact, we will need in the sequel (see lemma 4.13) that the
“intermediate” field Ẽn is in W 2,∞. Rather surprinsingly, this is also ensured
by (3.36). As a matter of fact, we have

(Ẽn)′(0+)−(Ẽn)′(0−) = Ẽ(fn
1 )′(0+)−Ẽ(fn

1 )′(0−) =

∫ 1

0
fn
1 (0, v)−fn

1 (1, v) dv = 0

since fn
1 is, by construction, 1-periodic in x.
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Soft truncation in v. We end this section by discussing the issue of control-
ling the support of the numerical solutions in the v direction, that is quantity

Σv(fn) := sup{|v| : ∃x, fn(x, v) > 0}. (3.40)

In section 2.2, the quantity Q(t) was defined to bound the support of the exact
solutions, and it has been shown that Q(tn) ≤ Q(0)+2tn. But turning to fn, we
observe that Σv(fn) can grow by a coarse mesh step 2−"0 at each interpolation
step, so that there is no reason for Σv(fn) to be bounded independently of the
time step ∆t. Nevertheless, an priori bound is required in order to estimate the
numerical electric field En (apart from the fact that it also provides a maximal
size of the computational mesh) as it will appear below. To remedy this problem,
we let Qn := Q(0) + 2n∆t and then

Q̂n := 2−"0(22"0Qn3 + 1) ≥ Qn + 2−"0 (3.41)

be the lowest multiple of 2−"0 larger than Qn + 2−"0 . In particular, it satisfies
Q̂n ≤ Qn + 2 · 2−"0 (the reasons for choosing such a Q̂n will appear later on,
see in particular the remarks below). The soft truncation operator Tn is then
defined as

Tng(x, v) =















0 if |v| > Q̂n + 2−"0

g(x,−Q̂n)(Q̂n + 2−"0 + v)2"0 if − Q̂n − 2−"0 ≤ v < −Q̂n

g(x, v) if − Q̂n ≤ v ≤ Q̂n

g(x, Q̂n)(Q̂n + 2−"0 − v)2"0 if Q̂n < v ≤ Q̂n + 2−"0

(3.42)
Using this operator, we shall establish in §5 that any numerical solution has its
support bounded by

Σ̃v := Q(0) + 2T + 7 · 2−"0 ≤ Σv(f0) + 2T + 7. (3.43)

Remark 3.5. Since Qn ≥ Q(tn), it is readily seen that f(tn) vanishes outside
Ωn := R × [−Qn, Qn] and outside Ω̂n := R × [−Q̂n, Q̂n] as well, since Ωn ⊂ Ω̂n

follows from (3.41).

Remark 3.6. Q̂n being a multiple of 2−"0 implies that any dyadic quadrangular
cell (of any mesh M) is either in Ω̂n or in (Ω̂n)c. This also holds for the triangles
of Mt, and therefore any continuous g satisfies the localized maximum principles

‖PMg‖L∞(Ω̂n) ≤ ‖g‖L∞(Ω̂n) and ‖PMg‖L∞((Ω̂n)c) ≤ ‖g‖L∞((Ω̂n)c). (3.44)

Moreover, we have for any n, M and g

(PMg)|Ω̂n
= PM (g|Ω̂n

), (Txg)|Ω̂n
= Tx(g|Ω̂n

) and (Tng)|Ω̂n
= g|Ω̂n

. (3.45)

3.4 Main Theorem

Here is our a priori global error estimate between the adaptive solutions and
the exact ones.

Theorem 3.7. If the initial data f0 ∈ W 1,∞(Ω)∩W 2,1(Ω) meets the hypothesis
of theorem 2.1, then for any final time T = N∆t there is a constant C =
C(T, f0) for which the adaptive numerical solution fN := (S∆t,ε)NS0

εf0 satisfies

‖f(T )− fN‖L∞ ≤ C (∆t2 + ε/∆t) (3.46)
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provided ε and ∆t verify

ε1/2 ≤ ∆t ≤ [8(Σ̃v‖f0‖L∞ + 1)]−1, (3.47)

with Σ̃v defined in (3.43).

Remark 3.8. The above condition ε ≤ ∆t2 can be replaced by ε ≤ C∆t2 for
some constant C. In addition, we observe that balancing (3.46) gives ε = ∆t3

and
‖f(T )− fN‖L∞ ≤ C(T )∆t2 = C(T ) ε2/3.

As mentionned in the introduction, the proof of theorem 3.7 is based on
decomposing the numerical error into

f(tn+1) −fn+1 = [f(tn+1) − S∆tf(tn)] + (S∆t − S∆t,ε)f
n + [S∆tf(tn) − S∆tf

n]

Apart from the first term which is the time discretization error estimated in
lemma 2.4, and the third term which must be treated carefully since S∆t is
a nonlinear transport operator, we see that the error analysis relies on the
study of the error term ‖(S∆t − S∆t,ε)fn‖L∞ . This term can be seen as a
space discretization error that decomposes into the four interpolation errors
corresponding to the four steps of the scheme, namely ‖(I − PMn

1
)Txfn‖L∞ ,

‖(I − PMn
2
)T n

v fn
1 ‖L∞ , ‖(I − PMn

3
)fn

2 ‖L∞ and ‖(I − PMn+1)T n
v fn

3 ‖L∞ . Section
4 is devoted to finding a priori estimates for these interpolation errors.

3.5 Towards a complexity result

As a matter of fact, the above theorem is not completely satisfactory since it does
not provide any estimate of the computational cost of the scheme, and therefore
fails in proving a real gain of efficiency of the adaptive method compared to the
uniform one. In both cases, the complexity is shown to be of the same order
than the cardinality of the computational meshes. More precisely, denoting by N

the maximal cardinality of all the meshes used in the scheme, the complexity of
one time step is of order N in the uniform case, and according to the description
of the mesh operations Aε, T, and the remark 3.3 about the computational cost
of En, it is of order N logN in the adaptive one. The natural question is thus:
does the adaptive scheme offers a better trade-off between N and the L∞ error ?
In [6], Besse shows that the L∞ error eu induced by the uniform scheme decays
like h4/3 = ∆t2, h being the uniform space step. In this case N ∼ h−2 and we
therefore obtain

eu ≤ C N
−2/3. (3.48)

According to remark 3.8, we see that the L∞ error ea induced by our adaptive
scheme decays like ε2/3 = ∆t2, and we are left to understand the correlation
between the parameter ε and the maximum cardinality N of the adaptive meshes.
This correlation can be heuristically described as follows: ideally, the adaptive
splitting strategy Aε(g) aims at building a mesh such that the total curvature
on each triangle K of the adaptive triangulation is exactly of the order ε in
order to control the interpolation error in the L∞ norm. We indeed look for the
smallest possible mesh such that

‖g − PMg‖L∞(K) ≤ C|g|W 2,1(K) ≤ Cε, (3.49)
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according to (3.29) (in this heuristic argument, we have neglected the influence
of the term ∆t π(g, Aε(g)) on the complexity of the adaptive mesh). Let us
therefore assume for a while that the total curvature |g|W 2,1(K) is not only
bounded by above by ε, but also by below, say by cε with c a fixed constant. It
would then readily follow that

N ≤ C|g|W 2,1(Ω)ε
−1. (3.50)

Therefore, provided that we can prove that the W 2,1 norm (or rather its weak
version defined further by (4.54)) of the numerical solution remains bounded,
we would obtain an error estimate of the type

ea ≤ C N
−2/3. (3.51)

Note that this is not identical to (3.48), since it is achieved for solutions which
are only in W 2,1(Ω) instead of C2(Ω). It thus reveals that the adaptive scheme
might perform substantially better than the uniform scheme when the exact
solution is not C2 or has very large C2 norm.
At the present stage, we do not know how to rigourously establish (3.51) which
may actually not hold without some slight additional assumptions. For ex-
ample, it is proved in the survey article of DeVore [22] that similar adaptive
splitting strategies have the optimal convergence rate provided that the second
derivatives are not only bounded in L1 but also in L logL. Nevertheless, this
raises the issue of estimating the growth of the total curvature |fn|!(Ω) of the
numerical solution. A partial result obtained in [10] constructs for any given
triangulation T a total curvature measure | · |T ,!(Ω) that is diminished by the
P1 interpolation associated to any uniform refinement of T .

4 Some properties of the adaptive discretization

Not surprisingly, our analysis of the discretization is driven by interpolation
error estimates of the form

‖(I − PM )g‖L∞ ≤ C|g|X,M (4.52)

where the semi-norm | · |X,M makes use of the local curvatures of the function
g. If g ∈ W 2,1, for instance, it is shown below that inequality (4.52) holds with

|g|X,M = sup
K∈Mt

|g|W 2,1(K). (4.53)

In the following, we denote by V the space of all continuous functions which are
piecewise affine on an arbitrary conforming triangulation.

4.1 Smoothness of piecewise affine functions

In the context of P1 approximations, we would like to apply inequality (4.52) to
the functions of V , but this cannot be achieved with (4.53). Indeed, the second
derivatives of any such g are Dirac distributions supported on the edges of the
associated triangulation, and hence are not in L1. Nevertheless, we see that on
any bounded open domain ω they have a finite total mass

∫

ω
|∂2

yzg| = sup
ϕ ∈ C∞

c (ω)
‖ϕ‖L∞ ≤ 1

∣

∣

∣

∣

∫

ω
∂yg ∂zϕ

∣

∣

∣

∣
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(y and z denoting either x or v). We can therefore relax the W 2,1 semi-norm
into

|g|W∗(ω) :=

∫

ω
|∂2

xxg| + |∂2
xvg| + |∂2

vvg|, (4.54)

and consider the space W ∗ of any g such that |g|W∗ := |g|W∗(Ω) is finite. Since
µg := |∂2

xxg| + |∂2
xvg| + |∂2

vvg| is a Borel measure, we extend the definition
of |g|W∗(ω) to any measurable set ω as µg(ω). In the following we shall only
consider the situation where ω is a closed curve or polygonal, in which case
µg(ω) possibly includes non-zero contributions from the edges of ω.

Definition of discrete curvatures. The new space W ∗ (that can be seen as
the functions of bounded total curvature, in analogy to the functions of bounded
total variation) now contains V and we can define the functional curv(·, α)
involved in (3.28) by

curv(g, α) := |g|W∗(α). (4.55)

In order to simplify the forthcoming analysis of the discretization errors, we
shall introduce another semi-norm for the piecewise affine functions: denoting
by E(g) the edges of any g ∈ V , we let the discrete curvature of g on any closed
polygonal domain (or curve) ω be defined by

|g|!(ω) :=
∑

γ∈E(g)

|γ ∩ ω| ‖[Dg]γ‖, (4.56)

where | · | is the one-dimensional Hausdorff measure, [Dg]γ is the (constant)
jump of the gradient vector (∂xg, ∂vg) on the edge γ and ‖ · ‖ denotes the '2

norm in R2. Denoting by n = (nx,nv) the normal unit vector to γ (up to its
sign), we can observe that the continuity of g yields

[∂xg]γ nv = [∂vg]γ nx (4.57)

and hence
[Dg]γ = [∂ng]γ n = [∂xg nx + ∂vg nv]γ n. (4.58)

The equivalence between (4.54) and (4.56) is established by the following lemma.

Lemma 4.1. For any closed polygonal domain ω and any g ∈ V , we have

|g|!(ω) ≤ |g|W∗(ω) ≤ 3/2 |g|!(ω). (4.59)

Proof. We shall consider a particular closed polygonal ω that only contains one
edge γ of E(g); the general case follows easily. After a little algebra, we find in
this case that µg|ω =

(
∣

∣[∂xg]γ nx

∣

∣ +
∣

∣[∂xg]γ nv

∣

∣ +
∣

∣[∂vg]γ nv

∣

∣

)

δγ , hence

|g|W∗(ω) = |γ|
∣

∣[∂xg]γ nx

∣

∣ +
∣

∣[∂xg]γ nv

∣

∣ +
∣

∣[∂vg]γ nv

∣

∣. (4.60)

On the other hand, we see that (4.58) gives |g|!(ω) = |γ|
∣

∣[∂xg]γ nx + [∂vg]γ nv

∣

∣,
so that the left inequality in (4.59) is obvious. Assuming then nx 5= 0 (which is
always possible, up to a swap between x and v), we infer from (4.57) that

|γ|−1|g|W∗(ω) =
∣

∣[∂xg]γ
∣

∣

(

|nx| + |nv| + n2
v|nx|

−1
)

=
∣

∣[∂xg]γ
∣

∣|nx|
−1(1 + |nxnv|)

≤ 3/2
∣

∣[∂xg]γ
∣

∣|nx|
−1 = 3/2

∣

∣[∂xg]γ
∣

∣

∣

∣nx + n2
vn

−1
x

∣

∣ = 3/2|γ|−1|g|!(ω)

where we have used that |nxnv| ≤ 1/2 and again (4.57) in the last equality.
This establishes the right inequality of (4.59) and completes the proof.
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γ2

a b c a b

c

Figure 3: two type of edges for computing discrete curvatures.

Remark 4.2. When g belongs to some P1 finite element space VM ′ , the quantity
curv(g, α) is very straightforward to compute. As a matter of fact, we first verify
that up to some local refinements, there are only two types of edges in the cell
α where µg is non-zero, namely γ1 and γ2 represented on figure 3, According to
(4.60), we have then

|g|W∗(γ) = µg(γ) =

{

|g(a) − 2g(b) + g(c)| if γ = γ1

3|g(a) − g(b) + g(c) − g(d)| if γ = γ2

and curv(g, α) amounts to the sum of these curvatures.

4.2 Properties of the interpolation operators

We first recall a classical approximation result.

Lemma 4.3 (local interpolation error). For any open triangle K and any
g ∈ W ∗, the local affine interpolation PK satisfies

‖g − PKg‖L∞(K) ≤ C|g|W∗(K) (4.61)

where the constant C depends on the shape of K, but not on its size.

Proof. This estimate is a classical finite element result. Its proof relies on two
main steps: the first one is the continuous embedding

‖g‖L∞(K) ≤ C‖g‖W 2,1(K), (4.62)

and the second one is the equivalence between ‖g−PKg‖W 2,1(K) and |g|W 2,1(K)

(see for instance [32] or [14]). This proves (4.61) with the W 2,1 semi-norm, now
introducing the mollifier ρη = η−2

{(x,v):|x|+|v|≤η} and letting η tend to zero in
gη = g ∗ ρη ∈ W 2,1 shows that (4.61) also holds. Finally, one easily check the
invariance of C by the isotropic scaling Kλ = λK using the change of variable
gλ(x, v) = g(x/λ, v/λ).

According to this estimate, it is readily seen that inequality (4.52) indeed holds
with (4.53), now because any triangle in Mt overlaps at most two quadrangles
in M , we see that (4.52) also holds when |g|X,M is the quantity µ(M, g) given
by (3.28). Let us write this as a corollary.

Corollary 4.4 (adaptive interpolation error). For any graded mesh M and
any g ∈ W ∗, the piecewise affine interpolation PM satisfies

‖g − PMg‖L∞ ≤ Cµ(M, g) (4.63)

where C is an absolute constant.
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Remark 4.5. Using this simple estimate, we see that the initial numerical
solution f0 given by (3.34) satisfies ‖f0 − f0‖L∞ ≤ Cε for any f0 ∈ W ∗.

We will also need that the interpolation operators do not increase the W 1,∞

semi-norm, with the following convention:

|g|W 1,∞ := ‖∂xg‖L∞ + ‖∂vg‖L∞.

We shall underline that this is not an obvious property, for it is not satisfied
with any adaptive triangulation.

Lemma 4.6 (Lipschitz diminishing). For any mesh M and any g ∈ W 1,∞,
the interpolation operator PM satisfies

|PMg|W 1,∞ ≤ |g|W 1,∞ . (4.64)

Proof. Let K be a triangle of Mt: either it comes from a simple quadrangle
splitting, or it has been obtained by merging two nonconforming triangles K1

and K2 of M̃t. In the first case, K has two edges parallel with the x and
the v axis, and it is readily seen that ‖∂xPMg‖L∞(K) and ‖∂vPMg‖L∞(K) are
respectively bounded by ‖∂xg‖L∞(K) and ‖∂vg‖L∞(K), so that

|PMg|W 1,∞(K) ≤ |g|W 1,∞(K) (4.65)

is obvious. In the second case, we let g̃ := P{K1,K2}g be the interpolation of g

on the conforming subset {K1, K2} of M̃t. If the edge between K1 and K2 is
parallel to the x axis, we have ∂xg̃|K1

= ∂xg̃|K2
.

∂xPMg|K =
(

2∂xg̃|K1
− ∂vg̃|K1

+ ∂v g̃|K2

)

/2

∂vPMg|K =
(

∂v g̃|K1
+ ∂vg̃|K2

)

/2.

Since ∂xPMg and ∂vPMg are constant on K, this yields

|PMg|W 1,∞(K) = ‖∂xPMg‖L∞(K) + ‖∂vPMg‖L∞(K)

≤ max(|∂xPMg|K + ∂vPMg|K |, |∂xPMg|K − ∂vPMg|K |)

≤ ‖∂xg̃‖L∞(K) + ‖∂vg̃‖L∞(K) = |g̃|W 1,∞(K)

and a symmetric argument shows that this inequality also holds in the case
when the edge between K1 and K2 is parallel to the v axis. Using then (4.65),
we have in any case

|PMg|W 1,∞(K) ≤ |g̃|W 1,∞(K) = max
i=1,2

|g̃|W 1,∞(Ki) ≤ max
i=1,2

|g|W 1,∞(Ki) = |g|W 1,∞(K)

which completes the proof.

We finally state the following lemma, which proof does not raise any particular
difficulty.

Lemma 4.7 (µ- and π-stability). For any mesh M and any g ∈ V , the
interpolation operator PM satisfies

µ(PMg, M) ≤ Cµ(g, M) (4.66)

and
π(PMg, M) ≤ Cπ(g, M) (4.67)

for some absolute constants C.
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4.3 Smoothness of the transported densities

We shall now give some estimates concerning the smoothness of the densities
transported by Tx and T n

v (we recall that the latter is defined in section 3.3 and
calls for both interpolation grid Γn and intermediate field Ẽn). The main result
is:

Lemma 4.8. If g is piecewise affine, then Txg and T n
v g also are. In addition,

we have on any cell α

|Txg|W 1,∞(α) ≤ (1 + ∆t/2) |g|W 1,∞(F−1
x (α)) (4.68)

|T n
v g|W 1,∞(α) ≤ (1 + ∆t|Ẽn|W 1,∞) |g|W 1,∞((Fn

v )−1(α)) (4.69)

|Txg|!(α) ≤ (1 + ∆t/2)2 |g|!(F−1
x (α)). (4.70)

If, in addition, α belongs to some graded mesh M verifying

Nx(M) ⊂ Γn, (4.71)

the transported density T n
v g satisfies

|T n
v g|!(α) ≤ (1 + ∆t|Ẽn|W 1,∞)2|g|!((Fn

v )−1(α))

+ 5 · 2−2"(α)∆t|Ẽn|W 2,∞‖∂vg‖L∞((Fn
v )−1(α)).

(4.72)

xi+1xi x

v

K
K ′

Ki

γ3

γ1

γ2

F(K)
F(K ′)

Figure 4: piecewise affine advection.

Proof. In order to study both Tx and T n
v at the same time, we shall consider,

for a given interpolation grid Γ ⊂ R and a function G̃ ∈ W 2,∞(R), the generic
transport operator

T = T (Γ, G̃) : g → g ◦ F−1 (4.73)

associated to the advection field

F = F(Γ, G̃) : (x, v) → (x, v + G(x)), (4.74)

where G is the affine interpolation of G̃ on Γ. Within this context, T n
v is obtained

by setting G̃(x) = ∆tẼn(x) and Γ = Γn, while Tx is obtained by swapping x
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and v, and setting G(x) = G̃(x) = x∆t/2 for any grid Γ. For sake of simplicity,
we shall consider that g is in some VM ′ , with M ′ a graded mesh (this is in fact
the only case we are interested in, but the above estimates hold for any g ∈ V ).
Denoting then by xi the points of Γ, we can split each triangle K ∈ M ′

t (where
g is affine) into pieces of the form Ki = K∩ ]xi, xi+1[×R. It is then readily seen
that T g is continuous and affine on each F(Ki). Let us divide the associated
edges into three types: those (like γ1 in figure 4) which come from a vertical
edge of some K ∈ M ′

t, those (like γ2) which come from a non-vertical edge of
some Ki, and those (like γ3) which come from a vertical edge of some Ki but
are not of the first type. On each affine piece of T g, we have

D(T g)(x, v) = (∂xg − G′(x)∂vg, ∂vg) (F−1(x, v)) (4.75)

so that on any bounded α, we have

|T g|W 1,∞(α) ≤ (1 + ‖G′‖L∞) |g|W 1,∞(F−1(α))

which proves (4.68) and (4.69). Let now γ be an edge associated to T g such
that γ ∩ α 5= ∅. If it is a second type edge, we see that the only jump in (4.75)
comes from D(g), so that

‖[D(T g)]γ‖ ≤ (1 + ‖G′‖L∞) ‖[D(g)]F−1(γ)‖, (4.76)

and a little geometry also shows that |γ| ≤ (1 + ‖G′‖L∞) |F−1(γ)|. If γ is a
third type edge, the jump in (4.75) now comes from G′, so that

‖[D(T g)]γ‖ ≤ ‖∂vg‖L∞(F−1(α))

∣

∣[G′]xi

∣

∣, (4.77)

where xi is such that γ ⊂ {xi} × R, and if finally γ is a first type edge, both
D(g) and G′ have a jump in (4.75), so that

‖[D(T g)]γ‖ ≤ (1 + ‖G′‖L∞)‖[D(g)]F−1(γ)‖ + ‖∂vg‖L∞(F−1(α))

∣

∣[G′]xi

∣

∣, (4.78)

where xi is like above. In these two last cases, we clearly have

|γ| = |F−1(γ)| ≤ (1 + ‖G′‖L∞) |F−1(γ)|.

We then denote respectively by αx and αv the intervals which are the projections
of α on the x and the v-axis: the three different cases gather into

|T g|!(α) =
∑

γ

|γ ∩ α| ‖[D(T g)]γ‖

≤ (1 + ‖G′‖L∞)2
∑

λ

|λ ∩ F−1(α)| ‖[D(g)]λ‖

+ |αv| ‖∂vg‖L∞(F−1(α))

∑

xi∈αx

∣

∣[G′]xi

∣

∣,

(4.79)

where the first sum is taken over the edges of T g, and the second one over those
of g. In the case where T is seen as Tx, G′ is the constant ∆t/2 and hence has
no jump, so (4.79) reads as (4.70). In order to prove (4.72), we first observe
that |ωv| = 2−"(α). Denoting then by x− (respectively x+) the first node of Γn

lower than inf(αx) (respectively greater than sup(αx)), we infer from condition
(4.71) and the graded structure of M that |x+ −x−| ≤ 5 · 2−"(α). It follows that

∑

xi∈αx

∣

∣[(En)′]xi

∣

∣ ≤

∫ x+

x−

|(Ẽn)′′(x)| dx ≤ 5 · 2−"(α)|Ẽn|W 2,∞ ,

and the lemma is proved.
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4.4 Properties of the transported meshes

In order to derive interpolation error estimates from the above inequalities, we
must verify that condition (4.71) indeed holds when M = Mn

2 which is defined
by (3.35b). Since this mesh is precisely constructed from Fn

v , and hence from
Γn, we need a lemma for that.

Lemma 4.9. For any graded mesh M , we have

Nx(T(M,Fn
v )) ⊂ Nx(M). (4.80)

In other words, the “mesh transport operator” T associated to some v-directional
advection does not enlarge the projection of the meshes on the x-axis.

Proof. To begin with, let us prove that

Nx(T̃(M,Fn
v )) ⊂ Nx(M). (4.81)

Given a cell α ∈ T̃(M,Fn
v ), its parent β satisfies by construction '∗(β) > '(β),

so that there exists a cell β∗ ∈ M containing (Fn
v )−1(cβ) such that

'(β∗) = '∗(β) ≥ '(β) + 1 = '(α). (4.82)

Considering the one-directional form of Fn
v , we see that xβ ∈ β∗

x, and this
together with (4.82) yields β∗

x ⊂ αx. Now because of the underlying tree
structure that Nx(M) inherits from M , it follows from ∂(β∗

x) ⊂ Nx(M) that
∂(αx) ⊂ Nx(M), and (4.81) is proved. Using the fact that Nx(M) also inherits
a graded structure from M , we can verify that (4.81) actually implies (4.80),
and the lemma is proved.

We are now to state a fundamental property of both operators T(·,Fx) and
T(·,Fn

v ). For sake of conciseness, we again use the generic advection field (4.74).

Backward influence set. Given a dyadic cell α, we let

B(M,F , α) =
{

β ∈ M, β ∩ F−1(α) 5= ∅
}

be the cells of M that are even partly advected into α.

Lemma 4.10. Provided the advection field F satisfies

‖G̃′‖L∞ ≤ 1/2, (4.83)

there is an absolute constant C such that

sup
α∈T(M,F)

#(B(M,F , α)) ≤ C (4.84)

for any graded mesh M . In addition, we have

'(β) ≤ '(α) + 2, for any α ∈ T(M,F) and β ∈ B(M,F , α). (4.85)

The proof is given in the appendix.
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Remark 4.11. Applied to Fx and Fn
v , the stability condition (4.83) reads

∆t ≤ min
(

1, (|Ẽn|W 1,∞)−1/2
)

,

which is not very restrictive. We shall indeed see in section 5 that |Ẽn|W 1,∞ is
bounded by some constant which only depends on T , provided that n∆t ≤ T .
This actually leads to the stability condition (3.47) in the main theorem, which
is not a CFL type condition since the restriction on the time step is independent
on the space discretization.

The second property of the mesh transport operator is that it does not increase
the order of complexity.

Lemma 4.12. Provided the advection field F satisfies (4.83), there is an abso-
lute constant C such that

#(T(M,F)) ≤ C#(M) (4.86)

for any graded mesh M .

The proof is given in the appendix. Combining lemmae 4.8 and 4.10, we now
state the practical result that allows us to estimate the interpolation errors on
the transported meshes. Recalling that the functionals µ and π are defined in
(3.28) and (3.30), we let for any g ∈ V ⊂ W ∗ ∩ W 1,∞

ν(g, M) := µ(g, M) + ∆t π(g, M) = sup
α∈M

|g|W∗(α) +∆t sup
α∈M

2−2"(α)|g|W 1,∞(α).

Lemma 4.13 (stability of the transported meshes). Let us first assume
that for any T , the numerical electric field satisfies

|Ẽn|W 1,∞ ≤ C1(T ) (4.87)

for any n and ∆t such that n∆t ≤ T . The transported meshes Mn
1 = T(Mn,Fx),

Mn
2 = T(Mn

1 ,Fn
v ) and Mn+1 = T(Mn

3 ,Fx) satisfy then

ν(Txfn, Mn
1 ) ≤ C ν(fn, Mn) (4.88)

ν(T n
v fn

1 , Mn
2 ) ≤ C (1 + |Ẽn|W 2,∞) ν(fn

1 , Mn
1 ) (4.89)

ν(Txfn
3 , Mn+1) ≤ C ν(fn

3 , Mn
3 ), (4.90)

provided that

∆t ≤ min

(

1,
1

2 C1(T )

)

. (4.91)

Remark 4.14. According to corollary 4.4, we would only need that the trans-
ported meshes verify a stability property with respect to the functional µ. Un-
fortunately, our estimate (4.72) does not exactly implies this, and we therefore
need to consider the “relaxed” functional ν for the stability to hold.

Proof. Since condition (4.91) yields

∆t max(1/2, |Ẽn|W 1,∞) ≤ 1/2,
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we have for any α ∈ T(M,Fx)

|Txg|!(α) ≤ 9/4 |g|!(F−1
x (α)) ≤ 9/4

∑

β∈B(M,Fx,α)

|g|!(β)

≤ 9/4 #(B(M,Fx, α)) µ(M, g) ≤ C µ(M, g),

where the first inequality is (4.70), the second one follows from the definition
of B(M,Fx, α), the third one from lemma 4.1, and the last one from (4.84).
Similarly, we find from (4.68) and (4.85) that

2−2"(α)|Txg|W 1,∞(α) ≤ 3/2 sup
β∈B(M,Fx,α)

2−2"(α)|g|W 1,∞(β)

≤ 3/2 sup
β∈B(M,Fx,α)

24−2"(β)|g|W 1,∞(β) ≤ C π(M, g).

It follows that the x-directional transport satisfies

µ(T(M,Fx), Txg) ≤ Cµ(M, g) and π(T(M,Fx), Txg) ≤ Cπ(M, g),

and hence
ν(T(M,Fx), Txg) ≤ Cν(M, g)

which leads to (4.88) and (4.90). Turning to the v-directional transport, we first
check from lemma 4.9 that Mn

2 satisfies (4.71). We can then apply once more
lemmae 4.8 and 4.10, and with similar arguments than above, find that for any
cell α ∈ Mn

2 ,

|T n
v fn

1 |!(α) ≤ 9/4 |fn
1 |!((Fn

v )−1(α)) + 5 · 2−2"(α)∆t|Ẽn|W 2,∞ |fn
1 |W 1,∞((Fn

v )−1(α))

≤ 9/4 #(B(Mn
1 ,Fn

v , α)) µ(Mn
1 , fn

1 ) + C∆t|Ẽn|W 2,∞π(Mn
1 , fn

1 )

≤ C(1 + |En|W 2,∞) [ µ(Mn
1 , fn

1 ) + ∆tπ(Mn
1 , fn

1 ) ].

We also clearly have

π(Mn
2 , T n

v fn
1 ) ≤ C π(Mn

1 , fn
1 ),

and the proof is complete.

5 Proof of the error estimate

In section 2.2, smoothness estimates were established for the exact solutions,
that allowed us to control the time discretization error. In the same spirit,
we now establish some bounds for the numerical solutions, that will next be
combined with above lemma 4.13 in order to complete the error analysis. Let
us recall that the adaptive scheme reads

fn+1 := PMn+1Txfn
3 fn

3 := PMn
2
fn
2

fn
2 := PMn

2
Tn+1T

n
v fn

1 fn
1 := PMn

1
Txfn,

and that the associated meshes are either transported, like Mn
1 := T(Mn,Fx),

Mn
2 := T(Mn

1 ,Fn
v ) and Mn+1 := T(Mn

3 ,Fx), or adapted like Mn
3 := Aε(fn

2 ).
We let

en := ‖f(tn) − fn‖L∞ (5.92)

be the numerical error at the n-th time step.
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Maximum principle. Clearly, every operator used in the scheme diminishes
the L∞ norm, so that

‖fn+1‖L∞ ≤ ‖fn
3 ‖L∞ ≤ · · · ≤ ‖fn‖L∞ ≤ · · · ≤ ‖f0‖L∞ . (5.93)

Some orders of magnitude. As a first trivial consequence, we see that the
numerical error is uniformly bounded

en ≤ ‖fn‖L∞ + ‖f(tn)‖L∞ ≤ 2‖f0‖L∞ . (5.94)

Condition (3.47) implies ε ≤ ∆t ≤ 1, and since the interpolation errors estimates
are about ε, we can also assume that ε ≤ en (more precisely, replacing en by
max(en, ε) in the sequel will not change the results), so that we shall use

ε ≤ min(∆t, en) ≤ max(∆t, en) ≤ C (5.95)

where C only depends on f0.

Support control. We recall that the soft truncation operator Tn has been
defined in (3.42) to control the support in the v direction. In particular, for a
given mesh M and density g, we only have Σv(PMg) ≤ Σv(g) + 2−"0 , while

Σv(Tng) ≤ Q̂n + 2−"0 ≤ Qn + 3 · 2−"0 . (5.96)

It follows that for any n, we have

Σv(f
n+1) ≤ Σv(Txfn

3 ) + 2−"0 ≤ Σv(f
n
3 ) + 2−"0 ≤ Σv(fn

2 ) + 2 · 2−"0

≤ Σv(Tn+1T
n

v fn
1 ) + 3 · 2−"0 ≤ Qn+1 + 6 · 2−"0

and

Σv(fn
1 ) ≤ Σv(Txfn) + 2−"0 ≤ Σv(fn) + 2−"0 ≤ Qn + 7 · 2−"0 ≤ Σ̃v (5.97)

(we recall that Σ̃v := Q(0) + 2T + 7 · 2−"0).

Bounds for the numerical electric field (part one). Equipped with (5.93)
and (5.97), we have a first estimate for the numerical electric field. Namely, we
see from (2.23) that

|Ẽ(fn
1 )|W 1,∞ =

∥

∥

∥

∥

∫

fn
1 (·, v) dv − 1

∥

∥

∥

∥

L∞

≤ Σv(f
n
1 )‖fn

1 ‖L∞ + 1 ≤ Σ̃v‖f0‖L∞ + 1,

and from (3.36), that

|Ẽn|W 1,∞ ≤ 2|Ẽ(fn
1 )|W 1,∞ ≤ 2(Σ̃v‖f0‖L∞ + 1). (5.98)

Together with condition (3.47) imposed on ∆t, this estimate allows us to apply
lemma 4.13.
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Interpolation error estimates (part one). According then to lemmae 4.13
and 4.7, we have for any n

µ(Txfn, Mn
1 ) ≤ ν(Txfn, Mn

1 ) = ν(Txfn, T(Mn,Fx))

≤ C ν(fn, Mn) = C ν(PMnTxfn−1
3 , Mn)

≤ C ν(Txfn−1
3 , Mn) = C ν(Txfn−1

3 , T(Mn−1
3 ,Fx))

≤ C ν(fn−1
3 , Mn−1

3 ) = C ν(PMn−1
3

fn−1
2 , Mn−1

3 )

≤ C ν(fn−1
2 , Mn−1

3 ) = C ν(fn−1
2 , Aε(f

n−1
2 ))

≤ C ε,

(5.99)

where this last inequality follows from the property (3.31) of the mesh adap-
tation operator Aε. We emphasize that no induction argument was used, so
that no constant appearing in the above computation depend on n. Using then
corollary 4.4, we find

‖(I − PMn
1
)Txfn‖L∞ ≤ C ε (5.100)

and since (5.99) holds for any n, we also have

‖(I − PMn
3
)fn

2 ‖L∞ ≤ C ε (5.101)

and
‖(I − PMn+1)Txfn

3 ‖L∞ ≤ C ε. (5.102)

Estimating the lack of conservativity. We recall that one of the basic
properties of the Vlasov equation is that for any t, the mass of the exact solution
is constant and according to (2.8), equal to ‖f(t)‖L1 = 1. This is not the
case with the numerical solutions (remember that the interpolations are not
conservative), but we have

∣

∣‖fn
1 ‖L1 − 1

∣

∣ ≤ ‖fn
1 − Txfn‖L1 + ‖Tx(fn − f(tn))‖L1 +

∣

∣‖Txf(tn)‖L1 − 1
∣

∣

≤ ‖(I − PMn
1
)Txfn‖L1 + ‖fn − f(tn)‖L1 +

∣

∣‖f(tn)‖L1 − 1
∣

∣

≤ Σ̃v

[

‖(I − PMn
1
)Txfn‖L∞ + ‖fn − f(tn)‖L∞

]

≤ Σ̃v(ε+ en) ≤ 2Σ̃v en

(5.103)

where the second inequality comes from the conservativity of Tx, and in the third
one we use that the support of every involved functions as a volume bounded
by Σ̃v, and also that ‖f(tn)‖L1 is precisely 1. The two last inequalities follow
from (5.100) and (5.95), respectively.

Bounds for the numerical electric field (part two). Turning again to
the electric field, we see from (2.23) and the above estimate (5.103) that

‖Ẽ(fn
1 )‖L∞ ≤ ‖fn

1 ‖L1 + 1 ≤ 2 + 2Σ̃v en.

In addition, we have

∣

∣

∣
Ẽn(1) − Ẽn(0)

∣

∣

∣
=

∣

∣

∣

∣

∫

Ẽ(fn
1 )′(x) dx

∣

∣

∣

∣

=

∣

∣

∣

∣

∫∫

fn
1 (x, v) dxd − 1

∣

∣

∣

∣

≤ 2Σ̃v en,

(5.104)
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so that the definition of En yields

‖En‖L∞ ≤ ‖Ẽn‖L∞ ≤ ‖Ẽ(fn
1 )‖L∞ +

∣

∣

∣
Ẽn(1) − Ẽn(0)

∣

∣

∣
≤ 2 + 4Σ̃v en. (5.105)

We will also need the following estimates in the sequel: in the first place, we
have from (2.23)

‖Ẽ(Txf(tn)) − Ẽ(fn
1 )‖L∞ ≤ ‖Txf(tn) − fn

1 ‖L1 ≤ C(T ) en, (5.106)

where the second inequality follows from the estimates in (5.103). In the second
place, (3.36) and (5.104) also give

‖Ẽ(fn
1 ) − Ẽn‖L∞ ≤ C(T ) en, (5.107)

and in the third place, we can bound the interpolation error of En by

‖Ẽn − En‖L∞ ≤
1

8
sup

i
|xi+1 − xi|

2‖(Ẽn)′′‖L∞([xi,xi+1])

where the xi denote the points of the interpolation grid Γn. We have

‖(Ẽn)′′‖L∞([xi,xi+1]) =

∥

∥

∥

∥

∫

∂xfn
1 (·, v) dv

∥

∥

∥

∥

L∞([xi,xi+1])

≤ Σv(f
n
1 ) sup

α
|fn

1 |W 1,∞(α)

the sup being taken over all the cells α ∈ Mn
1 such that αx ∩ [xi, xi+1] 5= ∅.

According to the construction of Γn, any such cell satisfies |xi+1 − xi| ≤ 2−"(α),
so that using the uniform bound on the numerical support (5.97), we compute

‖Ẽn − En‖L∞ ≤ C(T )π(fn
1 , Mn

1 ) ≤ C(T ) ε, (5.108)

since it is seen from lemma 4.7 and inequality (5.99) that

ν(fn
1 , Mn

1 ) ≤ C ε. (5.109)

The outer error. We are now able to give an estimate for the outer error

en
out := ‖f(tn) − fn‖L∞((Ω̂n)c)

(we recall that Ω̂n was defined together with Ωn in remark 3.5). Using that
f(tn+1) vanishes outside Ω̂n+1, we have

en+1
out = ‖fn+1‖L∞((Ω̂n+1)c) ≤ ‖Txfn

3 ‖L∞((Ω̂n+1)c) ≤ ‖fn
3 ‖L∞((Ω̂n+1)c)

≤ ‖fn
2 ‖L∞((Ω̂n+1)c) ≤ ‖Tn+1T

n
v fn

1 ‖L∞((Ω̂n+1)c) ≤ ‖T n
v fn

1 ‖L∞((Ω̂n+1)c),

where the first, second and fourth inequalities follow from the diminishing prop-
erty (3.44) of the interpolations on the set (Ω̂n+1)c. The third (resp. the
last) inequality follows from the fact that Tx (resp. Tn+1) diminishes the L∞

norm on (Ω̂n+1)c. We then observe that since any (x, v) outside Ω̂n+1 satisfies
|v| ≤ Q̂n+1, we observe using (3.41) and (5.105) that

|v −∆tEn(x)| ≥ Q̂n+1 −∆t‖En‖L∞ ≥ Qn + 2−"0 − 4∆tΣ̃v en ≥ Qn,
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where this last inequality follows from (3.47). This means that Fn
v (Ωn) ⊂ Ω̂n+1,

and this is what motivated the choice of Q̂n. We find then

‖T n
v fn

1 ‖L∞((Ω̃n+1)c) ≤ ‖fn
1 ‖L∞((Ωn)c)

≤ ‖Txfn‖L∞((Ωn)c) + ‖(I − PMn
1
)Txfn‖L∞

≤ ‖fn‖L∞((Ωn)c) + Cε ≤ en + Cε.

(5.110)

Here the third inequality is (5.100), and the last one again follows from the fact
that f(tn) vanishes outside Ωn. We therefore have the following estimate for
the outer error:

en+1
out ≤ en + Cε. (5.111)

Lipschitz bound. According to the definition (3.42) of the soft truncation
operator, we have

‖∂vTn+1T
n

v fn
1 ‖L∞ ≤ max

(

‖∂vT
n

v fn
1 ‖L∞ , 2"0‖T n

v fn
1 ‖L∞((Ω̃n+1)c)

)

≤ ‖∂vT
n

v fn
1 ‖L∞ + 2"0‖T n

v fn
1 ‖L∞((Ω̃n+1)c)

≤ ‖∂vf
n
1 ‖L∞ + C(T ) en,

where this last inequality follows from ‖∂vT n
v fn

1 ‖L∞ = ‖∂vfn
1 ‖L∞ the above

estimate (5.110) and (5.95). Because Tn+1 diminishes the ‖∂x · ‖L∞ semi-norm,
we have on the other hand

‖∂xTn+1T
n

v fn
1 ‖L∞ ≤ ‖∂xT

n
v fn

1 ‖L∞ ≤ ‖∂xfn
1 ‖L∞ +∆t|Ẽn|W 1,∞‖∂vf

n
1 ‖L∞ .

The uniform Lipschitz bound (5.98) for Ẽn yields then

|Tn+1T
n

v fn
1 |W 1,∞ = ‖∂xTn+1T

n
v fn

1 ‖L∞ + ‖∂vTn+1T
n

v fn
1 ‖L∞

≤ |fn
1 |W 1,∞ [1 + C(T )∆t] + C(T ) en.

(5.112)

According to the Lipschitz diminishing property (4.64) of the interpolations
together with estimate (4.68), we finally have

|fn+1|W 1,∞ ≤ |Txfn
3 |W 1,∞ ≤ (1 + ∆t/2)|fn

3 |W 1,∞

≤ (1 + ∆t/2)|fn
2 |W 1,∞ ≤ (1 + ∆t/2)|Tn+1T

n
v fn

1 |W 1,∞

≤ (1 + ∆t/2)(1 + C(T )∆t)|fn
1 |W 1,∞ + C(T ) en

≤ (1 + C(T )∆t)|Txfn|W 1,∞ + C(T ) en

≤ (1 + C(T )∆t)|fn|W 1,∞ + C(T ) en.

(5.113)

Bounds for the numerical electric field (part three). Using again (2.23)
and (3.36), we see that

|Ẽn|W 2,∞ = |Ẽ(fn
1 )|W 2,∞ =

∥

∥

∥

∥

∫

∂xfn
1 (·, v) dv

∥

∥

∥

∥

L∞

≤ Σv(f
n
1 )|fn

1 |W 1,∞ ,

and it follows from the inside inequalities of (5.113) that

|Ẽn|W 2,∞ ≤ C(T ) (|fn|W 1,∞ + en). (5.114)
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Interpolation error estimates (part two). Using (5.109) and (4.89), this
last estimate allows us to bound the last interpolation error by

‖(I − PMn
2
)T n

v fn
1 ‖L∞ ≤ ν(T n

v fn
1 , Mn

2 )

≤ C (1 + |Ẽn|W 2,∞) ν(fn
1 , Mn

1 )

≤ C(T ) (1 + |fn|W 1,∞) ε.

(5.115)

The inside error. Equipped with the a priori bounds for the interpolation
errors (5.100) - (5.102) and (5.115), we now focus on

en
in := ‖f(tn) − fn‖L∞(Ω̂n). (5.116)

First of all, we observe from (3.45) that Tn+1 does not appear in the restriction
of fn+1 to Ω̂n+1:

(fn+1)|Ω̂n+1
= (PMn+1TxPMn

2
PMn

2
T n

v PMn
1
Txfn)|Ω̂n+1

. (5.117)

As announced in section 3.4, we write the inside error term (5.116) as the sum
of three error terms: (i) the time discretization error

En+1
t := ‖f(tn+1) − S∆tf(tn)‖L∞ ≤ C(T )∆t3 (5.118)

which can be estimated on the entire domain Ω using lemma 2.4, (ii) a space
discretization error

En+1
s := ‖(TxT

n
v Tx − S∆t,ε)f

n‖L∞(Ω̂n+1)

which slightly differs from what was proposed in section 3.4 but is more relevant
to our aims, and (iii) an additional “coupling term”

En+1
c := ‖TxTvTxf(tn) − TxT

n
v Txfn‖L∞(Ω̂n+1)

.

We thus have
en+1
in ≤ En+1

t + En+1
s + En+1

c . (5.119)

According to (5.117), we decompose

En+1
s ≤ ‖TxT

n
v (I − PMn

1
)Txfn‖L∞ + ‖Tx(I − PMn

2
)T n

v fn
1 ‖L∞

+ ‖Tx(I − PMn
3
)fn

2 ‖L∞ + ‖(I − PMn+1)Txfn
3 ‖L∞

≤ C (1 + |fn|W 1,∞) ε,

(5.120)

the second inequality following from estimates (5.100) - (5.102) and (5.115).
Turning to the coupling error, we then observe from the linearity of Tx and T n

v

that

En+1
c ≤ ‖TxT

n
v Tx(f(tn) − fn)‖L∞ + ‖Tx(Tv − T n

v )Txf(tn)‖L∞ ,

whereas the definition of Tv and T n
v yields

‖(Tv − T n
v )Txf(tn)‖L∞ ≤ ∆t‖Ẽ(Txf(tn)) − En‖L∞ |Txf(tn)|W 1,∞ .
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Using then (5.106) - (5.108), we have ‖Ẽ(Txf(tn)) − En‖L∞ ≤ C(T )(en + ε),
while (4.68), (5.95) and (2.15) give |Txf(tn)|W 1,∞ ≤ C|f(tn)|W 1,∞ ≤ C(T ).
Gathering these estimates, we see that

En+1
c ≤ en(1 + C(T )∆t), (5.121)

which together with (5.118)-(5.120) yields

en+1
in ≤ en(1 + C(T )∆t) + C(T )[∆t3 + ε (1 + |fn|W 1,∞)]

(the constants also depending on the initial solution f0).

End of the proof. From the a priori estimates of both outer (5.111) and
inside errors (above), we find

en+1 ≤ en(1 + C(T )∆t) + C(T )[∆t3 + ε (1 + |fn|W 1,∞)] (5.122)

and we may also recall (5.113):

|fn+1|W 1,∞ ≤ |fn|W 1,∞(1 + C(T )∆t) + C(T )∆t en. (5.123)

Because assumption (3.47) implies ε ≤ ∆t2, a first Gronwall argument applied
to en+1 +∆t|fn+1|W 1,∞ yields supn≤N (en +∆t|fn|W 1,∞) ≤ C(T )∆t. It follows
that |fn|W 1,∞ is uniformly bounded, so that we can apply a second Gronwall
argument to (5.122) and find estimate (3.46), which ends the proof. !

6 Numerical results

We tested our scheme with the classical semi-gaussian beam simulation, which
is known to develop thin structures in the phase space. Because the usual initial
semi-gaussian data fsg := a exp(−(v/b)2) [−c,c]×R is neither continuous, nor has
a bounded support, we replaced it with

f0 := a exp(−(v/b)2)ρ(x, v) # fsg,

where ρ is a compactly supported W 2,∞ approximation of [−c,c]×R. We set
a = 5.794, b = 0.122 and c = 0.172. We also classically added an affine ex-
ternal electric field Eext(x) to prevent the plasma from dispersing too much.
We present below a few results given by both adaptive and uniform schemes:
according to the balancing of the main error estimates, we let h = ∆t3/2 for the
uniform solutions fn

u,h and ε = c∆t3 for the adaptive ones (with c = 320). For
practical reasons, we imposed the constraint that the levels of the cells never
exceed a prescribed L = 10. Since the exact solution f is unknown, the accu-
racy of the solutions has been evaluated using the uniform solution fL := fh(L)

computed with the finest space step h(L) := 2L = 1/1024 (because of the prac-
tical constraint on the level of the cells, we may notice that fL is also given
by the adaptive scheme when ε = 0). We should also mention that the scheme
implemented at the present stage differs in some points with the one described
in this article. In particular, the advection scheme does not follow in practice
the time splitting scheme S∆t but rather uses a single transport operator in the
(x, v) space. Nevertheless, we believe that since the key feature of our scheme
is its mesh evolution strategy, these changes only have a small effect on the
numerical results.
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Lack of conservativity. Because the scheme is not conservative, it was in-
teresting to see how well (or how bad) the mass of the solutions is preserved in
practice (from inequality (5.103), we know that this is related to the numerical
accuracy). On figure 5, the evolution of the global mass ratio ‖fN‖L1/‖f0

L‖L1

is plotted against T = N∆t for different values of ∆t (left), and against the size
N of the associated meshes for both adaptive and uniform solutions (right). In
both cases we observe that the lack of conservativity tends to zero as the size
of the meshes increases.

Numerical accuracy. On figure 6, the distance between fN and the “ap-
proached exact solution” fN

L is plotted in log-log scale against ∆t. Distances
are drawn in L∞ (left) and L1, L2 (right) in order to verify that our strategy
also achieves nice convergence rates in these metrics. The computed least square
slopes are slightly better than expected from estimate (3.46).

Optimal complexity. In order to appraise the relevance of section 3.5, and in
particular estimate (3.51), we represented on figure 7 the L∞ error against the
computational time (left) and the size of the meshes (right) for several executions
of both adaptive and uniform schemes. Here the decision to replace the exact
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Figure 5: mass ratio vs. time T for adaptive solutions (left) and vs. mesh
cardinality N for both uniform and adaptive solutions at T = 4.5 (right).
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Figure 6: convergence rates. Error between fN and fN
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L2 metrics (right) vs. ∆t in log-log scale for T = 1.5 (slopes are 2.44, 2.61 and
2.48 resp.) and T = 4.5 (slopes are 2.55, 2.33 and 2.33 resp.).
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Figure 7: L∞ errors vs. mesh cardinality N (left) and cpu time in minutes
(right) in log-log scale for both adaptive and uniform solutions.

Figure 8: comparison of the meshes resulting from the adaptive scheme (up)
and from the compression Aε of the finest uniform solution (below), at T = 0.05
(left) and T = 10.05 (right).

f(T ) with fN
L computed on the finest uniform mesh of level L must be discussed:

it indeed overstates the accuracy of the adaptive solutions fN that are very close
to fN

L . Next to the black boxes that represent the distance ẽN = ‖fN −fN
L ‖L∞ ,
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we therefore plotted in white boxes the corrected quantities ẽN + ẽ, where ẽ is a
reasonable estimate for ‖fN

L − f(T )‖L∞ obtained as follows: because the errors
‖fN

h(") − f(T )‖L∞ resulting from the uniform scheme decay geometrically with

', they are of the same order than the approached ones ‖fN
h(") − fN

L ‖L∞ when
' ≤ L − 1, so that we find ẽ by extrapolating those “coarse grids” approached
errors. This in turn bounds the accuracy of the adaptive solutions by above,
but by prohibiting it to do better than fL, it also gives a pessimistic idea of the
adaptive schemes performances, especially when measuring the computational
time. Anyhow, the resulting “corrected error vs. cardinality” curves decay with
a slope of about -0.7 in log-log scale, which confirms estimates (3.48) and (3.51).
Concerning the savings, we also see that for a given accuracy, the uniform meshes
are about 100 times as big as the adaptive ones. This ratio is unfortunately not
achieved when considering the cpu times, which is mainly due to the fact that the
adaptive method dynamically manages tree structured meshes and has therefore
many overheads compared to the uniform one. For instance, the cpu time ratio
corresponding to a “corrected error” of 0.084 # e−2.47 is only of 4.5. This rather
disappointing observation should nevertheless be moderated by the fact that we
certainly did not implement our scheme in an optimal way, and by the fact that
we imposed a maximal level constraint on the cells. We finally represented on
figure 8 the meshes MN given by the adaptive scheme (when ∆t = 0.05 and
ε as above) together with those Aε(fN

L ) obtained by “compressing” our best
uniform solution fL. This shows that our strategy generates meshes which are
very close to the optimal ones.

7 Appendix

7.1 Proof of lemma 2.4

Let (x, v) be fixed in R2. Since f is constant along the characteristics, we have

f(tn+1, x, v) = f(tn, X(tn), V (tn))

where (X, V )(s) = (X, V )(s; tn+1, x, v) is the integral curve solution of (1.4)
that satisfies (X, V )(tn+1) = (x, v). On the other hand, denoting by Xn and
V n the feet of the numerical characteristics X̃(tn; tn+1, x, v) and Ṽ (tn; tn+1, x, v)
defined in (2.27), we have S∆tf(tn)(x, v) = f(tn, Xn, V n). According to lemma
2.3, f(tn) is Lipschitz as soon as f0 is, and

‖f(tn+1) − Sf(tn))‖L∞(Ω) ≤ |f(tn)|W 1,∞(Ω) (|X(tn) − Xn| + |V (tn) − V n|)

≤ C(T )max (|X(tn) − Xn|, |V (tn) − V n|) ,

so that we are left to prove

max
(

|Xn − X(tn)|, |V n − V (tn)|
)

≤ C(T )∆t3. (7.124)

Denoting EX(t) := E(t, X(t)) the exact field along the characteristic curve, we
use again lemma 2.3 together with the characteristic equation (1.4) to bound the
following time derivatives (for concise notations, the ‖ · ‖∞ norm here denotes
‖ · ‖L∞([0,T ],L∞([0,1])))

‖EX‖L∞([0,T ]) ≤ C(T ) (7.125)
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‖ĖX‖L∞([0,T ]) ≤ ‖∂tE‖∞ + ‖V ‖L∞([0,T ])‖∂xE‖∞
≤ ‖∂tE‖∞ + Q(T )‖∂xE‖∞ ≤ C(T )

(7.126)

‖ËX‖L∞([0,T ]) ≤ ‖∂2
ttE‖∞ + 2‖V ‖L∞([0,T ])‖∂

2
txE‖∞

+ ‖V 2‖L∞([0,T ])‖∂
2
xxE‖∞ + ‖E‖∞‖∂xE‖∞ ≤ C(T ).

(7.127)

We decompose then

Xn − X(tn) = X(tn+1) − X(tn) − v∆t +∆t2/2 Ẽ(Txf(tn))(x − v∆t/2)

= E1 +
∆t2

2
(E2 + E3),

with

E1 := X(tn+1) − X(tn) − v∆t +∆t2/2 EX(tn+1/2)

E2 := E(tn+1/2, x − v∆t/2) − EX(tn+1/2)

E3 := Ẽ(Txf(tn))(x − v∆t/2) − E(tn+1/2, x − v∆t/2)

and tn+1/2 = (n + 1/2)∆t. Similarly,

V n − V (tn) = V (tn+1) − V (tn) −∆t Ẽ(Txf(tn))(x − v∆t/2)

= E4 +∆t(E2 + E3)

with
E4 := V (tn+1) − V (tn) −∆tEX(tn+1/2).

It remains then to prove

|E1| ≤ C(T )∆t3, |E2| ≤ C(T )∆t2, |E3| ≤ C(T )∆t2 and |E4| ≤ C(T )∆t3.

For the first term, we have

E1 =

∫ tn+1

tn

(V (t) − v) dt +∆t2/2 EX(tn+1/2)

=

∫ tn+1

tn

(V (t) − V (tn+1)) dt −

∫ tn+1

tn

intt
n+1

t EX(tn+1/2) ds dt

=

∫ tn+1

tn

intt
n+1

t (EX(tn+1/2) − EX(s)) ds dt.

From (7.126), we see that

|EX(tn+1/2) − EX(s)| ≤ |ĖX |L∞([0,T ])|t
n+1/2 − s| ≤ C(T )∆t,

which yields |E1| ≤ C(T )∆t3. For the second term, we write

|E2| =
∣

∣E(tn+1/2, x − v∆t/2) − E(tn+1/2, X(tn+1/2))
∣

∣

≤ ‖∂xE(tn+1/2)‖L∞([0,1])|X(tn+1/2) − x + v∆t/2|

≤ C(T )|X(tn+1/2) − X(tn+1) + v∆t/2|

≤ C(T )

∫ tn+1

tn+1/2

|v − V (t)| dt

≤ C(T )

∫ tn+1

tn+1/2

|V (tn+1) − V (t)| dt

≤ C(T )‖EX‖L∞([0,T ])∆t2 ≤ C(T )∆t2
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where this last inequality comes from (7.125). Considering then the third term,
we have from (2.10) and (2.23)

|E3| =

∣

∣

∣

∣

∫

K(x − v∆t/2, y)

∫

[f(tn, y − v∆t/2, v) − f(tn+1/2, y, v)] dv dy

∣

∣

∣

∣

≤

∫
∣

∣

∣

∣

∫

[f(tn, y − v∆t/2, v) − f(tn+1/2, y, v)] dv

∣

∣

∣

∣

dy =

∫
∣

∣

∣

∣

∫

A(y, v) dv

∣

∣

∣

∣

dy

(7.128)

where A(y, v) := f(tn, y−v∆t/2, v)−f(tn+1/2, y, v), the inequality coming from
‖K‖L∞([0,1]) ≤ 1. Denoting respectively ts := tn +∆t/2− s and ys(v) := y − vs
for concise notations, we then observe that

A(y, v) =

∫ ∆t/2

0

d

ds
f(ts, ys(v), v) ds

=

∫ ∆t/2

0
−(∂tf + v∂xf)(ts, ys(v), v) ds

=

∫ ∆t/2

0
B(s, y, v) ds,

with B(s, y, v) := −E(ts, ys(v))∂vf(ts, ys(v), v), this last equality coming from
the Vlasov equation. Now, instead of writing a direct majoration that would
give |E3| ≤ C(T )∆t (which is not enough), we integrate by parts

∫

s∂xE(ts, ys(v))f(ts, ys(v),v) dv = −

∫

d

dv
[∂xE(ts, ys(v))]f(ts, ys(v), v) dv

=

∫

E(ts, ys(v))
d

dv
[f(ts, ys(v), v)] dv

=

∫

E(ts, ys(v)) · (−s∂xf + ∂vf)(ts, ys(v), v) dv,

which yields
∫

B(s, y, v) dv = −s

∫

[∂xE(ts, ys(v))f(ts, ys(v), v)

+ E(ts, ys(v))∂xf(ts, ys(v), v)] dv.

From lemma 2.3, it is then seen that

∣

∣

∣

∣

∫

A(y, v) dv

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∫ ∫ ∆t/2

0
B(s, y, v) ds dv

∣

∣

∣

∣

∣

≤ ∆t sup
|s|≤∆t

∣

∣

∣

∣

∫

B(s, y, v) dv

∣

∣

∣

∣

≤ ∆t2
∫ Q(T )

−Q(T )
C(T ) dv ≤ C(T )∆t2,

36



which together with (7.128) yields |E3| ≤ C(T )∆t2. For the fourth term, we
finally have

E4 = V (tn+1) − V (tn+1/2) + V (tn+1/2) − V (tn) −∆tEX(tn+1/2)

=

∫ ∆t/2

0
[EX(tn+1 − t) + EX(tn + t)] dt −∆tEX(tn+1/2)

=

∫ ∆t/2

0
[EX(tn+1 − t) − EX(tn+1/2) + EX(tn + t) − EX(tn+1/2)] dt

=

∫ ∆t/2

0
int∆t/2

t [ĖX(tn+1 − s) − ĖX(tn + s)] ds dt,

which yields
|E4| ≤ ∆t3‖ËX‖L∞([0,T ]) ≤ C(T )∆t3

according to (7.127), and the proof is complete. !

7.2 Proof of lemma 4.10

Recalling that the construction of T(M,F) makes use of the backward level
'∗ defined in (3.33), it is readily seen that any cell α in the intermediate (non
graded) mesh T̃(M,F) satisfies

'∗(M,F , α) ≤ '(α). (7.129)

This in fact also holds for the cells of T(M,F). For proving this, let α be a
cell of T(M,F) \ T̃(M,F), and denote by α̃ its unique ancestor that belongs to
T̃(M,F). Writing

(x∗, v∗) := F−1(cα) = (xα, vα − G(xα))

(x̃∗, ṽ∗) := F−1(cα̃) = (xα̃, vα̃ − G(xα̃)),
(7.130)

we must show that any η ∈ M containing (x∗, v∗) satisfies

'(η) ≤ '(α), (7.131)

while it is readily seen from (7.129) applied to α̃ that any η̃ ∈ M containing
(x̃∗, ṽ∗) satisfies

'(η̃) ≤ '(α̃). (7.132)

According to (7.130), we first have

x∗ = xα ∈ αx ⊂ α̃x ⊂ η̃x, (7.133)

where we have used (7.132) for the last inclusion. Observing that

max(|xα̃ − xα|, |vα̃ − vα|) ≤ (2−"(α̃) − 2−"(α))/2,

we compute

|ṽ∗ − v∗| ≤ |vα̃ − vα| + |G(xα̃) − G(xα)|

≤ |vα̃ − vα| + |xα̃ − xα|/2

≤ (2−"(α̃) − 2−"(α)) · 3/4

< 2−"(α̃)(1 − 2−("(α)−"(α̃)))

< 2−"(η̃)(1 − 2−("(α)−"(α̃))),

(7.134)
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where the second inequality comes from (4.83) and the last one comes from
(7.132). In some sense, the relations (7.133) and (7.134) express that η is ‘not
too far’ from η̃. And we can observe that the level of η is maximal when the
gradation of M is saturated around η̃: more precisely, because (7.134) reads

2"(η̃)|ṽ∗ − v∗| <
1

2
+

1

4
+ · · · +

1

2"(α)−"(α̃)
,

we can check on figure 9 that we have '(η) ≤ '(η̃) + '(α) − '(α̃). Together with
(7.132), this finally yields (7.131).

Now let (x, v) be such that F(x, v) ∈ α. The game now consists of showing
that (x, v) is ‘not too far’ from the cell η defined above. Clearly, we have

x ∈ αx and |v + G(x) − vα| ≤ 2−"(α)/2, (7.135)

and it follows from the previous discussion that αx ⊂ ηx, so that

x ∈ ηx. (7.136)

Using again (4.83), we then compute

|v − v∗| = |v − vα + G(xα)|

≤ |v + G(x) − vα| + |G(xα) − G(x)|

≤ (2−"(α) + |xα − x|)/2

≤ 2−"(α) · 3/4

≤ 2−"(η) · 3/4,

(7.137)

where the last inequality again comes from (7.131). Since any cell β ∈ B(M,F , α)
contains (x, v), we can verify that #(B(M,F , α)) is maximal when the gradation
of the mesh is saturated around η, which is again the configuration represented
on figure 9 (with η̃, x̃∗ and ṽ∗ now replaced by η, x∗ and v∗). Combining this
observation with (7.136) and (7.137), we find that any such β must be drawn in
solid lines on this figure, which makes (4.84) obvious (a closer, yet tedious look
shows that the optimal constant is 7). We also clearly have '(β) ≤ '(η)+2, and
property (4.85) follows then from (7.131). !

7.3 Proof of lemma 4.12

In order to prove lemma 4.12, we let, for a given cell β ∈ M ,

F̃ (M,F , β) =
{

α ∈ T̃(M,F), F−1(cα) ∈ β
}

be the cells of the intermediate (non graded) mesh T̃(M,F) whose center is
backward advected into β. According to the construction of T̃(M,F), it is
readily seen that

'(β) ≤ '(α), for any β ∈ M, α ∈ F̃ (M,F , β). (7.138)

The following lemma states an inverse inequality, which allows to bound the
cardinality of the sets F̃ (M,F , β).
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(x̃∗, ṽ∗)

η̃

2−"(η̃)

Figure 9: maximal change of resolution in a graded mesh.

Lemma 7.1. Provided the advection field satisfies (4.83), we have

'(α) ≤ '(β) + 1, for any β ∈ M, α ∈ F̃ (M,F , β) (7.139)

and there is a constant C such that

sup
β∈M

#(F̃ (M,F , β)) ≤ C (7.140)

for any graded mesh M .

Proof. Given the generic form (4.74) of F , F−1(cα) ∈ β reads

xα ∈ βx (7.141)

vα − G(xα) ∈ βv (7.142)

and from (7.138), we see that (7.141) implies αx ⊂ βx. Now according to the
construction of the mesh T(M,F), we observe that the parent cell α̃ of α is such
that some β̃ ∈ M satisfies

F−1(cα̃) ∈ β̃ (7.143)

and '(β̃) ≥ '(α̃) + 1 = '(α), hence

'(β̃) ≥ '(β). (7.144)

Considering the dyadic structure of the cells, either α and β have same level
and (7.139) is true, or '(α) ≥ '(β) + 1 and then the inclusion αx ⊂ βx leads to
α̃x ⊂ βx. Now from (7.143) we have xα̃ ∈ β̃x, and therefore

β̃x ⊂ βx. (7.145)

This inclusion permits reasoning in the v direction only: we indeed observe that
the graded structure of M prevents vβ and vβ̃ to be arbitrarily close. More
precisely, we can verify that

|vβ − vβ̃ | ≥
"(β̃)
∑

"="(β)

2−" − 1/2 · (2−"(β) + 2−"(β̃)) = 3/2 · 2−"(β)(1 − 2−k)
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where k := '(β̃) − '(β). On the other hand, α̃ being the parent cell of α, we
observe that the stability condition (4.83) yields

|vα − vα̃| + |G(xα̃) − G(xα)| ≤ 1/2 · 2−"(α)(1 + ‖G′‖L∞) ≤ 3/4 · 2−"(α),

so that we have

|vβ − vβ̃ | ≤ |vβ − vα + G(xα)| + |vα − vα̃| + |G(xα̃) − G(xα)| + |vβ̃ − vα̃ + G(xα̃)|

≤ 1/2 · 2−"(β) + 3/4 · 2−"(α) + 1/2 · 2−"(β̃) ≤ 1/2 · 2−"(β)(1 + 3/4 + 2−k),

where the second inequality comes from the above observation combined with
(7.142) and (7.143), and the third one from (7.138). It follows that 3(1−2−k) is
not larger than 7/4 + 2−k, which leads to k < 2, hence (7.139) is proved. From
(7.141)-(7.142), using again condition (4.83), we also have

|xα − xβ | ≤ 1/2 · 2−"(β)

|vα − vβ − G(xβ)| ≤ |vα − G(xα) − vβ | + 1/2|xα − xβ | ≤ 3/4 · 2−"(β),

and this together with (7.139) clearly implies (7.140) (with C = 6).

We shall now prove lemma 4.12. Since every cell α in T̃(M,F) obviously belongs
to at least one set F̃ (M,F , β), above lemma 7.1 gives

#(T̃(M,F)) ≤
⋃

β∈M

#(F̃ (M,F , β)) ≤ C#(M),

and (4.86) follows from remark 3.1.
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[23] F. Filbet and E. Sonnendrücker. Numerical methods for the Vlasov equa-
tion. In F. Brezzi, A. Buffa, S. Escorsaro, and A. Murli, editors, Numerical
Mathematics and Advanced Applications ENUMATH 2001. Springer, 2001.

[24] R.T. Glassey. The Cauchy problem in kinetic theory. Society for Industrial
and Applied Mathematics (SIAM), Philadelphia, PA, 1996.

[25] M. Gutnic, M. Haefele, I. Paun, and E. Sonnendrücker. Vlasov simulations
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