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RL agent

environment

action at state streward rt

“Reinforcement learning is learning
how to map states to actions so as to
maximize a numerical reward signal in
an unknown and uncertain environment.

In the most interesting and challenging
cases, actions affect not only the immedi-
ate reward but also the next situation and
all subsequent rewards (delayed reward).

The agent is not told which actions to take
but it must discover which actions yield
the most reward by trying them (trial-and-
error).”

— Sutton and Barto [1998]
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How to model an RL problem [30min + Hands-on 15min]

How to solve exactly an RL problem [30min]

How to solve incrementally an RL problem [55min]

How to solve approximately an RL problem [55min]

How to trade off exploration and exploitation [55min]

Hands-on sessions [40min]
Inventory problem [link]
RL-Sim [link]
Q-learning [link]
REINFORCE [link]
A2C [link]
Bandit [link]
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