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High dimensional data in data analysis?

Challenges ?
Visualize
Group in relevant clusters

Difficult with high dimensional data!

A classical dimension reduction approach Principal Component
Analysis
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Dimension reduction

How can we reduce dimension to separate observations?
Two examples in this lecture

A linear approach : Principal Component Analysis (PCA)

A non linear alternative : t-distributed stochastic neighbourhood
embedding (t-SNE)



Motivation Principal component analysis t-distributed stochastic neighbourhood embedding (t-SNE)

Dimension reduction

PCA vs t-SNE?
Principal Component analysis (PCA)

preserves the global structure of data.
maps all the clusters as a whole
potential applications : noise filtering, feature extractions, stock
market predictions, and gene data analysis.

t-distributed stochastic neighbourhood embedding (t-SNE)
preserves the local structure of data
potential applications : music analysis, bioinformatics, and
biomedical signal processing
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Principal Component Analysis

Principle : find a linear projection on a low-dimensional space

How can we find the low-dimensional space H?
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Principal Component Analysis
Practical examples with Python

Let us consider a data set describing tree kinds of leafs coming from
the website : https://archive.ics.uci.edu/ml/datasets/Leaf

A toy example
Leaf data set : describe tree kinds of leafs coming from the
website : https://archive.ics.uci.edu/ml/datasets/Leaf
Focus on the two following variables

Elongation : maximal normalized distance between a point of the
leaf and its boundary
Isoperimetric factor : ratio between the area and the square of the
perimeter of the leaf
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Principal Component Analysis
Practical examples with Python

import numpy as np

leaf =

np.loadtxt(’/home/marianne/Downloads/leaf.csv’,

delimiter=’,’)

import pandas as pd

df leaf=pd.DataFrame(np.array([leaf[:,4],leaf[:,7]]).T,columns=[’Elongation’,

’Isoperimetric factor’])

df leaf
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Principal Component Analysis
Practical examples with Python

The Leaf data set
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Principal Component Analysis
Practical examples with Python

import matplotlib.pyplot as plt

fig, ax = plt.subplots()

ax.scatter(leaf[:,4],leaf[:,7])

plt.show()
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Principal Component Analysis
Practical examples with Python

The Leaf data set
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Principal Component Analysis
Practical examples with Python

Some questions
How can we summarize properly using only one variable the
information in this data set?

Which variable allows to separate in the best possible way the
data?

Can we find an orientation along which the variance of the data
is much higher ?
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Principal Component Analysis
Practical examples with Python

Several possibilities....
...the axis of the figure on the left seems to be the best one!
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Principal Component Analysis
Practical examples with Python

We try with a synthetic dataset!
rndn = np.random.randn(500,2)

fig, ax = plt.subplots()

ax.scatter(rndn[:,0],rndn[:,1])

plt.show()
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Principal Component Analysis
Practical examples with Python

Not always possible to find an axis separating properly the data!
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Principal Component Analysis
Principle

How summarize information in a large dataset (n large) living in an
high dimensional space (p large)?
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Principal Component Analysis
Principle

Principal Component Analysis : how does it work?
Denote X the n × p data matrix or design matrix

We want to find specific directions maximizing the variability of
the data which is summarized in the covariance matrix XTX

The k dimensional space H that we are looking for is generated
by the k eigenvectors ui, i = 1, · · · , k associated to the k largest
eigenvalues λi of the matrix XTX
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Principal Component Analysis
Principle

Principal component analysis : how does it work?
The eigenvectors u1, · · · , uk are called the k principal
components.

The eigenvalues λ1 ≥ · · · ≥ λk are the explained variance ratio
corresponding to each principal component

By definition, the k top principal components contain higher
variance from the data.

PCA can then be used as filtering, by selecting only the top
significant PCs
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Principal Component Analysis
Principle

Principal component analysis : how does it work?
Several possible choices for the matrix X :

General PCA : the raw data matrix X = R

Centered PCA: the centered data matrix. the matrix XTX is then
the matrix of empirical covariances

Normed PCA : the normed and centered data matrix. The matrix
XTX is then the matrix of empirical correlations
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Principal Component Analysis
Principle

Principal component analysis : how does it work?
In general n � p (number of observations� number of initial
variables)

It is the reason why we deal with the matrix XTX with dimension
p × p rather than XXT with dimension n × n

These two analysis can both be deduced from the Singular Value
Decomposition of X
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Principal Component Analysis
Practical examples with Python

We import the data from the website :
https://archive.ics.uci.edu/ml/machine-learning-databases/

iris/iris.data



Motivation Principal component analysis t-distributed stochastic neighbourhood embedding (t-SNE)

Principal Component Analysis
Practical examples with Python

Application of a two components PCA and visualization
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Principal Component Analysis
Link with different species?
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Principal Component Analysis
Pro and cons of PCA

Main advantages of PCA
Simple to implement, no tuning

Highly interpretable. We can find decide on how much variance
to preserve using eigenvalues.

Main drawbacks of PCA
It is a global transform which may not preserve local structure
(clusters)

It is sensitive to outliers

An alternative : t-distributed stochastic neighbourhood embedding
(t-SNE)
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t-distributed stochastic neighbourhood embedding (t-SNE)
More on t-SNE : https://lvdmaaten.github.io/tsne/

Principle of SNE (Hinton 2002)
Core idea : define an embedding from a high dimensional space
to a low dimensional one, so that neighborhood identities are
preserved.

Similarity in the high dimensional space of two observations xj

to xi is conditional probability pj|i that xi would pick xj as its
nearest neighbor

This conditional probability p·|i is a Gaussian and depends on the
(known) relative positions of the observations in the original
space
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t-distributed stochastic neighbourhood embedding (t-SNE)
More on t-SNE : https://lvdmaaten.github.io/tsne/

Definition of a probability p·|i associated to each observation xi
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t-distributed stochastic neighbourhood embedding (t-SNE)
More on t-SNE : https://lvdmaaten.github.io/tsne/

The SNE mapping (Hinton 2002)?
yi : counterpart of xi in the low dimensional space, qj|i :
conditional probability that yi would pick yj as its nearest
neighbor

If the map points yi and yj correctly model the similarity between
the high-dimensional data points xi and xj, the conditional
probabilities pj|i and qj|i will be equal, or at least close to each
other

Goal of SNE : find a low-dimensional data representation that
minimizes the mismatch between pj|i and qj|i minimizing∑

i

KL(p·|i, q·|i) (KL Kullback Divergence)
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t-distributed stochastic neighbourhood embedding (t-SNE)
More on t-SNE : https://lvdmaaten.github.io/tsne/

Leads to an optimization problem quite difficult to solve (in
particular non symmetric)
Introduction of t-SNE. Two main differences with SNE

uses a symmetrized version of the SNE cost function
uses a Student-t distribution rather than a Gaussian to compute
the similarity between two points in the low-dimensional space
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t-distributed stochastic neighbourhood embedding (t-SNE)
Practical examples with Python : comparison of PCA and t-SNE on the dataset digits
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t-distributed stochastic neighbourhood embedding (t-SNE)
Practical examples with Python : comparison of PCA and t-SNE on the dataset digits

We now compare

Two dimensional PCA

t-SNE embedding in a two-dimensional space
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t-distributed stochastic neighbourhood embedding (t-SNE)
Practical examples with Python : comparison of PCA and t-SNE on the dataset digits

The PCA answer
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t-distributed stochastic neighbourhood embedding (t-SNE)
Practical examples with Python : comparison of PCA and t-SNE on the dataset digits

The t-SNE answer
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t-distributed stochastic neighbourhood embedding (t-SNE)
Pro and cons of t-SNE

Main advantages of t-SNE
It tries to preserve the local structure(cluster) of data.

It is one of the best dimensionality reduction technique

It can handle outliers.

Main drawbacks of t-SNE
It is not deterministic and iterative so each time it runs, it could
produce a different result.

It is long to run compared to PCA

It involves hyperparameters to tune.
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