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Introduction
One of the most common tasks in Natural Lan-
guage Processing (NLP) is to classify documents
according to different criteria. A crucial step in
this process is to define a notion of document
similarity capable of capturing the information we
would like take into account for the classification.

Even though it does not give a direct way to com-
pute document similarities, the Latent Dirichlet Al-
location (LDA) method [1], is often used to classify
texts. In this work we describe a new distance be-
tween documents based on LDA, Optimal Trans-
port [4] and Word2Vect [3].

LDA and documents distances
Let β be the topics representation matrix. βij :
probability of the word j appearing in a document
of topic i. Shape of β is K × V . K: the number
of topics, V : size of the vocabulary. The following
distance [2] between topics can be defined:

ξij =
∑
v∈V

1βiv 6=01βjv 6=0| log(βiv)− log(βjv)|

Also, θ: document representation. θij : proportion
of words from topic j in document i. Distance be-
tween documents based on the differences between
the proportion of topics they have in common:

σij =
∑
k∈K

1θik 6=01θjk 6=0| log(θik)− log(θjk)|

Wasserstein distance
Let a and b be two 1-Dimension probability distri-
butions andM be a distance matrix of n×n. The
Wasserstein distance between a and b is defined
by:

Wa,b = min
γ∈Rn×n

+

∑
i,j

γi,jMi,j

s.t.γI = a; γT I = b; γ ≥ 1

We compute the distance using [4]
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LDA decomposition applied to the ASRS corpus
The ASRS (Aviation Safety Reporting System) is a reporting system operated by NASA that collects
anonymous reports about accidents or incidents in the United States, having a potential impact for
aviation safety. The dataset contains more that 300K reports. We applied the LDA algorithm to a subset
of this corpus, using 15 for the number of topics.

The LDA outputs LDA topics decomposition on the ASRS
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Applying the new distance to real data
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