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Optimization in deep learning

Figure: Training of multilayer neural networks on MNIST images. (Kingma et Ba,
�ADAM: a method for stochastic optimization", 2014).
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Project : Dynamical study of Adaptive methods,

in collaboration with M. Gazeau, Borealis AI

Our intended goal :

Help the practitioner to choose the initial conditions, the learning rate and
the hyper-parameters

Provide qualitative advice on when to use ADAM instead of SGD.

First step: Build a di�erential theory

Provide a di�erential equation that describes the system;

Study the convergence of the system.

Second step: Practical advice

Find the appropriate intervals where to choose the hyper-parameters;

Find speci�c situations where ADAM converges (or does not converge);

Provide advice to improve the algorithm.
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Thank you for your attention !
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