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Square free words

A square is a non-empty word of the form uu. The period of uu is |u|

A word is square-free if none of its factor is a square.

abcabc is a square.

babcbcabc is not square-free.

abcacbac is square-free.
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Avoiding squares over 4 letters

Theorem
There are arbitrarily long square-free words over {1, 2, 3, 4}.

We show instead a stronger result.

Let Cn be the set of square-free words of length n over {1, 2, 3, 4}.

Lemma
For any integer n,

|Cn+1| ≥ 2|Cn| .
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The proof by induction that |Cn+1| ≥ 2|Cn| for all n

Suppose that for all i < n, |Ci+1| ≥ 2|Ci|.

Then for all i ∈ {0, . . . , n},

|Cn−i| ≤
|Cn|
2i .

Let F = {ua : u ∈ Cn, a ∈ {1, 2, 3, 4}} \ Cn+1, then

|Cn+1| = 4|Cn| − |F| .

For all i, let Fi be the set of words from F that end with a square of
period i. Then |F| ≤

∑
i≥1

|Fi| and

|Cn+1| ≥ 4|Cn| −
∑
i≥1

|Fi|
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Bounding |Fi|

Let w ∈ Fi. The last i letters of w are uniquely determined by the
prefix v of length n + 1 − i. Since v ∈ Cn+1−i,

|Fi| ≤ |Cn+1−i|

≤ |Cn|
2i−1 .

Finally,

|Cn+1| ≥ 4|Cn| −
∑
i≥1

|Fi| ≥ 4|Cn| −
∑
i≥1

|Cn|
2i−1 = |Cn|

4 −
∑
i≥0

2−i


As desired,

|Cn+1| ≥ 2|Cn|
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An old result

The starting point of combinatorics on words.

Theorem (Thue,1906)
There exists arbitrarily long square-free words over {0, 1, 2}.

Many generalizations or variations were studied:

• Cubes, 4th powers, fractional powers,
• patterns, formulas (ABABA),
• k-abelian powers, k-binomial powers, additive powers,
antipowers,

• nonrepetitive colorings of graphs (or other objects).
• ...

6



An old result

The starting point of combinatorics on words.

Theorem (Thue,1906)
There exists arbitrarily long square-free words over {0, 1, 2}.

Many generalizations or variations were studied:

• Cubes, 4th powers, fractional powers,
• patterns, formulas (ABABA),
• k-abelian powers, k-binomial powers, additive powers,
antipowers,

• nonrepetitive colorings of graphs (or other objects).
• ...

6



Fractional repetitions

A word of the form w = xx . . . xy where x is non-empty and y is a
prefix of x is a |w|

|x| -power of period |x|.

• abcab is a 5
3-power of period 3,

• aba is a 3
2-power of period 2,

• abab is a 2-power of period 2.

A word is α-free (resp., α+-free) if it contains no β-power with β ≥ α

(resp. β > α).

Theorem (Dejean’s Conjecture)

For any k > 5, there exists a k
k−1

+-free word over k letters.
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Growth rate over large alphabets

Let L be a language and Ln be the set of words of length n of L. The
growth of L is the quantity

g(L) = lim
n→∞

|Ln|1/n .

Intuitively: |Ln| = C · g(L)n (where C is sub-exponential in n).

Let α(k, x) be the growth of the language of x-free words over the
alphabet {1, 2, . . . , k}.
Conjecture (Shur)
For any fixed integer n ≥ 3 and arbitrarily large integer k the
following holds

α

(
k,

n
n − 1

)
= k + 1 − n − n − 1

k
+ O

(
1
k2

)

α

(
k,

n
n − 1

+
)

= k + 2 − n − n − 1
k

+ O
(

1
k2

)
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The gaps

α(k, x)

4
3

x

1 +O
(

1
k2

)
1
k +O

(
1
k2

)

{

1 +O
(

1
k2

)

21 3
2

5
4



k − 1

k − 4
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The Lemma

Lemma (R.)
Let k and n be two integers with k > n > 1. For all i, let Ci be the
set of n

n−1 -free words of length i over the alphabet {1, 2, . . . , k}. If
γ > 1 is a such that k − (n − 1) γ

γ−1 ≥ γ, then for any integer i,

|Ci+1| ≥ γ|Ci| .

With the right value of γ, it implies:

Corollary (R.)
For any fixed integer n ≥ 3 and arbitrarily large integer k the
following holds

α

(
k,

n
n − 1

)
≥ k + 1 − n − n − 1

k
+ O

(
1
k2

)
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The proof - Part I: Induction and definition of Fp

Lemma (R.)

γ > 1 and k − (n − 1)
γ

γ − 1
≥ γ =⇒ ∀i, |Ci+1| ≥ γ|Ci| .

By induction suppose this holds for any integer smaller than i and
let us show

|Ci+1| ≥ γ|Ci| .

By IHp, for all integer p, |Ci−p| ≤ |Ci|
γp .

Let F = {wa : w ∈ Ci, a ∈ {1, 2, . . . , k}} \ Ci+1. Then

|Ci+1| = k|Ci| − |F| .

For all p, let Fp be the set of words from F that ends with a
forbidden power of period p. Then

|F| ≤
∑
p≥1

|Fp| and |Ci+1| ≤ k|Ci| −
∑
p≥1

|Fp| .
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The proof - Part II: Bounding Fp

Let w be a word of Fp. w = uxy with |x| = p and y prefix of x with

|xy|
|x|

≥ n
n − 1

>
|xy| − 1

|x|
=⇒ |y| =

⌈
p

n − 1

⌉

︸ ︷︷ ︸
p

d p
n−1e︷ ︸︸ ︷d p

n−1e︷ ︸︸ ︷
The last

⌈
p

n−1

⌉
letters are uniquely determined by the prefix:

|Fp| ≤
∣∣∣Ci+1−⌈ p

n−1⌉
∣∣∣ ≤ |Ci|

γ⌈
p

n−1⌉−1
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The proof - Part III: Conclusion of the proof

Recall:

|Ci+1| ≥ k|Ci| −
∑
p≥1

|Fp|

≥ |Ci|

k −
∑
p≥1

1

γ⌈
p

n−1⌉−1



It implies
|Ci+1| ≥ |Ci|

(
k − (n − 1)

γ

γ − 1

)
By assumption k − (n − 1) γ

γ−1 ≥ γ. This implies

|Ci+1| ≥ γ|Ci|
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The conjecture

Theorem (We showed)
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The idea of the proof

Let Πn be the number of nice colorings of some objects of size n
using c colors (an infinite word is a coloring of the integers).
Suppose that there are (ai)i≥1 such that

Πn ≥ cΠn−1 −
∑
i≥1

aiΠn−i .

By induction, suppose that Πi ≥ βΠi−1 for i < n.

Hence,

Πn ≥ Πn−1

c −
∑
i≥1

aiβ
1−i


Find c and β such that β ≥ c −

∑
i≥1 aiβ

1−i .

One can choose
c = min

β
β +

∑
i≥1

aiβ
1−i
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Other uses

Similar ideas were already used in combinatorics on words:

• The power series method for pattern avoidance (Bell and Goh;
Blanchet-Sadri and Woodhouse; Rampersad; Ochem)

• This idea + automaton + linear algebra =⇒ bounds on the
growth rate of repetition free languages (Kolpakov; Kolpakov
and Rao; Shur...),

• R. 2018 avoiding squares under some constraints.

It is easy to apply the same idea to graph colorings, hypergraph
colorings, SAT:

• ? The rest of this talk.
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Nonrepetitive colorings of graphs

A coloring of a graph is nonrepetitive if the sequence of colors of
any path is square-free.

π(G) is the smallest number of colors in any nonrepetitive coloring
of the vertices of G.

Theorem (Thue, 1906)
For any path P, π(P) ≤ 3.

Remark
For all G, χ(G) ≤ π(G).
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List coloring

A k-list assignment of a graph is map that maps every vertex of the
graph to a list of k-colors. A graph is k-list-colorable if for any k-list
assignment L there is a proper coloring of G in which every vertex is
colored by a color of its list.

18
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Nonrepetitive list coloring

πch(G) is the Nonrepetitive choice number of G.

Remark
For all G, π(G) ≤ πch(G).

For every graph G, let ∆(G) be the maximal degree of G.

Theorem (Alon et al., 2002)
For every graph G,

πch(G) ≤ O(∆(G)2) .

The proof uses the Lovász Local Lemma.
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Bounds on πch(P)

Theorem (Grytczuk)
For any path P, πch(P) ≤ 4.

• A first proof using LLL (Grytczuk, 2011)

• A simpler proof using entropy compression (Grytczuk, 2013)
• A simpler proof (Rosenfeld, 15 slides ago, 2020)
• (The power series method also provides a really simple proof)

Open question: πch(P) = 3 for any path P ?
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Graphs of bounded degree

Theorem
For any graph G,

• πch(G) ≤ 216∆2 (Alon et al.,2002)

• πch(G) ≤ 36∆2 (Grytczuk, 2007)

• πch(G) ≤ 16∆2 (Grytczuk, 2007)

• πch(G) ≤ (12.2 + o(1))∆2 (Haranta and Jendro, 2012)

• πch(G) ≤ 10.4∆2 (Kolipaka, Szegedy, and Xu, 2012)

• πch(G) ≤ ∆2 + O(∆5/3) (Dujmovic et al., 2016)

• πch(G) ≤ ∆2 + O(∆5/3) (many other authors)

LLL, entropy compression, local cut lemma of Bernshteyn,
cluster-expansion...
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One more proof

Theorem (R. (Wood version))
For any graph G,

πch(G) ≤ ∆2 + 3 · 2−2/3∆5/3 + 22/3∆4/3 −∆− 24/3∆2/3 + 2 .

For a list assignment L of a graph G, let Π(G,L) be the set of
nonrepetitive L-colorings of G.
Lemma

Fix an integer ∆ > 2 and a real number r ∈ (0, 1). Let β = (∆−1)2

r

and c =
⌈
β + ∆

(1−r)2

⌉
. Then for every graph G, every c-list

assignment L of G and every vertex v of G,

|Π(G,L)| ≥ β|Π(G − v,L)| .

Proof of the Thm: chose r = (1 + 21/3∆−1/3)−1.
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The useful observation

Lemma
For every graph G with maximum degree ∆, for every vertex v of G,
and for every s ∈ N, there are at most s∆(∆− 1)2s−2 paths on 2s
vertices that contain v (where we consider a path to be a subgraph
of G, so that a path and its reverse are counted once).

• v is at distance {0, . . . , s − 1} from the closest end of the path.
• When choosing the first vertex of the short side, there are at
most ∆ choices.

• When choosing any other 2s− 2 vertices there are at most ∆− 1
possible choices for each.

Hence we get at most s∆(∆− 1)2s−2 such paths.
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Proof of the lemma - Part I: Induction, Fi and Fi,p

Lemma

Let β = (∆−1)2

r and c =
⌈
β + ∆

(1−r)2

⌉
. Then for every graph G, every

c-list assignment L of G and every vertex v of G,

|Π(G,L)| ≥ β|Π(G − v,L)| .

Let F be the set of repetitive colorings of G obtained by extending
any coloring of Π(G − v,L).

|Π(G,L)| = c · |Π(G − v,L)| − |F|

Let Fi be the set of colorings of F that contains a repetition of
length 2i. Then

|F| ≤
∑
i≥1

|Fi|

For any path p going through v of length 2i, let Fi,p be the subset of
Fi such that there is a repetition along p.
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For any path p going through v of length 2i, let Fi,p be the subset of
Fi such that there is a repetition along p.
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Proof of the lemma - Part II: Bounding |Fi,p| and |Fi|

Fix p, let p′ be the half of p that contains v. Then any coloring of Fi,p

is uniquely determined by the colors of G − p.

v

Thus, |Fi,p| ≤ |Π(G − p′,L)| ≤ β1−i|Π(G − v,L)| .

By summing over every paths,

|Fi| ≤ β1−i|Π(G − v,L)|i∆(∆− 1)2s−2

≤
(
(∆− 1)2

r

)1−i

|Π(G − v,L)|i∆(∆− 1)2s−2

≤ r1−i|Π(G − v,L)|i∆
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Proof of the lemma - Part III: Conclusion

By definition,

|F| ≤
∑
i≥1

|Fi|

≤ |Π(G − v,L)|∆
∑
i≥1

ir1−i = |Π(G − v,L)| ∆

(1 − r)2

Hence,

Π(G,L) ≥ c · |Π(G − v,L)| − |Π(G − v,L)| ∆

(1 − r)2

By definition, c =
⌈
β + ∆

(1−r)2

⌉
and we get

Π(G,L) ≥ β · Π(G − v,L) .
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Other applications - Hypergraph colorings, Sat...

Theorem (I.M. Wanless and D.R. Wood, 2020)
For all integers r ≥ 3, and ∆ ≥ 1, and for every r-uniform
hypergraph G with maximum degree ∆

χch(H) ≤ c :=

⌈
r − 1
r − 2

((r − 2)∆)1/(r−1)
⌉
.

Theorem (I.M. Wanless and D.R. Wood, 2020)
Let ϕ be a Boolean formula in conjunctive normal form, with
variables v1, . . . , vn and clauses c1, . . . , cm, each with exactly k
literals. Assume that each variable is in at most ∆ := 2k

k−1

(k1
k

)k1

clauses. Then there exists a satisfying truth assignment for ϕ. In
fact, there are at least (2 2

k )
n such truth assignments.

Star coloring (W. and W.), Frugal coloring (W. and W.), (weak) total
nonrepetitive colorings (R.), avoidability of fractional powers (R.),
other nonrepetitive questions (D. R. Wood, 2020), ...
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Conclusion

We successfully applied a simple proof technique from
combinatorics on words to graph theory.

This proof technique seems to be equivalent to entropy
compression. It is much simpler and provide exponential lower
bounds on the number of solutions. Entropy compression provides
algorithmic information.

• Find other applications,
• use computer assisted proof to improve the coefficients ai.
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Thanks !
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