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Abstract

We present various results of the last twenty years converging towards ahomotopical theory of computation.
This new theory is based on two crucial notions :polygraphs(introduced by Albert Burroni) andpolygraphic
resolutions(introduced by François Métayer). There are two motivations for such a theory:

• providing invariants of computational systems to study those systems and prove properties about them;

• finding new methods to make computations in algebraic structures coming from geometry or topology.

This means that this theory should be relevant for mathematicians as well as for theoretical computer scientists,
since both may find useful tools or concepts for their own domain coming from the other one.
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Here are the main notions and results presented in this paper:

1. A presentation of a monoidM is convergentif it is noetherianandconfluent. Such a presentation can be
used to solve theword problem forM [KN85a]. The notion ofcritical peakis crucial here.

2. If a monoidM has a finite convergent presentation, thenM satisfies thehomological conditionFP3 [Sq87].
In particular, the homology groupH3(M) is of finite type.

3. If a monoidM has a finite convergent presentation, thenM hasfinite derivation type[SOK94]. The notion
of 2-congruence on derivationsis crucial here.

4. Finite derivation type implies the conditionFP3 [CO94, La95], but the converse does not hold [SOK94].
Hence, we shall present point 3 before point 2.

5. If a monoidM has a finite convergent presentation, thenM satisfies thehomological conditionFP∞ [Ko90].
In particular, allHn(M) are of finite type.

6. The notion of 2-congruence corresponds to a special case of 3-polygraph. Polygraphs, which are also called
computads, were introduced for studying higher dimensional word problems [Po91, Bu93].

7. Polygraphic resolutionsprovide a natural framework for generalizing point 3 to higher dimension [Me03].
The homology of such a polygraphic resolution coincides with the homology of the monoid [LM].

8. We conjecture that any finite convergent presentation allows to build a polygraphic resolution of finite type.
This would provide an alternative (geometric) proof for point 5.

The following points should also fit in this framework, but they are not presented in this paper:

9. The notion ofGaussian groupis related to the notion of convergent presentation. A typical example is the
group of braidsBn. Kobayashi’s method [Ko90] has been adapted to build resolutions in this case [DL03].
We would like to build polygraphic resolutions in that case.

10. Higher dimensional rewritingis used for encoding term rewriting [Bu93] or for computation in monoidal
categories [La03, Gu06]. We would like to build polygraphicresolutions in that case. This would also give
an appropriate framework for a general theory of coherence.

Sections 1 and 2 present classical definitions and results used in the rest of the paper. Sections 3 and 4 present the
existing theory (in reverse historical order). Section 5 presents the new approach inspired by the previous ones.

The author wishes to thank the anonymous referee for his careful reading and his helpful suggestions.

1 Presentations by generators and relations

1.1 Generators

A monoidis a setM together with an associativeproductx, y 7→ xy and aunit 1. If X ⊂M , we writeX∗ for the
submonoid ofM generated byX , that is the set of finite productsx1x2 · · ·xn with x1, x2, . . . , xn ∈ X , including
the empty product 1. It is the smallest submonoid ofM containingX .

• If X∗ = M , we say thatX generatesM , or thatX is aset of generatorsfor M .

• If X is finite and generatesM , we say thatM is afinitely generated monoid.

• If X generatesM and no strict subset ofX does, we say thatX is aminimal set of generatorsfor M .

Note thatM∗ = M . In particular, any finite monoid is finitely generated.

Proposition 1 If M is a finitely generated monoid andX is a set of generators forM , then there is a finite subset
of X which generatesM . In particular, any minimal set of generators forM is finite.

Indeed, for anyy = x1x2 · · ·xn ∈M with x1, x2, . . . , xn ∈ X , we get a finite setX(y) = {x1, x2, . . . , xn} ⊂ X .
If Y = {y1, y2, . . . , yp} generatesM , so does the finite setX(Y ) = X(y1) ∪X(y2) ∪ · · · ∪X(yp) ⊂ X . �

A group is a monoidG such that eachx ∈ G has aninversex−1 ∈ G. If X ⊂ G, we write〈X〉 for thesubgroup
of G generated byX , that is(X ∪X−1)∗. If 〈X〉 = G, we say thatX generates the groupG. We can also define
the notion offinitely generated groupand the notion ofminimal set of generators for a group.

Note that a group is finitely generated if and only if it is finitely generated as a monoid.
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1.2 Presentations of monoids

If Σ is analphabet, that is a set ofsymbols, we writeΣ∗ for the free monoid generated byΣ, that is the set of
wordsα1α2 · · ·αn with α1, α2, . . . , αn ∈ Σ, including theempty word1. The notationΣ∗ is consistent with the
previous one, sinceΣ∗ is also the submonoid ofΣ∗ generated byΣ.

If M is a monoid, then any mapf : Σ → M extends to a unique morphisṁf : Σ∗ → M . For instance, ifM is
the additive monoidN, andf is defined byf(α) = 1 for eachα ∈ Σ, thenḟ(x) is thelength|x| of the wordx.

A presentation(by generators and relations) is a pair(Σ, R) whereΣ is an alphabet andR is a subset ofΣ∗×Σ∗,
that is a binary relation onΣ∗. Thecongruence generated byR is defined as follows:

• uxv ↔R uyv wheneveru, v ∈ Σ∗, andx R y or y R x;

• x↔∗
R y wheneverx = x0 ↔R x1 ↔R · · · ↔R xn = y.

We get aquotient monoidΣ∗/↔∗
R and acanonical surjectionπR : Σ∗ → Σ∗/↔∗

R. Moreover, iff : Σ →M is a
map such thaṫf(x) = ḟ(y) wheneverx R y, we get a unique morphism̃f : Σ∗/↔∗

R →M such thatf̃ ◦ πR = ḟ .

• If the mapf̃ is bijective, we writeM ∼= Σ∗/↔∗
R and we say that(Σ, R) is apresentation of the monoidM .

This means that the setf(Σ) generatesM , and thatḟ(x) = ḟ(y) if and only if x↔∗
R y.

• If f̃ is bijective and if bothΣ = {α1, . . . , αp} andR = {(x1, y1), . . . , (xq, yq)} are finite, then we write
M ∼= 〈α1, . . . , αp |x1 = y1, . . . , xq = yq〉+ and we say thatM is afinitely presented monoid.

• If f̃ is bijective,f(Σ) is a minimal set of generators and no strict subset ofR generates the congruence↔∗
R,

then we say that(Σ, R) is aminimal presentationof M .

Note that any monoidM has astandard presentation(Σ, R), whereΣ consists of one symbolax for eachx ∈M ,
andR is defined bya1 R 1 andaxay R axy for all x, y ∈M . In particular, any finite monoid is finitely presented.

Lemma 1 For any morphismf : Σ∗/↔∗
R → Ω∗/↔∗

S, there is a morphismϕ : Σ∗ → Ω∗ such thatπS◦ϕ = f◦πR.

ϕ
Σ∗ −→ Ω∗

πR ↓ ↓πS

Σ∗/↔∗
R −→ Ω∗/↔∗

Sf

Indeed, it suffices to defineϕ(α) for eachα ∈ Σ, using the fact thatπS is surjective.�

Proposition 2 If M is a finitely presented monoid andM ∼= Σ∗/↔∗
R whereΣ is finite, then there is a finite subset

of R which generates↔∗
R. In particular, any minimal presentation ofM is finite.

Indeed, if(Ω, S) is a finite presentation ofM , there is an isomorphismf : Σ∗/↔∗
R

∼
→ Ω/↔∗

S. Applying lemma 1
to f andf−1, we get two morphismsϕ : Σ∗ → Ω∗ andϕ : Ω∗ → Σ∗ such that the following properties hold:

ϕ(x)↔∗
S ϕ(y) wheneverx R y, ϕ(x)↔∗

R ϕ(y) wheneverx S y, x↔∗
R ϕ(ϕ(x)) for anyx ∈ Σ∗.

Hence,↔∗
R is generated by the finite relationR′ defined byϕ(x) R′ ϕ(y) wheneverx S y, andα R′ ϕ(ϕ(α)) for

eachα ∈ Σ. By the same argument as for proposition 1, we get a finite subset ofR which generates↔∗
R. �

1.3 Presentations of groups

If Σ is an alphabet, we write〈Σ〉 for the free group(Σ ∪Σ)∗/↔∗
R whereΣ = {α |α ∈ Σ} is a disjoint copy ofΣ

andR is defined byαα R 1 andαα R 1 for eachα ∈ Σ.

We identify eachα ∈ Σ with its congruence classπR(α) ∈ 〈Σ〉, so thatπR(α) = α−1 and〈Σ〉 = (Σ ∪ Σ−1)∗,
that is the subgroup of〈Σ〉 generated byΣ. Hence, the notation〈Σ〉 is consistent with the previous one.

A presentation of groupis a pair(Σ, X), whereX ⊂ (Σ∪Σ)∗. It is apresentation of the groupG if G ∼= 〈Σ〉/H ,
whereH is the normal subgroup of〈Σ〉 generated byπR(X). This means thatG ∼= (Σ ∪Σ)∗/↔∗

RX
whereRX is

defined byαα RX 1 andαα RX 1 for eachα ∈ Σ, andx RX 1 for eachx ∈ X .

In particular, if bothΣ = {α1, . . . , αp} andX = {x1, . . . , xq} are finite, we writeG ∼= 〈α1, . . . , αp |x1, . . . , xq〉,
which meansG ∼= 〈α1, α1, . . . , αp, αp |α1α1 = 1, α1α1 = 1, . . . , αpαp = 1, αpαp = 1, x1 = 1, . . . , xq = 1〉+.
Note that a groupG is finitely presented if and only if it is finitely presented asa monoid.

3



1.4 Examples

Here are some basic examples of finite presentations of groups and monoids:

• Z ∼= B2
∼= 〈a〉 ∼= 〈a, a | aa = 1, aa = 1〉+ (free group generated by one element, or 2-braids);

• Z ∗ Z ∼= 〈a, b〉 ∼= 〈a, a, b, b | aa = 1, aa = 1, bb = 1, bb = 1〉+ (free group generated by two elements);

• N2 ∼= 〈a, b | ab = ba〉+ (free commutative monoid generated by two elements);

• Z2 ∼= 〈a, b |aba−1b−1〉 ∼= 〈a, a, b, b | aa = 1, aa = 1, bb = 1, bb = 1, ab = ba〉+ (free commutative group);

• Z2
∼= S2

∼= 〈a | a2〉 ∼= 〈a | a2 = 1〉+ (integers modulo 2, or permutations of 2 elements);

• S3
∼= 〈a, b |a2, b2, abab−1a−1b−1〉 ∼= 〈a, b |a2 = 1, b2 = 1, aba = bab〉+ (permutations of 3 elements);

• B3
∼= 〈a, b |abab−1a−1b−1〉 ∼= 〈a, a, b, b | aa = 1, aa = 1, bb = 1, bb = 1, aba = bab〉+ (3-braids);

• B
+
3
∼= 〈a, b |aba = bab〉+ (positive 3-braids).

2 Word rewriting

2.1 Rewrite rules and reductions

If (Σ, R) is a presentation, eachρ = (x, y) ∈ R can be seen as arewrite rulex
ρ
→ y, with sourcex andtargety:

x

ρ

y

An elementary reductionis a formal productuxv
uρv
→ uyv whereu, v are words andx

ρ
→ y is a rule:

vu x

ρ

y

A reductionx
r
→ y is a finite sequencex = x0

r1→ x1
r2→ x2 · · ·xn−1

rn→ xn = y of elementary reductions:

...

x

r2

r1

y

rn

Each rule is considered as an elementary reduction, and any elementary reduction is seen as a reduction of length 1.

If x
r
→ y andy

s
→ z are reductions, we writer ∗ s for thecomposed reductionx

r
→ y

s
→ z. Furthermore, there is

anempty reductionx
x
→ x for any wordx ∈ Σ∗. So we get acategory of reductions(Σ, R)∗.

Note also that for any wordu and for any reductionx
r
→ y, we can define two reductionsux

ur
→ uy andxu

ru
→ yu.
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2.2 Termination and confluence

Thereduction relation generated byR is the smallest order relation containingR which is compatible with product:

• uxv →R uyv wheneveru, v ∈ Σ∗ andx R y;

• x→∗
R y wheneverx = x0 →R x1 →R · · · →R xn = y.

In other words,x→∗
R y whenever there is a reductionx

r
→ y, andx→R y whenever there is an elementary one.

We say that a wordx is reducibleif there is some wordy such thatx→R y. Otherwise, we say thatx is reduced.

We say that a property isR-hereditaryif, whenever it holds for eachy such thatx→R y, then it also holds forx.
In particular, such a property holds for all reduced words.

Proposition 3 For any presentation(Σ, R), the following properties are equivalent:

• There is no infinite reductionx0 →R x1 →R · · · →R xn →R xn+1 →R · · · (termination).

• AnyR-hereditary property holds for all words (noetherian induction principle).

Indeed, ifx does not satisfy someR-hereditary property, then we can build an infinite reduction starting fromx.
Conversely, termination can be proved by noetherian induction. �

In that case, we say that the presentation isnoetherian. This implies that the source of a rule can never be empty.
Moreover, for any wordx, there is a reducedx′ such thatx→∗

R x′. This is proved by noetherian induction onx.

In order to prove that a presentation(Σ, R) is noetherian, it suffices to exhibit atermination orderingfor it, that is
a strict well-founded ordering≺ which containsR and which is compatible with product. For instance,≺may be
defined byx ≺ y whenever|x| < |y|, or |x| = |y| andx is strictly smaller thany for some lexicographical ordering.

Proposition 4 If the presentation(Σ, R) is noetherian, then the following properties are equivalent:

• If x→∗
R y andx→∗

R z wherey andz are reduced, theny = z (uniqueness of the reduced form).

• If x↔∗
R y, there isz such thatx→∗

R z andy →∗
R z (Church-Rosser property).

• If x→∗
R y andx→∗

R z, there ist such thaty →∗
R t andz →∗

R t (confluence).

• If x→R y andx→R z, there ist such thaty →∗
R t andz →∗

R t (local confluence).

∗

x

y z

t∗ ∗
y

x

z=
∗ ∗

x y

z∗ ∗

∗
x

y z

t∗ ∗

∗

Indeed, it is easy to see that each property implies the next one. Furthermore, assuming local confluence, we prove
uniqueness of the reduced form by noetherian induction onx:

• If x is reduced, thenx is the unique reduced form ofx.

• Otherwise, assume thatx→R y′ andx→R z′ wherey′ andz′ are reduced. Sincex is reducible, we gety, z
such thatx→R y →∗

R y′ andx→R z →∗
R z′. By local confluence, there ist such thaty →∗

R t andz →∗
R t.

By termination, there is a reducedt′ such thatt→∗
R t′, and by induction hypothesis, we gety′ = t′ = z′. �

y′ = t′ = z′

x

y z

t∗ ∗

∗ ∗ ∗

If a notherian presentation satisfies one of the above properties, we say that it isconvergent.
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2.3 Critical peaks

A peak of sourcex is a pairp = (r, s) of elementary reductions whose common source isx:

s

y

s

z

rxx

y z

r

Such a peak isconfluentif there ist such thaty →∗
R t andz →∗

R t. Note the following points:

• If p = (r, s) is a confluent peak, so isq = (s, r). Hence we can identifyq with p.

• If u is a word andp = (r, s) is a confluent peak, so are the peaksup = (ur, us) andpu = (ru, su).

• If x
r
→ y is an elementary reduction, thenp = (r, r) is a confluent peak.

• If x
r
→ y andz

s
→ t are elementary reductions, thenp = (rz, xs) is a confluent peak.

In the latter case, we say that the elementary reductionsrz andxs aredisjoint.

s

y

x

r z

t

A peak iscritical if it is not of the formup or pu with u 6= 1, and if its reductions are neither equal nor disjoint.
Hence it is necessarily of one of the following two forms:

• anoverlap(ρv, uσ) whereux
ρ
→ y andxv

σ
→ z are rules andu, x, v 6= 1;

• an inclusion(uρv, σ) wherex
ρ
→ y anduxv

σ
→ z are rules andux, xv 6= 1.

xρ

y

σ

vx

u

z

y

ρ

σ

z

vu

Proposition 5 If all critical peaks of a presentation are confluent, then all peaks are confluent.

This follows directly from the above remarks.�

Corollary 1 If a presentation is notherian and all its critical peaks areconfluent, then it is convergent.

2.4 Decision problems

If (Σ, R) is a convergent presentation, we writex̂ for thereduced formof x, that is the uniquex′ such thatx→∗
R x′.

By Church-Rosser, we havex↔∗
R y if and only if x̂ = ŷ.

Proposition 6 If (Σ, R) is a finite convergent presentation, then↔∗
R is a decidable relation.

It suffices indeed to compare reduced forms, which are obviously computable in that case.�

If ↔∗
R is a decidable relation, one says thatM has a decidable word problem. In fact, this property does not depend

on the choice of the presentation. It may also happen in the case of an infinite presentation. See for instance [LP91].

Proposition 7 Convergence is a decidable property for any finite noetherian presentation.

Indeed, there are finitely many critical peaks in that case, and they are obviously computable.�
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2.5 Reduced presentations

We say that a convergent presentation(Σ, R) is reducedif each symbolα ∈ Σ is reduced, and for each rulex
ρ
→ y,

the sourcex is only reducible byρ, whereas the targety is reduced. So we can identify the ruleρ with its sourcex.
Moreover, each critical peakp is an overlap and is determined by its sourcex. So we can also identifyp with x.

For instance, the standard presentation of a monoid is convergent but not reduced, becausea1 is not reduced.

Proposition 8 [KN85a] For any convergent presentation, there is a reduced one withno more symbols and rules.

In particular, any monoidM has areduced standard presentation(Σ, R), whereΣ consists of one symbolax for
eachx 6= 1 in M , andR is defined byaxay R 1 wheneverxy = 1 andaxay R axy wheneverxy 6= 1.

Corollary 2 If M has a finite convergent presentation, then it has a finite reduced convergent presentation.

Note that a weaker notion ofminimal convergent presentationis used in [LP91].

2.6 Examples

Here are some examples of finite reduced convergent presentations:

• N2 ∼= 〈a, b | ab→ ba〉+, with no critical peak;

• Z2
∼= 〈a | a2 → 1〉+, with 1 critical peak:a3;

• Z ∼= 〈a, a | aa→ 1, aa→ 1〉+, with 2 critical peaks:aaa, aaa;

• Z ∗ Z ∼= 〈a, a, b, b | aa→ 1, aa→ 1, bb→ 1, bb→ 1〉+, with 4 critical peaks:aaa, aaa, bbb, bbb;

• S3
∼= 〈a, b |a2 → 1, b2 → 1, aba→ bab〉+, with 5 critical peaks:a3, b3, a2ba, aba2, ababa.

Note that we writex→ y instead ofx = y, since we consider each relation as a rewrite rule.

In particular, if we writea2 A
→ 1, b2 B

→ 1, aba
C
→ bab for the rules in the latter presentation, the confluence of the

critical peaks is given by the following diagrams:

a2b

a3

a

Aa aA

b3

b

Bb bB Cb

a2ba
aC

abab

ba
baB

bab2

Aba

aba2

Ca

baba

ab
Bab

bC

b2ab

abA

ababa
Cba

bab2a

abC

ab2ab

b
bA Ab

baBa aBab

ba2

The following presentations are noetherian, but not convergent:

• Z2 ∼= 〈a, a, b, b | aa→ 1, aa→ 1, bb→ 1, bb→ 1, ab→ ba〉+, sinceaab andabb are non confluent peaks;

• B
+
3
∼= 〈a, b |aba→ bab〉+, sinceababa is a non confluent peak.

Nevertheless, both monoids have finite (reduced) convergent presentations:

• Z2 ∼= 〈a, a, b, b | aa→ 1, aa→ 1, bb→ 1, bb→ 1, ab→ ba, ab→ ba, ab→ ba, ab→ ba〉+;

• B
+
3
∼= 〈a, b, c |ab→ c, ca→ bc, bcb→ cc, ccb→ acc〉+.

The first presentation is obtained by introducingderivable relationsin order to make all critical peaks confluent.
This algorithm is called theKnuth-Bendix completion. See [KN85a]. In fact, the Knuth-Bendix completion does
not always terminates, but when it does, it produces a finite convergent presentation which solves the word problem.

The second one is obtained by introducing asuperfluous generatorc together with the ruleab→ c, and by applying
the Knuth-Bendix completion. In fact,B+

3 has no convergent presentation with 2 generators. See [KN85b].
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3 Finite derivation type

3.1 2-congruences on reductions

Consider a presentation of monoid(Σ, R). We writer ‖ s if x
r,s
→ y are parallel reductions. A2-congruence on

reductionsis an equivalence relation∼ defined on parallel reductions and satisfying the followingproperties:

• urv ∼ usv for any wordsu, v and for any reductionsx
r,s
→ y such thatr ∼ s (compatibility with product);

• r ∗ s ∼ r′ ∗ s′ for any reductionsx
r,r′

→ y
s,s′

→ z such thatr ∼ r′ ands ∼ s′ (compatibility with composition);

• rz ∗ ys ∼ xs ∗ rt for any reductionsx
r
→ y andz

s
→ t (exchange).

s

x

y

r

z

t

For instance,‖ is themaximalor full 2-congruence.

If P is any set of pairs of parallel reductions, we define the2-congruence∼P generated byP , that is the smallest
2-congruence containingP . If P is finite, we say that the 2-congruence∼P is finitely generated.

The exchange property expresses the fact that a 2-congruence does not see the relative order of disjoint reductions.
Because of this requirement,= is not a 2-congruence, but it would be the case if we were considering thestrict
monoidal category of reductions〈Σ, R〉+ = (Σ, R)∗/≡, where≡ is theminimal 2-congruence∼∅.

3.2 2-congruences on derivations

If x
ρ
→ y is a rule, we writey

ρop

→ x for thereverse rule. A reduction for thesymmetrized presentation(Σ, R∪Rop),
whereRop = {ρop | ρ ∈ R}, is called aderivation. The notationρop is extended to all derivations as follows:

• (ρop)op = ρ for each rulex
ρ
→ y in R;

• (uρv)op = uρopv for any wordsu, v and for eachx
ρ
→ y in R ∪Rop;

• (r1 ∗ r2 ∗ · · · ∗ rn)op = rop
n ∗ · · · ∗ rop

2 ∗ rop
1 for any derivationx0

r1→ x1
r2→ x2 · · ·xn−1

rn→ xn.

A 2-congruence on derivationsis a 2-congruence≈ for (Σ, R ∪Rop) satisfying the following extra property:

• r ∗ rop ≈ x androp ∗ r ≈ y for any derivationx
r
→ y (invertibility).

In fact, it suffices to check this property for each rulex
ρ
→ y.

For instance,‖ is themaximalor full 2-congruence on derivations.

If P is any set of pairs of parallel derivations, we can define the2-congruence on derivations≈P generated byP ,
that is∼Q, whereQ is defined byρ ∗ ρop Q x andρop ∗ ρ Q y for each rulex

ρ
→ y, andr Q s wheneverr P s.

Again,= is not a 2 congruence on derivations, but it would be the case if we were considering thestrict monoidal
groupoid of derivations〈Σ, R〉 = (Σ, R ∪Rop)∗/≡, where≡ is theminimal 2-congruence on derivations≈∅.

If P is finite, we say that the 2-congruence≈P on derivations isfinitely generated. This implies that≈P is also
finitely generated as a 2-congruence for(Σ, R∪Rop), at least whenR is finite. We say that a monoidM hasfinite
derivation typeif M has a finite presentation such that the full 2-congruence on derivations‖ is finitely generated.

Theorem 1 [SOK94]AssumeM has finite derivation type andM ∼= Σ∗/↔∗
R where(Σ, R) is a finite presentation.

If P generates the full 2-congruence‖ on derivations for(Σ, R), there is a finite subset ofP which generates‖.

The proof is essentially the same as the one for proposition 2. �

In fact, the statement given in [SOK94] is slightly weaker: It only says that‖ is finitely generated.
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3.3 Case of a convergent presentation

If the presentation(Σ, R) is convergent, we can choose aclosurefor each critical peakp = (r, s), that is a pair of
parallel reductionsp⋄ = (r ∗ s\r, s ∗ r\s). We writeR⋄ for the set of all those closures.

In the case of an overlap, we get the following pictures:

u

uxv

t

ρv

yv

uσ

uz

uσ\ρv ρv\uσ

t

y

v

z

t

σ

ρ x

uσ\ρv

ρv\uσ

In fact, the disk should be seen as a sphere, obtained by identifying the upper boundaryt with the lower one.

Lemma 2 For any peakp = (r, s), there is a closurep⋄ = (r ∗ s\r, s ∗ r\s) such thatr ∗ s\r ∼R⋄ s ∗ r\s.

The closure is obtained as in the proof of proposition 5. Then, we use exchange and compatibility with product.�

Lemma 3 r ∼R⋄ s for any parallel reductionsx
r,s
→ x̂.

This is proved by noetherian induction as for proposition 4,using lemma 2 and compatibility with composition.�

Theorem 2 [SOK94] If (Σ, R) is a convergent presentation, thenr ≈R⋄ s for any parallel derivationsx
r,s
→ y.

Indeed, we can choose a reductionx
Λ(x)
→ x̂ for each wordx. By lemma 3, we getr ∗ Λ(y) ∼R⋄ Λ(x), so that

r ∗ Λ(y) ≈R⋄ Λ(x) andr ≈R⋄ r ∗ Λ(y) ∗ Λ(y)op ≈R⋄ Λ(x) ∗ Λ(y)op, and similarly fors. Hence,r ≈R⋄ s. �

Λ(y)

r

s
yx

x̂ = ŷ

Λ(x)

Corollary 3 If M has a finite convergent presentation, thenM has finite derivation type.

4 Derivations and homology

4.1 Homology of monoids

If M is a monoid, we writeZM for thering of M , which is the free abelian group generated by the setM , together
with a product extending the one ofM . A (left) ZM -moduleis an abelian group together with a linear action ofM .

A complex ofZM -modulesis an infinite sequenceC0
δ0← C1

δ1← C2 · · ·Cn
δn← Cn+1 · · · of ZM -linear maps such

thatδn ◦ δn+1 = 0, that isim δn+1 ⊂ ker δn, for eachn. Such a complex isexactif im δn+1 = ker δn for eachn.

If S is a set, thefree actionof M on the setM ·S = M ×S is defined byx · (y, ξ) = (xy, ξ). We writeξ for (1, ξ)
andx · ξ for (x, ξ). Finally, we writeZM · S for the freeZM -module generated byS, which is the free abelian
group generated by the setM · S, together with a linear action ofM extending the one ofM onM · S.

A resolution ofZ by freeZM -modulesis an exact complex0 ← Z
ε
← C0

δ0← C1
δ1← C2 · · ·Cn

δn← Cn+1 · · ·
whereZ stands for theZM -module defined by thetrivial action of M on the abelian groupZ, andCn is a free
ZM -moduleZM · Sn for eachn. The head0← Z ensures thatε is surjective (by exactness).

Any partial resolution0← Z
ε
← C0

δ0← C1
δ1← C2 · · ·Cn

δn← Cn+1 extends to a full one. In particular, such a full
resolution exists. Moreover, it isunique up to homotopical equivalence. See [Ma63, Sp66, Br82] for more details.

By trivializing the action ofM , we get a complexZ · S0
∂0← Z · S1

∂1← Z · S2 · · ·Z · Sn
∂n← Z · Sn+1 · · · of free

abelian groups, which is not exact in general. Hence, we get ahomology groupHn(M) = ker∂n−1/ im∂n for
eachn ≥ 1. This abelian group does not depend on the choice of the resolution: it is aninvariantof the monoid.
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4.2 A partial resolution

We choose a presentation(Σ, R) of the monoidM , and ifx ∈ Σ∗, we writex̃ for the corresponding element inM .

We define[x]1 ∈ ZM ·Σ for any wordx as follows:

• [1]1 = 0, and[αx]1 = α + α̃ · [x]1 for each symbolα and for any wordx.

Similarly, we define[r]2 ∈ ZM · R for any derivationx
r
→ y as follows:

• [ρ]2 = ρ and[ρop]2 = −ρ for each rulex
ρ
→ y in R;

• [uρv]2 = ũ · [ρ]2 for any wordsu, v and for eachx
ρ
→ y in R ∪Rop;

• [r1 ∗ r2 ∗ · · · ∗ rn]2 = [r1]2 + [r2]2 + · · ·+ [rn]2 for any derivationx0
r1→ x1

r2→ x2 · · ·xn−1
rn→ xn.

Lemma 4 The following properties hold:

• [xy]1 = [x]1 + x̃ · [y]1 for any wordsx, y;

• [urv]2 = ũ · [r]2 for any wordsu, v and for any derivationx
r
→ y;

• [r ∗ s]2 = [r]2 + [s]2 for any derivationsx
r
→ y

s
→ z.

Finally, we fix a setP of pairs of parallel derivations and we build the following partial complex ofZM -modules:

0← Z
ε
← ZM

δ0← ZM · Σ
δ1← ZM · R

δ2← ZM · P.

Theaugmentationε is defined byε(1) = 1, and theZM -linearboundariesare defined as follows:

• δ0(α) = α̃− 1 for each symbolα ∈ Σ;

• δ1(ρ) = [y]1 − [x]1 for each rulex
ρ
→ y in R;

• δ2(r, s) = [s]2 − [r]2 for each pair of parallel derivations(r, s) ∈ P .

Lemma 5 The following properties hold:

• δ0[x]1 = x̃− 1 for any wordx;

• δ1[r]2 = [y]1 − [x]1 for any derivationx
r
→ y.

Clearly, we haveε◦ δ0 = 0. By this lemma, we get the other conditions for a complex:δ0 ◦ δ1 = 0 andδ1 ◦ δ2 = 0.

Lemma 6 [s]2 − [r]2 ∈ im δ2 wheneverr ≈P s.

To show this lemma, it suffices to check that the relation≈, defined byr ≈ s wheneverr ‖ s and[s]2−[r]2 ∈ im δ2,
is a 2-congruence on derivations.�

Theorem 3 [CO94, La95]If M ∼= Σ∗/↔∗
R andP generates the full 2-congruence on derivations for(Σ, R), then

the complex0← Z
ε
← ZM

δ0← ZM ·Σ
δ1← ZM ·R

δ2← ZM · P is a partial resolution ofZ by freeZM -modules.

If M has finite derivation type, we get a partial resolution ofZ by freeZM -modules whereΣ, R andP are finite.
In that case, we say thatM satisfies thehomological conditionFP3.

Corollary 4 If M has finite derivation type, then the homology groupH3(M) is of finite type.

Indeed,ker ∂2 is a subgroup ofZ · P whereP is finite. HenceH3(M) = ker ∂2/ im ∂3 is of finite type.�

The converse does not hold. A counterexample is given in [SOK94], using theorem1. See also [CO96].

Corollary 5 If M has a finite convergent presentation, then the homology group H3(M) is of finite type.

This follows from theorem 1 and corollary 4.�

A direct proof of this statement was given in [Sq87]. See also[LP91].

Corollary 6 If M has a convergent presentation without critical peak, thenHn(M) = 0 for all n ≥ 3.

Indeed, ifP = ∅ thenZM · P = 0, so that0← Z
ε
← ZM

δ0← ZM · Σ
δ1← ZM · R← 0 is a full resolution.�
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4.3 A contracting homotopy

To prove theorem 3, we build acontracting homotopy, which consists of four morphisms of abelian groups:

Z
η
→ ZM

γ0
→ ZM ·Σ

γ1
→ ZM ·R

γ2
→ ZM · P.

Those morphisms, which need not to beZM -linear, must satisfy the following four conditions:

• ε ◦ η = idZ;

• δ0 ◦ γ0 + η ◦ ε = idZM ;

• δ1 ◦ γ1 + γ0 ◦ δ0 = idZM·Σ;

• δ2 ◦ γ2 + γ1 ◦ δ1 = idZM·R.

In that case indeed,ε is surjective by the first condition. Similarly,ker ε = im δ0 follows from the second condition,
ker δ0 = im δ1 from the third one, andker δ1 = im δ2 from the last one.

We choose acanonical formin each congruence class for↔∗
R, and we writêx for the canonical form of a wordx.

Note that̂x does not need to be reduced, but the following properties hold for any wordsx, y:

̂̂x = x̂, ̂̂xy = x̂y = x̂ŷ, x̃ = ỹ if and only if x̂ = ŷ.

We choose acanonical derivationx
Λ(x)
→ x̂ for each wordx. Note thatΛ(x) does not need to be a reduction.

The first morphism is defined byη(1) = 1, and the next two morphisms are defined as follows:

• γ0(ũ) = [û]1 for anyũ ∈M ;

• γ1(ũ · α) = −[Λ(ûα)]2 for anyũ ∈M andα ∈ Σ.

The first conditionε ◦ η = idZ is obviously satisfied, and the next two conditions follow from lemma 5.

Finally, we define theleft derivationûx
Λu(x)
−→ ûx by induction onx:

• Λu(1) is the empty derivation̂u for any wordu;

• Λu(αx) = Λ(ûα)x ∗ Λuα(x) for any wordsu, x and for each symbolα.

Λ(ûα)

ûα

ûαx

Λuα(x)

xû α

Note that in general,Λu(x) is not the derivationΛ(ûx). Note also thatΛu(x) depends only oñu andx.

Lemma 7 γ1(ũ · [x]1) = −[Λu(x)]2 for anyũ ∈M and for any wordx.

Using this lemma, we getγ1(δ1(ũ · ρ)) = [Λu(x)]2 − [Λu(y)]2 for any ũ ∈ M and for each rulex
ρ
→ y, so that

ũ · ρ− γ1(δ1(ũ · ρ)) = [ûρ]2 + [Λu(y)]2 − [Λu(x)]2 = [ûρ ∗ Λu(y)]2 − [Λu(x)]2, whereûρ ∗ Λu(y) ‖ Λu(x).

ûρ
ûyûx

ûx = ûy

Λu(x) Λu(y)

If ‖ coincides with≈P , we can defineγ2(ũ · ρ) using lemma 6, in such a way that the last condition is satisfied.
Hence, we have proved theorem 3.
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4.4 Case of a convergent presentation

If (Σ, R) is a reduced convergent presentation, we can define the resolution using reductions instead of derivations.
First, we use the setP of critical peaks as a set of generators forker δ1, and we defineδ2 as follows:

• δ2(p) = [s]2 + [r\s]2 − [r]2 − [s\r]2 for each critical peakp = (r, s).

r\s

x

t

r

y

s

z

s\r

Moreover, for the contracting homotopy, we can choose the reduced formx̂ and theleftmost reductionx
Λ(x)
→ x̂

which consists in reducing the leftmost reducible prefix ofx first. In that case, we getΛu(x) = Λ(ûx). See [LP91].

Consider for instance the presentationS3
∼= 〈a, b |a2 A

→ 1, b2 B
→ 1, aba

C
→ bab〉+. In that case, we get:

Σ = {a, b}, R = {A, B, C}, P = {(Aa, aA), (Bb, bB), (Aba, aC), (Ca, abA), (Cba, abC)}.

The partial resolution0← Z
ε
← ZM

δ0← ZM · Σ
δ1← ZM · R

δ2← ZM · P is defined by the following equations:

{
δ0(a) = ã− 1,

δ0(b) = b̃− 1,





δ1(A) = −a− ã · a,

δ1(B) = −b− b̃ · b,

δ1(C) = b + b̃ · a + b̃a · b− a− ã · b− ãb · a,




δ2(Aa, aA) = ã ·A−A,

δ2(Bb, bB) = b̃ ·B −B,

δ2(Aba, aC) = ã · C + C + b̃a ·B −A,

δ2(Ca, abA) = ãb · A− C − b̃ · C −B,

δ2(Cba, abC) = ãb · C + ã · B + A− C − b̃a ·B − b̃ ·A.

The partial complexZ
∂0← Z · Σ

∂1← Z ·R
∂2← Z · P is obtained by replacing each̃u by 1 in the above equations:

{
∂0(a) = 0,
∂0(b) = 0,





∂1(A) = −2a,
∂1(B) = −2b,
∂1(C) = b− a,





∂2(Aa, aA) = 0,
∂2(Bb, bB) = 0,

∂2(Aba, aC) = 2C + B −A,
∂2(Ca, abA) = A−B − 2C,

∂2(Cba, abC) = 0.

Hence, we get the following invariants:

• H1(S3) ∼= Z/2Z since∂0 = 0 andim ∂1 is the free abelian group generated byb− a andb + a;

• H2(S3) ∼= 0 sinceker ∂1, as well asim ∂2, is the free abelian group generated by2C + B −A.

We cannot computeH3(S3) at this stage, since∂3 is missing, but we know that it can be generated by 4 elements,
sinceker ∂2 is the free abelian group generated by(Aa, aA), (Bb, bB), (Cba, abC) and(Aba, aC)− (Ca, abA).

In fact, another notion is needed in order to extend the partial resolution. Acritical 3-peakis an overlap of 3 rules:

τρ

σ

τ ρ

σ

τ ρ

σ

Theorem 4 [Sq87] If M ∼= Σ∗/↔∗
R where(Σ, R) is a reduced convergent presentation without critical 3-peak,

then the complex0← Z
ε
← ZM

δ0← ZM ·Σ
δ1← ZM ·R

δ2← ZM ·P ← 0 is a resolution ofZ by freeZM -modules.

Corollary 7 If M has a reduced convergent presentation without critical 3-peak, thenHn(M) = 0 for all n ≥ 4.

Theorem 4 is used in [Sq87] to computeH3(M) for some finitely presented monoidM which has a decidable word
problem, but no finite convergent presentation. In that case, an infinite presentation is used. See also [LP91, KK97].
However, this theorem is useless for most examples, since ingeneral, there are critical 3-peaks.
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4.5 A full resolution

Using a reduced convergent presentation(Σ, R), it is possible to build a full resolution.

A word x is critical if x is reducible, but every proper prefix ofx is reduced. Ann-chainis a wordx = u1u2 · · ·un

whereu1 is a symbolα, all wordsu2, u3, . . . , un are reduced, and all wordsu1u2, u2u3, . . . , un−1un are critical.
In particular,u1, u2, . . . , un 6= 1. In that case, it is easy to see that the decompositionx = u1u2 · · ·un is unique.

We writeΣ(n) for the set of alln-chains. Note thatΣ(1) can be identified with the alphabetΣ, andΣ(2) with R.
Moreover,Σ(3) is a subset of the set of all critical peaks, andΣ(4) is a subset of the set of all critical 3-peaks.

Theorem 5 [Ko90] If M ∼= Σ∗/↔∗
R where(Σ, R) is a reduced convergent presentation, then there is a resolution

of the form0← Z
ε
← ZM

δ0← ZM ·Σ(1) δ1← ZM ·Σ(2) · · ·ZM · Σ(n) δn← ZM ·Σ(n+1) · · ·

In particular, if(Σ, R) is finite, so is the setΣ(n) for eachn. Hence,M satisfies thehomological conditionFP∞.

Corollary 8 If M has a finite convergent presentation, then the homology group Hn(M) is of finite type for alln.

The proof of theorem 5 given in [Ko90] is purely algebraic, and does not use any notion of reduction or derivation.
We are looking for a geometric (or homotopical) proof of thisresult. This will be the point of section 5.

4.6 Bar resolution

If we apply theorem 5 to the reduced standard presentation ofa monoidM , we get thenormalized bar resolution.
In that case, ann-chain is a sequencex1, x2, . . . , xn in M with x1, x2, . . . , xn 6= 1. We write[x1| · · · |xn] for the
corresponding generator inZM ·Σ(n). Then, the normalized bar resolution is given by the following formula:

δn−1[x1| · · · |xn] = x1 · [x2| · · · |xn] +

n−1∑

i=1

(−1)i[x1| · · · |xi−1|xixi+1|xi+2| · · · |xn] + (−1)n[x1| · · · |xn−1].

Here, we use the convention that[x1| · · · |xn] = 0 wheneverxi = 1 for somei. In particular, we get:

• δ0[x] = x− 1;

• δ1[x|y] = x · [y]− [xy] + [x];

• δ2[x|y|z] = x · [y|z]− [xy|z] + [x|yz]− [x|y];

• δ3[x|y|z|t] = x · [y|z|t]− [xy|z|t] + [x|yz|t]− [x|y|zt] + [x|y|z].

The geometric interpretation of the normalized bar resolution is asimplicial setwhose vertices are elements ofM :

[xy]

[x]
1 x

[xy] xy1

x

x · [y][x]

[x|y]

1

x

[x]

xy

[xyz]

x · [y|z]

xy · [z]

x · [y]

[x|yz]

x · [yz]

xyz

In this picture, the tetrahedron corresponds to[x|y|z], and the two hidden faces correspond to[x|y] and [xy|z].
Those two faces are counted negatively in the boundaryδ2[x|y|z].

Similarly, the complexZ
∂0← Z ·Σ(1) ∂1← Z ·Σ(2) · · ·Z ·Σ(n) ∂n← Z ·Σ(n+1) · · · is defined by the following formula:

∂n−1[x1| · · · |xn] = [x2| · · · |xn] +

n−1∑

i=1

(−1)i[x1| · · · |xi−1|xixi+1|xi+2| · · · |xn] + (−1)n[x1| · · · |xn−1].

This complex corresponds to a simplicial set with only one vertex.
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5 Polygraphic approach

5.1 n-categories

An n-categoryis given by a chain of setsX0 ⊂ X1 ⊂ · · · ⊂ Xn together with:

• two mapsXi
σi← Xn (i-dimensional source) andXi

τi← Xn (i-dimensional target) defined for eachi < n;

• a productx ∗i y defined for eachi < n wheneverx, y ∈ Xn andτi(x) = σi(y).

We writex
u
→i y wheneverσi(u) = x andτi(u) = y. We writex ‖i y wheneverσi(x) = σi(y) andτi(x) = τi(y).

The following properties must hold:

• x
x
→i x wheneveri < n andx ∈ Xi;

• t
x
→i t′ andt

y
→i t′ (so thatx ‖i y) wheneveri < j, t

u
→i t′ andx

u
→j y;

t t′u

x

y

• x
u∗iv−→i z andu ∗i v ∈ Xj wheneveri < j, x

u
→i y

v
→i z andu, v ∈ Xj ;

• x ∗i x′ u∗iu
′

−→ j y ∗i y′ wheneveri < j, t
u
→i t′

u′

→i t′′, x
u
→j y andx′ u′

→j y′;

t′
t t′′u u′

y y′

x x′

• x ∗i u = u = u ∗i y wheneverx
u
→i y;

• (u ∗i v) ∗i w = u ∗i (v ∗i w) wheneverx
u
→i y

v
→i z

w
→i t;

• (u∗jv)∗i (u′∗j v′) = (u∗iu′)∗j (v∗iv′) wheneveri < j, t
u
→i t′

u′

→i t′′, x
u
→j y

v
→j z andx′ u′

→j y′ v′

→j z′.

t′
t t′′

z

x x′

z′

u′

v′

u
y

v

y′

The last property corresponds to a higher dimensional version of the exchange property.

An n-monoidis ann-category such thatX0 is the singleton1. In that case, the productx ∗0 y can be writtenxy.
For instance, a 1-monoid is a monoid, and a 2-monoid is a strict monoidal category. Note also that a monoidM
can be seen as ann-monoid1 ⊂M ⊂M ⊂ · · · ⊂M , and even as an∞-monoid1 ⊂M ⊂M ⊂ · · · ⊂M ⊂ · · ·

5.2 n-polygraphs

A 1-polygraphis agraph, which is given by two setsΣ0 andΣ1 together with two mapsΣ0
σ1← Σ1 andΣ0

τ1← Σ1.
Such a graph generates afree category(or category of paths) Σ0 ⊂ Σ∗

1. The setΣ0 is also writtenΣ∗
0.

Similarly, ann+1-polygraphis given inductively by ann-polygraphΣ∗
0 ⊂ Σ∗

1 ⊂ · · · ⊂ Σ∗
n−1 ⊂ Σn and a set

Σn+1 together with two mapsΣ∗
n

σn← Σn+1 andΣ∗
n

τn← Σn+1 such thatσn(α) ‖n−1 τn(α) wheneverα ∈ Σn+1.
Such ann+1-polygraph generates afreen+1-categoryΣ∗

0 ⊂ Σ∗
1 ⊂ · · · ⊂ Σ∗

n ⊂ Σ∗
n+1. See [Bu93].

An n-polygraph such thatΣ0 = Σ∗
0 = 1 is called amonoidaln-polygraph. For instance, a monoidal 1-polygraph

is given by an alphabetΣ. Similarly, a monoidal 2-polygraph is given by a presentation (Σ, R), and a monoidal
3-polygraph is given by a setP of pairs of parallel reductions for such a presentation.
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5.3 Polygraphic resolutions

A (monoidal) polygraphic resolutionof a monoidM is a monoidal∞-polygraph1 ⊂ Σ∗
1 ⊂ Σ∗

2 ⊂ · · · ⊂ Σ∗
n ⊂ · · ·

together with a surjective morphismf1 : Σ∗
1 →M satisfying the following extra properties:

• for anyx, y ∈ Σ∗
1, we havef1(x) = f1(y) if and only if there is somex

u
→1 y in Σ∗

2;

• for eachn > 1 and for anyx, y ∈ Σ∗
n, we havex ‖n−1 y if and only if there is somex

u
→n y in Σ∗

n+1.

In particular, ifR is the relation on words defined byx R y whenever there is somex
ρ
→1 y in Σ2, and ifP the

relation on reductions defined byr P s whenever there is somer
ω
→2 s in Σ3, we have the following properties:

• M ∼= Σ∗
1/↔

∗
R and↔∗

R coincides with→∗
R;

• P is a set of pairs of parallel reductions which generates the full 2-congruence on reductions.

In fact, a polygraphic resolution can also be seen as a morphism of∞-categoryf : Σ∗ →M . The extra properties
expresses thatf is atrivial fibration, which is a noncommutative version of the exactness condition for a complex.

Theorem 6 [Me03] Any monoid has a polygraphic resolution, which is unique up to homotopical equivalence.

See [Me03] or [LM] for more details on the notions ofhomotopyand ofhomotopical equivalence.

Given such a polygraphic resolution ofM , we define the following complex of abelian groups (abelianization):

Z
∂0← Z · Σ1

∂1← Z ·Σ2
∂2← Z ·Σ3 · · ·Z ·Σn

∂n← Z · Σn+1 · · ·

Here,∂0 = 0 and∂n(α) = [y]n − [x]n for eachx
α
→n y in Σn+1, where[u]n ∈ Z · Σn is defined for eachn > 0

and for anyu ∈ Σ∗
n in such a way that the following properties hold:

• [α]n = α for each symbolα ∈ Σn;

• [u]n = 0 for anyu ∈ Σ∗
i with i < n. In particular[1]n = 0;

• [u ∗i v]n = [u]n + [v]n for anyx
u
→i y

v
→i z in Σ∗

n with i < n.

Theorem 7 [LM] If 1 ⊂ Σ∗
1 ⊂ Σ∗

2 ⊂ · · · ⊂ Σ∗
n ⊂ · · · is a polygraphic resolution of the monoidM , then the

homology of its abelianization coincides with the homologyof M .

This is proved by constructing an∞-polygraph on which the monoidM acts freely.

Corollary 9 If M has a partial polygraphic resolution1 ⊂ Σ∗
1 ⊂ Σ∗

2 ⊂ · · · ⊂ Σ∗
n such thatΣn is finite, then the

homology groupHn(M) is of finite type.

5.4 Case of a convergent presentation

The results of the previous sections suggest the following generalization:

Conjecture 1 If a monoidM has a reduced convergent presentation(Σ, R), thenM has a polygraphic resolution
1 ⊂ Σ∗

1 ⊂ Σ∗
2 ⊂ · · · ⊂ Σ∗

n ⊂ · · · where eachΣn is defined in terms of generalized critical peaks. In particular:

Σ1 = Σ, Σ2 = R ∪Rop, Σ3 = Q ∪Qop whereQ is the relation defined in 3.2.

Moreover, if the presentation(Σ, R) is finite, so isΣn for eachn.

This would give an alternative proof for corollary 8, but it seems to be more difficult than theorem 5.

Indeed, this construction would apply to the reduced standard presentation, and this would give a polygraphic
version of the normalized bar resolution. In that case,Σn would contain (among others) then-chains[x1| · · · |xn].
Here are some conjectural formulas for such a resolution, inthe nondegenerate case wherexy, yz, zt 6= 1:

• [x][y]
[x|y]
−→1 [xy], so that∂1[x|y] = [xy]− [x]− [y];

• [x|y][z] ∗1 [xy|z]
[x|y|z]
−→2 [x][y|z] ∗1 [x|yz], so that∂2[x|y|z] = [y|z] + [x|yz]− [x|y]− [xy|z];

• ([x|y|z][t] ∗1 [xyz|t]) ∗2 ([x][y|z][t] ∗1 [x|yz|t]) ∗2 ([x][y|z|t] ∗1 [x|yzt])
[x|y|z|t]
−→3 ([x|y][z][t] ∗1 [xy|z|t]) ∗2

([x][y][z|t] ∗1 [x|y|zt]), so that∂3[x|y|z|t] = [xy|z|t] + [x|y|zt]− [x|y|z]− [x|yz|t]− [y|z|t].

Note that the formulas for∂n are the same as for the normalized bar reduction, except for aglobal change of sign.
Note also that the formulas definingσ3 andτ3 are significantly more complicated than the formula definingδ3, and
it gets worst in higher dimension, due to the difficulty of describing simplicial sets as polygraphs. See [St87, Bu00].
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